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Abstract

We propose a new approach that exploits the good properties of core-guided and model-guided MaxSAT solvers. In particular, we show how to effectively exploit the structure of unsatisfiable cores in MaxSAT instances. Experimental results on industrial instances show that the proposed approach outperforms both complete and incomplete state-of-the-art MaxSAT solvers at the last international MaxSAT Evaluation in terms of robustness and total number of solved instances.

1 Introduction

Maximum Satisfiability (MaxSAT) is an optimization version of the well-known Satisfiability (SAT) problem. Recently, we have seen the successful application of MaxSAT techniques to solve several industrial or real combinatorial optimization problems: software package upgrade, debugging of hardware designs, fault localization in C code, bioinformatics, course problems: software package upgrade, debugging of hardware to solve several industrial or real combinatorial optimization have seen the successful application of MaxSAT techniques of the well-known Satisfiability (SAT) problem. Recently, we Maximum Satisfiability (MaxSAT) is an optimization version

The aim of this paper is to improve and combine effectively and efficiently techniques from complete state-of-the-art solvers MaxSAT solvers. In particular, we pay special attention to how to exploit the structure of the unsatisfiable cores in a MaxSAT instance. Finally, develop a complete algorithm that can be used in an incomplete approach.

In the MaxSAT community, we find two main classes of complete algorithms: branch and bound [Heras et al., 2007; Li et al., 2009; Kügel, 2010] and SAT-based [Ansótegui et al., 2013b; Morgado et al., 2013]. SAT-based approaches clearly dominate on industrial instances. SAT-based MaxSAT algorithms reformulate a MaxSAT instance into a sequence of SAT instances. By solving these SAT instances the MaxSAT problem can be solved. Intuitively, the SAT instances encode whether it is possible to find an assignment to the MaxSAT instances with a cost less than or equal to a certain \( k \). The sequence is built in increasing order of \( k \) and it can be split into two parts. The instances in the first part are all unsatisfiable while the instances in the second one are all satisfiable. The value of \( k \) where the first satisfiable instance is located gives us the optimum of the MaxSAT instance. This transition from unsatisfiable to satisfiable SAT instances is usually associated with an easy-hard-easy pattern in terms of the hardness of the SAT instances [Shen and Zhang, 2003].

By solving the unsatisfiable SAT instances MaxSAT solvers refine the lower bound, while by solving satisfiable instances they refine the upper bound. Within SAT-based MaxSAT algorithms we find two main classes: (i) those that refine the lower bound, and guide the search with the unsatisfiable cores obtained from unsatisfiable SAT instances (core-guided algorithms) and, (ii) those that refine the upper bound, and guide the search with the satisfiable assignments obtained from satisfiable SAT instances (model-guided algorithms). Both approaches have strengths and weaknesses and there have been already some hybrid approaches [Morgado et al., 2012; Ansótegui and Gabás, 2013].

SAT-based MaxSAT solvers use Pseudo-Boolean (PB) constraints to create the SAT instances in the sequence. It is known that efficiency of SAT-based MaxSAT solvers heavily depends on how complex are these PB constraints, and how efficiently we manage them. Respect complexity, our current approach, as in [Andres et al., 2012; Mor-
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gado et al., 2014], only adds cardinality (Card) constraints (PB constraints with coefficients equal to 1) even if the MaxSAT instance is weighted. Respect management, unlike [Morgado et al., 2014; Narodytska and Bacchus, 2014; Martins et al., 2014], where Card constraints are incrementally constructed, our best approach does not use yet these incremental strategies for Card constraints. It exploits the structure of the unsatisfiable cores to produce a more efficient encoding for the Card constraints.

As we have mentioned, the algorithm we present is able to produce upper bounds during the search process. We also use these upper bounds to extend a very effective technique used in SAT solvers called phase saving [Pipatsrisawat and Darwiche, 2007] to MaxSAT.

Finally, we show an extensive experimental investigation on industrial instances. From the results, we can conclude that our approach outperforms clearly both in terms of robustness and number of solved instances the winners of the international MaxSAT Evaluation 2014 (MSE14) at the complete and incomplete tracks.

This paper proceeds as follows. Section 2 introduces some preliminary concepts. Section 3 presents the complete MaxSAT algorithm. Section 4 discusses how to encode efficiently in SAT the Card constraints generated by the MaxSAT algorithm. Section 5 explains how to exploit the upper bounds generated by the MaxSAT algorithm. Section 6 shows the experimental evaluation. Finally, Section 7 concludes.

2 Preliminaries

Definition 1 A literal l is either a Boolean variable x or its negation \( \overline{x} \). A clause c is a disjunction of literals. A SAT formula is a set of clauses that represents a Boolean formula in Conjunctive Normal Form (CNF), i.e. a conjunction of clauses.

Definition 2 A weighted clause is an ordered pair \( \langle c, w \rangle \), where c is a clause and w is a natural number or infinity (indicating the cost of falsifying c, see Definitions 4 and 5). If w is infinite the clause is hard, otherwise it is soft.

Definition 3 A Weighted Partial MaxSAT (WPMS) formula is an ordered multiset of weighted clauses:

\[ \varphi = \{\langle c_1, w_1 \rangle, \ldots, \langle c_s, w_s \rangle, \langle c_{s+1}, \infty \rangle, \ldots, \langle c_{s+b}, \infty \rangle \} \]

where the first s clauses are soft and the last b clauses are hard. The presence of soft clauses with different weights makes the formula Weighted and the presence of hard clauses makes it Partial. The ordered multiset of weights of the soft clauses in the formula is noted as \( w(\varphi) \). The total weight of the formula is noted as \( W(\varphi) \), and defined as \( W(\varphi) = \sum w(\varphi) + 1 \). By \( \varphi_S \) we refer the set of soft clauses and by \( \varphi_H \) to the set of hard clauses. Finally, the set of variables occurring in the formula is noted as var(\( \varphi \)).

Example 1 Given the following WPMS formula: \( \varphi = \{\langle x_1, 5 \rangle, \langle x_2, 3 \rangle, \langle x_3, 4 \rangle, \langle \overline{x}_1 \lor \overline{x}_2, \infty \rangle, \langle \overline{x}_1 \lor \overline{x}_3, \infty \rangle, \langle \overline{x}_2 \lor \overline{x}_3, \infty \rangle \} \), we have that \( w(\varphi) = (5, 3, 4) \), \( W(\varphi) = 12 \), \( \varphi_S = \{\langle x_1, 5 \rangle, \langle x_2, 3 \rangle, \langle x_3, 4 \rangle \} \), \( \varphi_H = \{\langle \overline{x}_1 \lor \overline{x}_2, \infty \rangle, \langle \overline{x}_1 \lor \overline{x}_3, \infty \rangle, \langle \overline{x}_2 \lor \overline{x}_3, \infty \rangle \} \) and var(\( \varphi \)) = \{x_1, x_2, x_3\}.

Definition 4 An assignment for a set of Boolean variables \( X \) is a function \( \mathcal{I} : X \rightarrow \{0, 1\} \), that can be extended to literals, (weighted) clauses, SAT formulas and WPMS formulas as follows:

\[
\begin{align*}
\mathcal{I}(\pi) &= 1 - \mathcal{I}(\pi) \\
\mathcal{I}(l_1 \lor \ldots \lor l_m) &= \max\{\mathcal{I}(l_1), \ldots, \mathcal{I}(l_m)\} \\
\mathcal{I}(\{c_1, \ldots, c_n\}) &= \min\{\mathcal{I}(c_1), \ldots, \mathcal{I}(c_n)\} \\
\mathcal{I}(c, w) &= w(1 - \mathcal{I}(c)) \\
\mathcal{I}(\langle\langle c_1, w_1 \rangle, \ldots, \langle c_{s+b}, w_{s+b} \rangle\rangle) &= \sum_{i=1}^{s+b} \mathcal{I}(\langle c_i, w_i \rangle)
\end{align*}
\]

We will refer to the value returned by an assignment \( \mathcal{I} \) on a weighted clause or a WPMS formula as the cost of \( \mathcal{I} \).

Definition 5 We say that an assignment \( \mathcal{I} \) satisfies a clause or a SAT formula if the value returned by \( \mathcal{I} \) is equal to 1. In the case of SAT formulas, we will refer also to this assignment as a satisfying assignment or solution. Otherwise, if the value returned by \( \mathcal{I} \) is equal to 0, we say that \( \mathcal{I} \) falsifies the clause or the SAT formula.

Definition 6 The SAT problem for a SAT formula \( \varphi \) is the problem of finding a solution for \( \varphi \). If a solution exists the formula is satisfiable, otherwise it is unsatisfiable.

Definition 7 Given an unsatisfiable SAT formula \( \varphi \), an unsatisfiable core \( \varphi_C \) is a subset of clauses \( \varphi_C \subseteq \varphi \) that is also unsatisfiable.

Definition 8 A SAT algorithm for the SAT problem, takes as input a SAT formula \( \varphi \) and returns an assignment \( \mathcal{I} \) such that \( \mathcal{I}(\varphi) = 1 \) if the formula is satisfiable. Otherwise, it returns an unsatisfiable core \( \varphi_C \).

Given unlimited resources of time and memory, we say that a SAT algorithm is complete if it terminates for any SAT formula. Otherwise, it is incomplete.

Definition 9 The optimal cost (or optimum) of a WPMS formula \( \varphi \) is \( \text{cost}(\varphi) = \min\{\mathcal{I}(\varphi) \mid \mathcal{I} : \text{var}(\varphi) \rightarrow \{0, 1\}\} \) and an optimal assignment is an assignment \( \mathcal{I} \) such that \( \mathcal{I}(\varphi) = \text{cost}(\varphi) \). We will refer to this assignment as a solution for \( \varphi \) if \( \mathcal{I}(\varphi) \neq \infty \). Any cost above (below) cost(\( \varphi \)) is called an upper (lower) bound for \( \varphi \).

Example 2 Given the WPMS formula \( \varphi \) of Example 1, we have that \( \text{cost}(\varphi) = \min\{6, 8, 11, \infty\} = 6 \) and the optimal assignment \( \mathcal{I} \) maps \( \{x_1, x_2, x_3\} \) to \( \{0, 0, 0\} \).

Definition 10 The Weighted Partial MaxSAT problem for a WPMS formula \( \varphi \) is the problem of finding a solution for \( \varphi \). If a solution does not exist the formula is unsatisfiable.

Definition 11 A WPMS algorithm for the WPMS problem, takes as input a WPMS formula \( \varphi \) and returns an assignment \( \mathcal{I} \), such that, \( \mathcal{I}(\varphi) \geq \text{cost}(\varphi) \).

Given unlimited resources of time and memory, we say that a WPMS algorithm is complete or exact if for any input WPMS formula \( \varphi \) and returned \( \mathcal{I} \), \( \mathcal{I}(\varphi) = \text{cost}(\varphi) \). Otherwise, we say it is incomplete.

Definition 12 An integer linear Pseudo-Boolean (PB) constraint is an inequality of the form \( w_1x_1 + \cdots + w_nx_n \geq k \), where \( w_i \) and \( x_i \) are integer coefficients, and \( x_i \) are Boolean variables. A PB at-most constraint is a PB constraint where \( w_i \) are equal to 1.
3 WPM3 MaxSAT Algorithm

Algorithm 1: WPM3

\textbf{Input:} $\varphi = \{\langle e_1, w_1 \rangle, \ldots, \langle e_s, w_s \rangle, \langle e_{s+1}, \infty \rangle, \ldots, \langle e_{s+h}, \infty \rangle\}$

1. $(AM, w_{strat}) := \langle\langle(1), 0, w_1\rangle, \ldots, \langle(s), 0, w_s\rangle, \infty\rangle$
2. while true do
3.   $(st, C, I) := \text{sat}(\varphi, AM, w_{strat})$
4.   if $st = \text{SAT}$ then
5.      if $w_{strat} = \min\{\{w_j\} \mid w_j \in w(AM), w_j \neq 0\}$
6.         $w_{strat} = \text{decrease}(AM, w_{strat})$
7.   else
8.      if $w_{strat} = \infty$ then return $\emptyset$
9.      \quad $w_{min} := \min\{w(w(AM))\}$
10.     $AM := AM[\{\langle A_j, k_j, w_j \rangle/\langle A_j, k_j, w_j - w_{min}\rangle\} \mid j \in C]$
11.     $(A, k_A) := \text{optimize}(\varphi, AM_C)$
12.     $AM := AM + \langle\langle A, k_A, w_{min}\rangle\rangle$

Function $\text{sat}(\varphi, AM, w_{strat})$

1. $\varphi^k := \varphi_H \cup \{c_i \lor b_1\} \cup \{\text{CNF}(A_j, k_j) \lor a_j, \overline{\pi}_j\} \mid (c_i, w_i) \in \varphi \land (A_j, k_j, w_j) \in AM, w_j \geq w_{strat}$
2. $(st, \varphi^k, C) := \text{satSolver}(\varphi^k)$
3. $C := \{j \mid (\overline{\pi}_j) \in \varphi^k_C \neq 0\}$
4. return $(st, C, I)$

Function $\text{optimize}(\varphi, AM)$

1. $A := +A_j$
2. $ub := \sum_{(A_j, k_j, w_j) \in AM} |A_j|$
3. while true do
4.   $k := ub - 1$
5.   $(st, I, \overline{\pi}) := \text{sat}(\varphi, \langle A, k, \_ \rangle)$
6.   if $st = \text{SAT}$ then
7.       $ub := I(\langle(e_i, 1) \mid (c_i, w_i) \in \varphi\rangle)_i \in A$
8.   else return $(A, ub)$

In this section, we present the WPM3 complete algorithm for the MaxSAT problem. Given an input WPMS formula $\varphi$, WPM3 solves the formula by testing the satisfiability of a sequence of SAT instances $\varphi^k$ where $0 \leq k \leq W(\varphi)$. Each SAT instance $\varphi^k$ encodes whether there is an assignment to $\varphi$ with a cost $\leq k$. Notice that SAT instances with $k < cost(\varphi)$ are unsatisfiable, otherwise they are satisfiable. The optimum corresponds to the $k$ of the first satisfiable SAT instance.

Roughly speaking, from every unsatisfiable SAT instance the algorithm finds and keeps an unsatisfiable core. WPM3 is designed to be aware of the global structure of theses cores. This is used both for producing more efficient cardinality (Card) constraint encodings (see Section 4) and focus the search on subproblems of the input MaxSAT instance.

The algorithm maintains a set of soft at-most Card constraints $AM$. We note these constraints as $(A, k, w)$, where $A$ is an ordered multiset of indexes of the original soft clauses, $k$ indicates at most how many clauses from $A$ can be falsified, and $w$ is the cost for falsifying this soft constraint. The at-most constraints are used to do not accept those solutions whose cost exceeds the current $k$, where $k = \sum_{(A_j, k_j, w_j) \in AM} k_j \cdot w_j$. Moreover, the algorithm guarantees that $k \leq cost(\varphi)$. The idea of maintaining multiple at-most Card constraints instead of a single one was originally introduced in [Ansotegui et al., 2009a] for PM2 algorithm. Notice that from the $AM$ set the global core structure can be obtained.

We start (line 1) by adding to $AM$ a soft at-most constraint for each original soft clause. Then, the algorithm will iterate (line 2) till it is able to determine $cost(\varphi)$. This will happen if it detects that the set of hard clauses is unsatisfiable (line 8, $cost(\varphi) = \infty$) or when it is able to generate the first satisfiable instance (line 5, $cost(\varphi) = k = I(\varphi)$). We obviate for the moment the role of $w_{strat}$ and we consider it is $\infty$ for the first iteration and $\min\{w_j\}$ for the rest.

Function $\text{sat}$ (line 3) builds the SAT instance $\varphi^k$ at the current iteration and sends it to the SAT solver. $\varphi^k$ is constructed through the union of the following sets expressed as SAT clauses: (i) the set of hard clauses, (ii) the reification to variables $b_i$ of soft clauses, (iii) the reification to variables $a_j$ of the translation into CNF of the at-most constraints in $AM$, and finally (iv) the unit clauses $\overline{\pi}_j$. The new $b_i$ variables are true if the respective original soft clause becomes false. They are used to encode the at-most constraints which restrict the number of falsified soft clauses. The new $a_j$ variables are true if the respective at-most constraint becomes false. The unit clauses $\overline{\pi}_j$ encode that we would like to satisfy all the at-most constraints. If this is not possible, some of them will appear into the unsatisfiable core $\varphi^k_C$.

Example 3 Given $\varphi = \{\langle x_1, 1 \rangle, \langle x_2, 1 \rangle, \langle x_3, 1 \rangle, \langle \overline{\pi}_1 \lor \overline{\pi}_2, \infty \rangle, \langle \overline{\pi}_1 \lor \overline{\pi}_3, \infty \rangle, \langle \overline{\pi}_2 \lor \overline{\pi}_3, \infty \rangle\}$. At an intermediate step we have the set $AM = \langle\langle(1, 2), 1, \_\rangle, \langle(3), 0, 1\rangle\rangle$. Then, $\varphi^k = \{\overline{\pi}_1 \lor \overline{\pi}_2, \overline{\pi}_1 \lor \overline{\pi}_3, \overline{\pi}_2 \lor \overline{\pi}_3\} \cup \{x_1 \lor b_1, x_2 \lor b_2, x_3 \lor b_3\} \cup \{\text{CNF}(b_1 + b_2 \leq 1) \lor a_1, a_2, \text{CNF}(b_3 \leq 0) \lor a_2, a_3\}$

To our best knowledge, the idea of introducing Card constraints as soft constraints in a core-guided algorithm was initially proposed in [Andres et al., 2012] for Answer Set Programming (ASP) optimization problems, and recently adapted to MaxSAT problems in [Morgado et al., 2014]. The approach in [Narodytska and Bacchus, 2014] (best solver for industrial instances at MSEI14) also uses soft Card constraints. These approaches work locally and are not aware of the global core structure and therefore they can not exploit it.

Going back to WPM3 algorithm, if function $\text{sat}$ returns satisfiable ($st = SAT$) (line 4), then we return the optimal assignment $I$ and its cost (line 5). Otherwise (line 7), $C$ is the set of indexes of at-most constraints involved into the last unsatisfiable core. If the core only involves original hard clauses, we can return unsatisfiable (line 8). If there are at-most constraints involved in the core, then, we need to relax...
some of them since they only allow assignments or solutions with a cost strictly less than \( \text{cost}(\varphi) \).

At this stage (lines 9-12), we need to relax the set of \( AM \) constraints, but guaranteeing we do not exceed \( \text{cost}(\varphi) \). Basically, we need to replace the set of at-most constraints \( AM_C \) involved in the last core with a new set of at-most constraints which allows assignments with a higher cost.

Since we will only use Card constraints we first apply the idea described in the WPM1/WBO [Ansotegui et al., 2009b; Manquinho et al., 2009] MaxSAT algorithms to deal with Weighted instances (lines 9-10). It basically prevents the algorithm to introduce PB constraints instead of Card constraints when the at-most constraints involved in the core have different weights. In this case, we compute the minimum weight \( w_{\text{min}} \) of the constraints in \( AM_C \) (line 9), and replace every soft constraint \( \langle A_j, k_j, w_j \rangle \) by two copies with weights \( w_j - w_{\text{min}} \) and \( w_{\text{min}} \). The first set of copies will remain in \( AM \) (line 10) while the second will be replaced by the new at-most constraint \( \langle A, k_A, w_{\text{min}} \rangle \) (line 12). Notice we guarantee that \( \sum\langle A_j, k_j, w_j \rangle \in AM \mid A_j \mid w_j = \sum w(\varphi) \).

Function \textit{optimize} (line 11) allows to determine which is the new \( \varphi_k \) we will test. This function, basically, solves exactly the subproblem that involves the new at-most constraint we will generate on the original soft clauses, and the hard clauses. The result is the set of indexes of original soft clauses \( A \) of the new at-most constraint (notice that and index can be repeated) and the number of clauses \( k_A \) that we will at most allow to be falsified. To our best knowledge, the idea of solving a subproblem of the original optimization instance \( \varphi \) was originally applied for MaxSAT in WPM2 algorithm [Ansotegui et al., 2010]. In [Davies and Bacchus, 2011] a similar approach is applied calling a MIP solver to solve the subproblem. Recently, in [Ansotegui et al., 2013a], this process is extended and named as \textit{cover optimization}. The best strategy reported consists on refining iteratively the upper bound on the subproblem using the model-guided MaxSAT algorithm in [Berre, 2006]. We apply it within function \textit{optimize}, although depending on the particular family of instances other strategies or algorithms can have better performance. At this point we have increased \( k \) by \( \langle k_A - \sum\langle A_j, k_j, w_j \rangle \in AM \mid k_j \rangle, w_{\text{min}} \) towards \( \text{cost}(\varphi) \). Otherwise, without the \textit{optimize} step, we can only increase \( k \) by \( w_{\text{min}} \).

Treating explicitly the new at-most constraint (line 12) and its relation to the constraints it substitutes is fundamental, not only for function \textit{optimize}, but also to encode more efficient Card constraints (see Section 4). In contrast, this information, the global core structure, is not explicitly present in recent approaches as [Morgado et al., 2014; Narodytska and Bacchus, 2014] and therefore harder to be exploited efficiently.

During this description, we have obviated the role of \( w_{\text{strat}} \) (lines 5 and 6). It corresponds to the application of the stratified approach introduced in [Ansotegui et al., 2009c]. The stratified approach consists in sending to the SAT solver only a subset of the soft clauses, i.e., those with a weight \( \geq w_{\text{strat}} \). Function \textit{decrease} updates conveniently \( w_{\text{strat}} \). This can help to reduce the size of the unsatisfiable cores, produce simpler at-most constraints and progress faster to the optimum. We also apply hardening techniques like the ones described in [Ansotegui et al., 2012; Morgado et al., 2012; Ansotegui et al., 2013a).

4 Efficient Card Constraints for MaxSAT

In the last decade, we have seen many contributions on how to encode efficiently PB and Card constraints into SAT [Bailleux and Boufkhad, 2003; Sinz, 2005; Één and Sörensson, 2006; Bailleux et al., 2009; Asín et al., 2011]. The goal is to achieve an arc-consistent encoding (i.e., with good propagation properties) as small as possible.

Since WPM3 only uses Card constraints, let us consider the Card constraint: \( b_1 + \cdots + b_n \leq k \). From the sake of clarity, the encoder is split into two black boxes: the \textit{sum} and the operator \textit{op} (in our case representing \( \leq \)). The \textit{sum} takes as input a list of \( n \) variables \( [b_1, \ldots, b_n] \) and returns a set of SAT clauses \( S \) and a list of \( n \) variables \( [o_1, \ldots, o_m] \). The operator \textit{take as input} the \( o \) variables and integer \( k \) and returns a set of SAT clauses \( OP \). The encoding of the Card constraint into SAT corresponds to the union \( S \cup OP \).

\[ \langle S, [o_1, \ldots, o_m] \rangle := \text{sum}([b_1, \ldots, b_n]) \]
\[ OP := \text{op}(k, [o_1, \ldots, o_m]) \]

In our case, we use the Cardinality Networks encoding in [Asín et al., 2011]. There, \( m = k + 1 \) and the \textit{sum} builds a SAT formula such that if \( i \) of the input \( b \) variables are set to true then the first \( i \) of the output \( o \) variables are set to true and the rest to false. Therefore, \textit{op} returns the unit clause \( \overline{o}_{k+1} \).

Our first observation is that it is crucial for the efficiency of the MaxSAT solver in which order the \( b \) variables are fed into the \textit{sum}. In previous MaxSAT solvers, the order of the \( b \) variables was not taken into account. They were just added in the same order of their respective soft clauses.

However, the \( b \) variables should be added taking into account the structure of the unsatisfiable cores. In particular, variables belonging to the same core should be as close as possible. In our algorithm the set \( A \) in an at-most constraint \( \langle A, k, w \rangle \) is ordered. In line 1 of function \textit{optimize} (see Section 3) when we generate the set \( A \) of the new at-most constraint, we concatenate the sets of \( b \) variables of the at-most constraints that it replaces. Respect to latest advances in MaxSAT [Morgado et al., 2014; Narodytska and Bacchus, 2014] a deeper explanation of their efficiency could be that these algorithms implicitly preserve the order.

Our second observation has to do again with the structure of the unsatisfiable cores we have detected so far. As we have just commented, the new at-most constraint \( \langle A, k_A, w_{\text{min}} \rangle \) (line 12 of WPM3) replaces/merges other at-most constraints. In the end, we can consider that there is a tree structure that represents how we have merged the unsatisfiable cores and where the root node is the new at-most constraint. Instead of creating a Cardinality Network for the new constraint we can reproduce this tree structure. We basically reproduce the totalizer encoding proposed originally in [Bailleux and Boufkhad, 2003]. The leaf nodes join the at-most constraints related with a single soft clause of the input formula (i.e.,
with \( k = 0 \) that appeared in the same core. The leaf nodes are encoded with Cardinality Networks.

**Example 4** Imagine at-most constraint \( \langle A_3, 5, 1 \rangle \) (root node) replaces at-most constraints \( \langle A_1, 3, 1 \rangle \) and \( \langle A_2, 1, 1 \rangle \) (child 1 and child 2). Let us see how we start constructing the tree. Children are processed recursively in the same way.

\[
\begin{align*}
|A_3| &= 10 \\
\sum_{l=1}^{5} |o_l^3| &= 10 (S', [o_1^3, \ldots, o_6^3]) := \text{totalizer}([o_1^3, \ldots, o_6^3])
\end{align*}
\]

\[S^3 := S' \cup S^1 \cup S^2 \quad OP^3 := \{o_6^3\} \cup OP^1 \cup OP^2\]

The advantage of preserving this structure, in contrast to having a single Card constraint, is that we can again exploit it to derive smaller encodings. In particular, we can restrict the sums of the nodes using the lower bounds of their siblings. The upper bound for a non root node is set to the difference between the upper bound of its parent and the sum of the lower bounds of its siblings. We apply this in a top-down update process.

**Example 5** At example 4, the upper bound for the root node is 5. Child 1 (child 2) already contributes with a lower bound of 3 (1), therefore the new upper bound for child 1 (child 2) is \( 5 - 1 = 4 \) \((5 - 3 = 2)\).

\[
\begin{align*}
|A_3| &= 10 \\
\sum_{l=1}^{5} |o_l^3| &= 10 (S', [o_1^3, \ldots, o_6^3]) := \text{totalizer}([o_1^3, \ldots, o_6^3])
\end{align*}
\]

\[S^3 := S' \cup S^1 \cup S^2 \quad OP^3 := \{o_6^3\} \cup OP^1 \cup OP^2\]

Function optimize can provide assignments \( I_{ub} \) which are upper bounds (see Section 5) for the whole formula \( \varphi \). Using this upper bound, we can set the upper bound for the root node which corresponds to the cost of the assignment \( I_{ub} \) on the set of soft clauses related to it.

Finally, notice that for a given at-most constraint we build from scratch its SAT encoding when we feed it into the SAT solver. Recently, in [Martins et al., 2014] it has been proposed to build Card constraints incrementally. We will explore extending our approach in this sense. As we will see in Section 6, even without the incremental extension, our approach outperforms the rest of the solvers.

**5 Upper Bounds and Phase Saving**

In Section 3, we have described a complete core-guided algorithm that keeps increasing a lower bound towards the optimum. However, its design and, in particular, function optimize, which implements a model-guided MaxSAT algorithm, allows to produce upper bounds for \( \varphi \) during its execution. Whenever function optimize finds a new solution to the subproblem, we can just extend this solution to the rest of the formula and check its cost. We do this by considering that, those clauses in a undefined state under the solution to the subproblem, are falsified \(^1\). Function optimize keeps track of

\(^1\)This can be improved looking at the structure of the undefined clauses.
At the table, we present for each category and solver the mean ratio of solved instances per family and the total number of instances. We introduce results for wpm1/wbo [Ansótegui et al., 2009b; Manquinho et al., 2009] and pm2 algorithms. wpm3 can be considered as a hybridization of these two algorithms (see Section 3). As we can see, wpm3 clearly outperforms pm2. This is because, as described in Section 4, we build Card constraints taking into account the order imposed by the unsatisfiable cores. If we add the cover optimization technique, see wpm3k, then we get a version that would have ranked the first at MSE14 for industrial instances in terms of the total mean family ratio. The next two versions, wpm3l and wpm3k, that further exploit the structure of the cores and improve the construction of the Card constraint, provide a total of 13 additional solved instances for PMS and 13 for WPMS. As we can see, the cover optimization technique always improves, in particular for Weighted instances at version wpm3lko. Finally, the extension of phase saving for MaxSAT improves the average running time, and it helps to solve 7 additional instances within the timeout.

Table 1: WPM3 and improvements.

<table>
<thead>
<tr>
<th>Solver</th>
<th>MS Ind.</th>
<th>PMS Ind.</th>
<th>WPMS Ind.</th>
<th>Total Ind.</th>
</tr>
</thead>
<tbody>
<tr>
<td>wpm31k</td>
<td>88.5%</td>
<td>84.0%</td>
<td>74.0%</td>
<td>81.7%</td>
</tr>
<tr>
<td>wpm3l</td>
<td>81.7%</td>
<td>81.9%</td>
<td>73.9%</td>
<td>79.8%</td>
</tr>
<tr>
<td>wpm3k</td>
<td>86.5%</td>
<td>80.0%</td>
<td>72.8%</td>
<td>78.7%</td>
</tr>
<tr>
<td>or-tools</td>
<td>86.5%</td>
<td>80.2%</td>
<td>66.5%</td>
<td>77.7%</td>
</tr>
<tr>
<td>eva500a</td>
<td>86.5%</td>
<td>80.0%</td>
<td>72.8%</td>
<td>78.7%</td>
</tr>
<tr>
<td>msccg</td>
<td>86.5%</td>
<td>80.2%</td>
<td>66.5%</td>
<td>77.7%</td>
</tr>
<tr>
<td>open-wbo</td>
<td>86.5%</td>
<td>80.2%</td>
<td>66.5%</td>
<td>77.7%</td>
</tr>
</tbody>
</table>

Table 2: WPM3 and or-tools compared to best MSE14 solvers.

Table 2 compares our best version wpm3k, with the best performing complete solvers at MSE14 for industrial instances. Clearly, wpm3k, dominates both on mean family ratio and total number of solved instances. A deeper analysis reveals that wpm3k has best ratio on 30 out of the 32 families that compose the categories, while eva500a (the second one) has best ratio on 20.

Our last experiment is presented in Table 3. Since wpm3k is able to produce upper bounds we also compared it with the best performing solvers wpm3 and optimax, for industrial instances at the incomplete track of the MSE14. We also compared with other MaxSAT solvers that did not take part in the incomplete track but they are able to produce upper bounds: open-wbo [Martins et al., 2014] and qms [Koshimura et al., 2012]. We do not include eva500a, msccg or or-tools since they can not produce upper bounds.

The timeout for the incomplete track at MSE is set to 300 seconds. For a given instance, the winners are the solvers that produce the best upper bound. The best solver is the one that won on more instances. Since these results give us a partial order, it can be misleading to report an overall winner. In Table 3, we present the dominance relation between pairs of solvers on the three categories. For example, wpm3k (open-wbo) is able to obtain a better or equal upper bound than open-wbo (wpm3k) on 50 (45) ms instances, 556 (466) PMS instances and 394 (344) WPMS instances. As we can see, wpm3k practically dominates the rest of the solvers. The exception is qms on PMS where qms outperforms by 9 instances wpm3k. For this case, we extended the timeout to 1800 seconds. We found that wpm3k outperforms qms by 5 instances. This is somehow expected since wpm3k, within this timeout, solves to optimality 40 instances more than qms.

Table 3: WPM3 compared to MSE14 best incomplete solvers.
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