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Abstract
Marginal MAP is known to be a difficult task for graphical models, particularly because the evaluation of each MAP assignment involves a conditional likelihood computation. In order to minimize the number of likelihood evaluations, we focus in this paper on best-first search strategies for exploring the space of partial MAP assignments. We analyze the potential relative benefits of several best-first search algorithms and demonstrate their effectiveness against recent branch and bound schemes through extensive empirical evaluations. Our results show that best-first search improves significantly over existing depth-first approaches, in many cases by several orders of magnitude, especially when guided by relatively weak heuristics.

1 Introduction
Graphical models provide a powerful framework for reasoning with probabilistic and deterministic information. These models use graphs to capture conditional independencies among variables, allowing a concise representation of knowledge as well as efficient graph-based query processing algorithms. Combinatorial maximization, or maximum a posteriori (MAP) tasks arise in many applications and often can be efficiently solved by search schemes.

The marginal MAP problem distinguishes between maximization variables (called MAP variables) and summation variables (the others). Marginal MAP is NP complete [Park, 2002]; it is difficult not only because the search space is exponential in the number of MAP variables, but also because evaluating the probability of any full instantiation of the MAP variables is PP-complete [Roth, 1996]. Algorithmically, its difficulty arises in part from the fact that the variable elimination operations (max and sum) must be applied in a constrained, often far more costly order.

Up to now, search-based marginal MAP solvers have been based on depth-first branch and bound (DFBNB). Searching in a best-first manner is known to be superior, but requires more memory than depth-first search and is therefore less popular for graphical models. Yet, memory effective best-first search algorithms such as recursive best-first search [Korf, 1993] have appeared in the context of pure optimization tasks (MAP/MPE) in graphical models [Marinescu and Dechter, 2009b; Kishimoto and Marinescu, 2014]. Their potential for the marginal MAP task is explored here for the first time to the best of our knowledge.

Contributions: Our paper presents and explores the power of several best-first search schemes for solving marginal MAP queries. We discuss the potential benefit of best-first search and demonstrate the effectiveness of several variants against state of the art methods, particularly a recent depth-first branch and bound approach. Through extensive empirical evaluations we show not only orders-of-magnitude improvements over the state of the art, but also the ability to solve problem instances well beyond the reach of previous approaches.

In Section 2 we provide background and review earlier work. Section 3 describes and analyzes the algorithms, Section 4 provides empirical evaluation and Section 5 concludes.

2 Background
A graphical model is a tuple $\mathcal{M} = (\mathbf{X}, \mathbf{D}, \mathbf{F})$, where $\mathbf{X} = \{X_i : i \in V\}$ is a set of variables indexed by set $V$ and $\mathbf{D} = \{D_i : i \in V\}$ is the set of their finite domains of values, $\mathbf{F} = \{\psi_\alpha : \alpha \in F\}$ is a set of discrete positive real-valued local functions defined on subsets of variables, where we use $\alpha \subseteq V$ and $X_\alpha \subseteq \mathbf{X}$ to indicate the scope of function $\psi_\alpha$, i.e., $X_\alpha = \text{var}(\psi_\alpha) = \{X_i : i \in \alpha\}$. The function scopes yield a primal graph whose vertices are the variables and whose edges connect any two variables that appear in the scope of the same function. The graphical model $\mathcal{M}$ defines a factorized probability distribution on $\mathbf{X}$, namely:

$$P(\mathbf{X}) = \frac{1}{Z} \prod_{\alpha \in F} \psi_\alpha$$
where the partition function, $Z$, normalizes the probability.

Let $\mathbf{X}_M = \{X_1, ..., X_m\}$ be a subset of $\mathbf{X}$ called “MAP variables” and $\mathbf{X}_S = \mathbf{X} \setminus \mathbf{X}_M$ be the complement of $\mathbf{X}_M$, called “sum variables”. The Marginal MAP (MMAP) problem seeks an assignment $\mathbf{x}_M^*$ to variables $\mathbf{X}_M$ having maximum probability. This requires access to the marginal distribution over $\mathbf{X}_M$, which is obtained by summing out variables $\mathbf{X}_S$; this yields the expression:

$$x_M^* = \arg\max_{x_M} \sum_{\mathbf{X}_S} \prod_{\alpha \in F} \psi_\alpha$$

(1)
If $X_S = \emptyset$ then the problem is the maximum a posteriori (MAP) inference (also known as MPE). The marginal MAP problem is significantly more difficult as noted earlier. Practically speaking, the main difficulty arises because the max and sum operators in Eq. (1) do not commute, which restricts the elimination orders to those in which all variables $X_S$ are eliminated (by summation) before any variable in $X_M$ can be eliminated (by maximization).

### 2.1 AND/OR Search Spaces

Significant recent improvements in search for marginal MAP inference have been achieved by using AND/OR search spaces, which often capture problem structure far better than standard OR search methods [Marinescu et al., 2014; Dechter and Mateescu, 2007]. The AND/OR search space is defined relative to a pseudo tree of the primal graph, which captures problem decomposition.

**Definition 1 (pseudo tree, valid)** A pseudo tree of an undirected graph $G = (V, E)$ is a directed rooted tree $T = (V, E')$ such that every arc of $G$ not included in $E'$ is a back-arc in $T$ connecting a node in $T$ to one of its ancestors. The arcs in $E'$ may not all be included in $E$. A pseudo tree $T$ of $G$ is valid for $X_M$ if $T$ restricted to $X_M$ forms a connected start pseudo tree having the same root as $T$.

**Example 1** Figure 1(a) shows the primal graph of a simple graphical model with 8 bi-valued variables and 10 binary functions. The MAP and SUM variables are $X_M = \{A, B, C, D\}$ and $X_S = \{E, F, G, H\}$, respectively. Figure 1(b) displays a valid pseudo tree whose MAP variables form a start pseudo tree.

Given a graphical model $M = \langle X, D, F \rangle$ with primal graph $G$ and pseudo tree $T$ of $G$, the AND/OR search tree $S_T$ based on $T$ has alternating levels of OR nodes corresponding to the variables, and AND nodes corresponding to the values of the OR parent’s variable, with edges weights extracted from the original functions $F$ (for details see Dechter and Mateescu [2007]). Identical sub-problems, identified by their context (the partial instantiation that separates the sub-problem from the rest of the problem graph), can be merged, yielding an AND/OR search graph. Merging all context-mergeable nodes yields the context minimal AND/OR search graph, denoted $C_T$. The size of $C_T$ is exponential in the induced width of $G$ along a depth-first traversal of $T$ (i.e., the constrained induced width).

**Definition 2 (MMAP solution tree)** A solution subtree $\hat{x}_M$ of $C_T$ relative to the MAP variables $X_M$ is a subtree of $C_T$ restricted to $X_M$ that: (1) contains the root of $C_T$; (2) if an internal OR node $n \in C_T$ is in $\hat{x}_M$, then $n$ is labeled with a MAP variable and exactly one of its children is in $\hat{x}_M$; (3) if an internal AND node $n \in C_T$ is in $\hat{x}_M$ then all its OR children which denote MAP variables are also in $\hat{x}_M$.

Each node $n$ in $C_T$ can be associated with a value $v(n)$; for MAP variables $v(n)$ captures the optimal marginal MAP value of the conditioned sub-problem rooted at $n$, while for a sum variable it is the likelihood of the partial assignment denoted by $n$. Clearly, $v(n)$ can be computed recursively based on the values of $n$’s successors: OR nodes by maximization or summation (for MAP or sum variables, respectively), and AND nodes by multiplication.

**Example 2** Figure 2 displays the context minimal AND/OR search graph based on the valid pseudo tree from Figure 1(b) (the contexts are shown next to the pseudo tree nodes). A MMAP solution subtree corresponding to the MAP assignment $(A = 0, B = 1, C = 1, D = 0)$ is shown in red.

### 2.2 Earlier Work: Depth-First AOBB for MMAP

Earlier work on MMAP used a heuristic based on an exact solution to an unconstrained ordering, introduced by Park and Darwiche [2003] and then refined by Yuan and Hansen [2009]. These techniques appear to work quite well when the unconstrained ordering results in a small induced width. However, in many situations this is a serious limitation.

More recently, depth-first AND/OR Branch and Bound (AOBB) search algorithms that explore the context minimal AND/OR search graph were shown to be highly effective for marginal MAP [Marinescu et al., 2014], often far superior to the earlier schemes. AOBB for marginal MAP, sometimes explicitly denoted as AOBB-MMAP) traverses the context-minimal AND/OR search graph in a depth-first manner guided by an upper-bound heuristic function. It interleaves forward expansion of the current partial solution tree $\hat{x}$ with a backward cost revision step that updates node values, until search terminates. When expanding an OR node labeled by a MAP variable, AOBB-MMAP attempts to prune unpromising domain values as part of a branch and bound approach.
scheme. Specifically, it compares the upper bound heuristic function \( f(\overline{x}) \) of the current partial solution subtree \( \overline{x} \) with the current best lower bound \( L \) obtained from the best solution seen so far. It prunes the node associated with \( \overline{x} \) if \( f(\overline{x}) \leq L \). The optimal marginal MAP value (and the corresponding assignment to the MAP variables) is obtained after the root node is fully evaluated.

The effectiveness of AOBB greatly depends on the quality of the upper bound heuristic function that guides the search. In the case of MMAP, the algorithm uses a recently developed weighted mini-bucket (WMB) based heuristic [Dechter and Rish, 2003; Liu and Ihler, 2011] which can be pre-compiled along the reverse order of the pseudo tree. The heuristic is also enhanced by a cost-shifting scheme that can either be applied in a single pass, or iteratively, by passing messages on the corresponding join-graph [Liu and Ihler, 2011; Marinescu et al., 2014]. This yields two schemes denoted by WMB-MM(i) and WMB-JG(i), where parameter \( i \) is called the \( i \)-bound and controls the accuracy. The corresponding AOBB variants using these bounds, denoted by AOBB-MM(i) and AOBB-JG(i), were evaluated extensively in Marinescu et al. [2014], illustrating superiority against earlier state-of-the-art schemes [Park and Darwiche, 2003; Yuan and Hansen, 2009] on a majority of benchmark instances. However, there are many effective search strategies beyond depth-first methods; here we explore best-first methods. For marginal MAP, best-first search has significant potential to improve performance, for reasons we discuss next.

3 Best-First Search for MMAP

In this section we introduce several best-first search algorithms for marginal MAP inference. We start with some analysis focusing on pure A*.

3.1 A* for MMAP

Best-first search schemes are known to be superior to other search schemes that traverse the same search space, assuming all algorithms have access to the same heuristic information. Algorithm A* expands only nodes satisfying \( f(n) \geq C^* \) (for maximization) where \( C^* \) is the cost of the optimal solution and where \( f(n) = g(n) + h(n) \) (for sum cost paths), and \( h(n) \) is an upper bound of the best cost extension to a solution (or best cost to go) [Dechter and Pearl, 1985]. Any complete search algorithm, and in particular, DFBnB, must explore all the nodes expanded by A*, assuming the same tie breaking rule, and, in addition it may also explore nodes for which \( f(n) < C^* \). Therefore, the expected benefit of A* over any other search algorithm, \( B \), depends on the number of extra nodes explored by \( B \) having \( f(n) < C^* \).

To understand A*’s performance for MMAP inference, we define an OR search space whose nodes are partial assignments to a subset of the MAP variables along a fixed order \( X_1, \ldots, X_m \). To capture the summation operation applied over \( X_s \), we introduce a final solution/goal node denoted \( s \), which extends any full MAP assignment. A solution path in this search space can be denoted by \((x_1, \ldots, x_m, s)\). Formally,

**Definition 3 (OR MMAP search space)** Let \( X_M \) be the MAP variables of a graphical model \( \mathcal{M} = (X, D, F) \) and \( X_S = X \setminus X_M \). The search space for MMAP has nodes which are partial assignments over \( X_M \), denoted \( x_{1,j} = (x_1, \ldots, x_j) \). All full MAP assignments have the same child node, \( s \). All the arc-weights of internal nodes are extracted in the usual manner from the functions \( F \). The arc-weight connecting a full MAP assignment \( x_M \) node to \( s \) is defined by (denoting by \((n \rightarrow n)\) the arc from \( n \) to its child node \( m \) in the directed search graph):

\[
w(x_M \rightarrow s) = \sum_{x_S} \prod_{\alpha \in F} \psi_{\alpha}(x_\alpha | x_M).
\]

It is easy to show that,

**Proposition 1** Given a graphical model \( \mathcal{M} = (X, D, F) \) and MAP variables \( X_M \), any search algorithm finding an optimal solution path over its MMAP search space, finds an optimal solution to its MMAP task.

The most costly operation when traversing even a single solution path in the MMAP search space is when the algorithm expands a full MAP assignment \( x_{1,m} \), called a frontier map node. This is because it needs to evaluate the last arc-weight, which is the cost of this MAP assignment.

Since any expansion of a full MAP assignment is costly, a search algorithm which minimizes such expansions would be more effective. In fact, we argue that A*’s potential for marginal MAP is likely to be more profound than in regular optimization (e.g., for pure MAP) because it can save not only on the number of regular nodes expanded, but much more significantly on the number of expansions of MAP frontier nodes, and therefore the number of summation sub-tasks. It follows from the behavior of A* that,

**Theorem 1** Let A* be a search algorithm exploring the MMAP search space and let B be any search algorithm. Assuming all algorithms have access to the same heuristic function and use the same tie breaking rule, a) any node expanded by A* will be expanded by B. b) In particular, any MAP frontier node expanded by A* must be expanded by B. □

We argue that a DFBnB scheme is likely to expand extra MAP frontier nodes beyond best-first because, unlike regular optimization where DFBnB is often supplied with a close to optimal solution (e.g., using local search), finding an initial good solution (and thus a good lower bound) is far harder in the context of marginal MAP.

3.2 Best-First AND/OR Search for MMAP

The best-first search algorithms we propose traverse the context minimal AND/OR search graph over all the variables, and therefore explicitly perform the summation computation as part of the AND/OR search. Doing so implies that we use one of the best algorithms for the summation sub-problem, and also allow sharing the summation sub-task computations via caching. The DFBnB algorithm AOBB-MMAP presented in Marinescu et al. [2014] explores this space as well.

Algorithm 1 describes the AOBF-MMAP scheme. The algorithm belongs to the AO* family [Nilsson, 1980] and maintains the partially explored context-minimal AND/OR graph \( C_T \) and the best partial solution tree \( T' \) that represents an optimal solution of \( C_T \) under the assumption that the tips \( n \) of
The terminal nodes with values given by the heuristic \( h(n) \) (if labeled by a MAP solution) or by the corresponding conditioned likelihood (if labeled by a sum variable), respectively (see line 10). Initially, \( C_T \) contains the root node \( n_0 \) which is an OR node labeled by the root of the pseudo tree \( T \). Then, at each iteration, the algorithm selects a non-terminal leaf node of the partial solution tree \( T' \) and expands it by generating its successors. The best partial tree is then revised by backward node value propagation, which sets the values of the leaves in \( C_T \) to its heuristic or conditioned likelihood values. The latter are calculated using procedure \( eval(M | T') \) which solves exactly the summation sub-problem rooted by the respective sum variable (in our implementation we used depth-first AND/OR search with full/adaptive caching [Marnescu and Dechter, 2009b]). The algorithm finishes when there are no leaf nodes in the best partial tree \( T' \). In this case \( T' \) represents the optimal MMAP assignment and its value is given by the revised value of the root node.

The complexity of AOBF-MMAP is time and space \( O(n \cdot k^w_n) \), where \( w_n \) is the induced width along an ordering consistent with the pseudo-tree.

### 3.3 Recursive Best-First AND/OR Search

In practice, however, AOBF-MMAP may require an enormous amount of memory, especially on difficult problem instances. More recently, a limited memory best-first search scheme called Recursive Best-First AND/OR search with Overestimation (RBFAOO) was shown to be extremely pow-
marginal MAP value. In this case, the algorithm continues to examine other children until it finds an optimal solution at $n$. Because the solution cost found so far is a lower bound on the optimal one, RBFAOO can use it to prune branches leading to nodes whose $q$-values are smaller than the solution cost. When RBFAOO-MMAP selects the next best child to expand, it examines it with a new threshold which is updated appropriately for OR and for AND nodes (see lines 14 and 27). Notice also that when expanding an AND node, the algorithm evaluates the conditional likelihood for all OR children that are labeled by sum variables using procedure $eval(\cdot)$ (line 22).

If AOBF-MMAP expands $O(N)$ nodes in the worst case, then RBFAOO-MMAP expands $O(N^2)$ due to node reexpansions. However, in practice, by slightly overestimating the node thresholds (by a small constant $\delta$, RBFAOO-MMAP avoids such a high node re-expansion overhead (see also Kishimoto and Marinescu [2014] for more details).

4 Experiments

We evaluate empirically the proposed best-first search algorithms on problem instances derived from benchmarks used in the PASCAL2 Inference Challenge [Elidan et al., 2012].

We consider two best-first AND/OR search schemes guided by weighted mini-bucket heuristics with moment matching (WMB-MM(i)) and iterative join-graph based cost-shifting (WMB-JG(i)). They are denoted by AOBF-MM and AOBF-JG, respectively. In addition, we consider the recursive best-first search counterparts, denoted by RBFAOO-MM and RBFAOO-JG. These are all MMAP algorithms, but we remove MMAP from the algorithm’s name for brevity. The weighted mini-bucket heuristics were generated in a preprocessing phase, prior to search, using uniform weights. We also ran A* search guided by MCTE(i) heuristics which were computed dynamically at each node in the search space. A* exploits the OR search tree defined by the MAP variables.

We compare the best-first search algorithms against each other and against the current state-of-the-art AND/OR branch and bound with weighted mini-bucket heuristics, denoted by AOB-B-MM and AOB-B-JG, along with the two OR branch and bound schemes guided by MCTE(i) heuristics, denoted by BBBTi and BBBBBt [Marinescu et al., 2014]. The pseudo trees guiding the AND/OR algorithms were obtained by a modified min-fill heuristic that constrained the MAP variables to form a start pseudo tree. All algorithms were implemented in C++ (64-bit) and the experiments were run on a 2.6GHz 8-core processor with 80 GB of RAM. The RBFAOO algorithms used a pre-allocated cache of size 10GB. All algorithms were allowed a 1 hour time limit.

Our problem instances were derived from five PASCAL2 benchmarks: grids (n-by-n binary grid networks), segbin (image segmentation), protein (protein sidechain interaction), promedas (medical diagnosis expert system), and pedigree (genetic linkage analysis). For each network, we generated two marginal MAP problem instances with $m$ MAP variables, as follows: an easy instance such that the MAP variables were selected as the first $m$ variables from a breadth-first traversal of a pseudo tree obtained from a hypergraph decomposition of the primal graph (ties were broken randomly) [Marinescu and Dechter, 2009a], and a hard instance where the MAP variables were selected uniformly at random. The easy instances were designed such that problem decomposition is maximized and the constrained and unconstrained elimination orders are relatively close to each other, thus having comparable induced widths. In contrast, the hard instances tend to have very large constrained induced widths. We selected 50% of the variables as MAP variables. In total we evaluated 200 problem instances (20 easy and 20 hard instances per benchmark).

In all experiments we report the CPU time in seconds and number of nodes visited during search. We also record the problem parameters: number of variables ($n$), max domain size ($k$), number of MAP variables ($m$), and the constrained ($w^c$) and unconstrained ($w_u$) induced widths. We use ‘oom’ to denote out-of-memory, while ‘-’ means out-of-time.

Conditional likelihood evaluations We compare best-first versus depth-first approaches using the same heuristic, e.g., A* vs. BBBTd (which each use the MCTE heuristic), and AOBF-MM or RBFAOO-MM vs. AOB-B-MM (which use the WMB heuristic) on a specific problem instance in Figure 3. For both heuristics, the best-first search schemes evaluate far fewer conditional sum sub-problems, especially at relatively small i-bounds which correspond to weaker heuristics. For example, RBFAOO-MM(12) and AOBF-MM(12) solve over two orders of magnitude fewer summation sub-problems than AOB-B-MM(12). (Note that on this problem instance, the MCTE heuristic works very well, but gave poor performance and was unable to solve many of the other instances.)
Impact of the heuristic quality In Figure 4 we plot results for solving the promedas or chain,17.fg-hard instance which is quite representative. When looking at the iterative scheme WMB-JG(i), run for 10 iterations, we notice that the corresponding heuristics are most powerful at lower i-bounds because of reduced overhead. As the i-bound increases, its accuracy ceases to offset the computational overhead as the run time of the iterations increase. In this case, WMB-MM(i) is a cost-effective alternative, with reduced overhead for compiling the heuristic.

Comparison with state-of-the-art Table 1 reports the CPU time in seconds and number of nodes expanded by each search algorithm, either depth-first or best-first, on a selection of easy and hard instances from the grid, promedas and pedigrees benchmarks. The columns are indexed by the i-bound and the time limit was set to 1 hour. For space reasons, we report results when using WMB-MM(i) heuristics only. The OR search algorithms A*, BBBTi and BBTd performed poorly and thus are not included. We can see clearly that the recursive best-first AND/OR search schemes for MMAP can be particularly effective and backed this up by empirical evidence. Specifically, the best-first AND/OR search approaches, in particular RBFAOO-MM(i), solve the largest number of instances across i-bounds. On the pedigree instances, AOBF-MM(i) is superior compared to the other schemes at smaller i-bounds which demonstrates the benefit of best-first over depth-first search, when the search space explored actually fits in memory. When the i-bound increases, the heuristics get stronger, reducing the difference between depth-first and best-first search; in this setting depth-first search may find near-optimal solutions quickly and thus, like best-first, will not explore solutions with cost smaller than the optimum. Yet we still see superiority for high i-bound on hard pedigrees and on the selected instances in Table 1.

<table>
<thead>
<tr>
<th>instance</th>
<th>algorithm</th>
<th>i = 4</th>
<th>i = 6</th>
<th>i = 10</th>
<th>i = 14</th>
<th>i = 18</th>
<th>i = 20</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n, m, k, v^w_i, w^v_i)</td>
<td>time</td>
<td>nodes</td>
<td>time</td>
<td>nodes</td>
<td>time</td>
<td>nodes</td>
<td>time</td>
</tr>
<tr>
<td>easy promedas instances</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>grid</td>
<td>AOBF-MM</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>18</td>
<td>357682</td>
</tr>
<tr>
<td>grid</td>
<td>AOBF-MM</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2785</td>
<td>4977604</td>
</tr>
<tr>
<td>grid</td>
<td>RBFAOO-MM</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>821</td>
<td>7857691</td>
</tr>
<tr>
<td>hard pedigrees instances</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pedigrees</td>
<td>AOBF-MM</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10</td>
<td>1793953</td>
<td>2</td>
</tr>
<tr>
<td>pedigrees</td>
<td>RBFAOO-MM</td>
<td>1330</td>
<td>17268969</td>
<td>258</td>
<td>3771857</td>
<td>5</td>
<td>639588</td>
</tr>
<tr>
<td>pedigrees</td>
<td>RBFAOO-MM</td>
<td>111</td>
<td>1568912</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>184242</td>
</tr>
<tr>
<td>pedigrees</td>
<td>RBFAOO-MM</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>184242</td>
</tr>
</tbody>
</table>

Table 1: CPU time (sec) and nodes for grid, promedas and pedigrees instances. Time limit 1 hour.

Summary Figure 5 plots the number of problem instances solved from each benchmark (top) and the median CPU time (bottom) as a function of the i-bound. For space reasons, we only show the grid-easy, promedas-hard and pedigrees-hard benchmarks. For clarity we report only on the AND/OR search algorithms guided by WMB-MM(i) heuristics. Clearly, the best-first AND/OR search approaches, in particular RBFAOO-MM(i), solve the largest number of instances across i-bounds. On the pedigree instances, AOBF-MM(i) is superior compared to the other schemes at smaller i-bounds which demonstrates the benefit of best-first over depth-first search, when the search space explored actually fits in memory. When the i-bound increases, the heuristics get stronger, reducing the difference between depth-first and best-first search; in this setting depth-first search may find near-optimal solutions quickly and thus, like best-first, will not explore solutions with cost smaller than the optimum. Yet we still see superiority for high i-bound on hard pedigrees and on the selected instances in Table 1.

5 Conclusion We introduced best-first search algorithms for marginal MAP that explore the compact AND/OR context minimal search space for graphical models, guided by pre-compiled weighted mini-bucket with cost-shifting schemes. We explained why best-first search strategies for MMAP can be particularly effective and backed this up by empirical evidence. Specif-
log median CPU time (sec)

Figure 5: Number of instances solved (top) and median CPU time (bottom) as a function of $i$-bound for grid, promedas and pedigree instances. The median CPU time is taken over 20 instances in each problem class. Time limit 1 hour.

ically, in an extensive empirical evaluation (some of which was not included for lack of space) we illustrated the superiority of best-first strategies over depth-first search counterparts (e.g., against AOBMF-MAP). In particular, the limited memory recursive best-first AND/OR search scheme, consistently solved more problems given a time-bound (Figure 5) and in many cases was significantly faster, by orders of magnitude, than all depth-first counterparts. It emerges as the superior scheme overall. Our next step would be to extend all these search schemes into anytime algorithms and to explore bounded approximations for the summation sub-tasks.
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