














Table 1: Datasets

NAME #FEAT. #EXAM. #CLASSES
ARRHYTHMIA 279 452 13
AUDIOLOGY 69 226 24
MFEAT-FACTOR 216 2000 10
MFEAT-FOURIER 76 2000 10
MFEAT-KARHUNEN 64 2000 10
MFEAT-PIXEL 240 2000 10
MFEAT-ZERNIKE 47 2000 10
MUSK 166 476 2
OPTIDIGITS 64 5620 10
SONAR 60 208 2
SPAMBASE 57 4601 2
SPECTROMETER 100 531 48

8.1 Datasets

Table 1 shows the datasets that we use in our experiments
as well as their important attributes, namely, the numbers of
features, examples and classes. All of the datasets are ob-
tained from the UCI repository of machine learning databases
[Blake and Merz, 1998].

8.2 Methods
The following are the steps of our experiments.

Sampling feature sets

For each dataset of Table 1, 60 feature sets are selected at
random. The sizes of the selected feature sets also vary at
random. In total, we obtain 60 x 12 = 720 pairs of a feature
set and a dataset.

Localizing datasets

For each pair of a feature set and a dataset, we localize the
dataset by eliminating all of the features that do not belong to
the relevant feature set. Consequently, we obtain 720 local-
ized datasets.

Measuring accuracy of classification

We apply three classifiers, namely, Naive Bayes, C4.5 and
SVM, to each of the localized datasets in the manner of
10-fold cross validation and record the averaged AUC-ROC
scores, which we use as classification accuracy scores.

8.3 Results

Figure 1, 2 and 3 display scatter plots of the results of our
experiments with Naive Bayes, C4.5 and SVM, respectively.
The z-axis of each chart represents measurements by a mea-
sure out of () g1, (b) fig2, () figz, (d) figz and (e) ji5, while
the y-axis does the averaged AUC-ROC scores. From the
charts, we have the impression that jiz» with p > 1 shows
stronger negative correlation with classification accuracy than
jtg1. We look into this more closely in the next subsection.

8.4 Analysis on correlation

To compare ji;1 and jige with p > 1 in terms of correlation
with classification accuracy, we introduce a function P;(z)
as an index. We let IV, be the number of plots whose fiz»
distances fall within [z, z 4+ 0.01) and Ny , be the number of
plots whose AUC-ROC scores exceed t and jig» distances fall
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within [z, 24 0.01). Then, we define P;(x) by P;(z) A]]\t,: .

Intuitively, P;(z) approximates the probability of the case
that the classification accuracy exceeds ¢ when the measure-
ment by the relevant measure is x.

Figure 4, 5 and 6 show the curves of Pi(z) for
Naive Bayes, C4.5 and SVM. The value of ¢ varies in
{0.95,0.90,0.85,0.80}. Since P;(x) > Py (x) holds for
t < t’, the curve for t is located above the curve for ¢’. We
observe two properties from the charts.

e The curves for fig» for p > 1 are akin to one another in
shape, while the curves for ji;1 appear significantly dif-
ferent from the other measures.

e The curves for figp with p > 1 exhibits clearer negative
correlation between measurements by the measure and
classification accuracy than the curves for jigi.

In fact, the table below presents the correlation coefficients
between the measurements = and the values of P;(z). The
presented values also support the observation stated above.

t= 0.95 0.90 0.85 0.80
NAIVE BAYES
g —0.42 —0.51 —0.60 —0.52
iz —058 —0.79 —-0.97 -0.85
s —0.56 —0.69 —0.76 —0.79
;2 —054 —-0.71 —-0.89 —0.89
;s —0.54 —0.73 —0.91 —0.89
C4.5
i —0.17 —-0.41 -0.34 -0.38
itz —0.41 —-0.47 -0.79 —0.83
ez —052 —0.29 -0.72 -0.69
iz —052 —-0.38 —0.77 —0.81
s —052 —-044 —-0.82 -0.84
SVM
ian —052 —0.62 —0.55 —0.23
itz —0.52 —0.54 —0.65 —0.80
;2 —055 —0.52 —0.63 —0.75
jtea —0.52 —0.52 —0.59 —0.72
i —052 —0.52 —0.56 —0.71

9 Conclusion

We have introduced a family of feature selection measures
{ize» | p € [1,00]} that are derived from the distance func-
tions of some metric spaces. Although fi;1 turns out to be
identical to the Bayesian risk, jiz» for p € (1, 00| are novel.
Through experiments, we have shown that jiy» withp > 1 ex-
hibits clearer negative correlation between its measurements
and classification accuracy than fip1 does.
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