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Abstract 

This paper examines a programmed model (cal led 
DECIDER-1) that 1) recognizes scenes of th ings , 
among wh ich are a) objects and b) words that form 
commands (or quest ions or other types of s tatements) , 
2) recognizes the import of these commands, 3) 
decides whether to obey one, and then 4) uses the 
command to guide the consequent ac t i ons , a long w i t h 
any necessary perceptual search . 

It uses the same mechanisms to handle a) the 
perceptual processes invo lved w i t h recogniz ing o b ­
j ec t s and descr ib ing scenes, b) the l i n g u i s t i c p r o ­
cesses invo lved w i t h parsing sentences and under­
standing their meaning, and c) the re t r i eva l processes 
needed to access pert inent fac ts in pert inent memory. 
This is in sharp contrast to most of today's sys tems, 
which receive the command through one channel, to be 
"understood" by one specia l -purpose set of rou t i nes , 
and perceive their environments through an en t i re l y 
d i f ferent channe l . 

DECIDER-1 continues to character ize pat terns, 
parse symbol s t r i ngs , and access facts imp l ied by 
input quest ions u n t i l an ac t ion is chosen, because i t 
is su f f i c i en t l y impl ied by th is search through the 
memory net . Then it executes the impl ied a c t i o n . 
Possible act ions inc lude Answer ing, Desc r i b i ng , 
F ind ing , M o v i n g , and Naming. 

Int roduct ion 

The basic purpose of th is paper is to examine how 
word - th ings recognized in the external environment 
can help tr igger act ions that inc lude recogni t ion and 
manipu lat ion of other, o b j e c t - t h i n g s , in the same 
environment. To do th is we must examine several 
issues that have scarcely been touched upon in the 
research l i terature of psychology or computer sc ience : 

How does a system recognize that a perceived 
input is a symbol? How does it understand the import 
of a structure of symbols, e . g . that i t is a command, 
or a quest ion? How does it understand the meaning of 
that structure ? How does i t decide what type of th ing 
to do - whether to obey a command, and wh ich com­
mand, or whether to cont inue to perce ive , to respond 
to in terna l needs, or external presses from perceived 
objects ? How do the understanding of commands and 
other symbol ic percepts and the recogni t ion of 
perceived objects in te rac t , he lp ing one another; e . g . 
how does i t recognize wh ich objects are appropriate 
for carry ing out a command? How does a system 
choose and execute the appropriate response, from 
var ie ty of poss ib le responses ? 

This research has been par t ia l l y supported by grants 
from the Nat iona l Ins t i tu te of Men ta l Heal th ( M H -
12266), the Nat iona l Science Foundation (GJ-36312), 
NASA (NGR-50-002-160) and the Un ive rs i t y of 
W iscons in Graduate School . 

These are extremely complex and subt le mat ters, 
and the work presented here is only a f i r s t s tep . But 
there appear to be re la t i ve l y simple yet powerfu l ways 
In wh ich we can begin to handle them. 

Descr ip t ion of the Problem, Background and Mo t i va t i on 

We w i l l examine systems that a) input streams of 
in format ion from the environment, b) attempt to recog ­
nize th ings, inc lud ing symbols, and larger structures 
of these th ings , c) decide whether to cont inue in th is 
perceptual process or to respond, and d) generate the 
appropriate response. 

Let 's look at recent research w i t h chimpanzees and 
w i t h robots for some examples. 

Chimps that Obey Commands 

Two chimps have been taught (by Gardner and 
Gardner, 1969 6 ,1971 5 , and by Premack, I9701 0 , 197I1J( to 
learn vocabular ies of over 100 words , and to learn to 
use these words in simple sentences. One of the most 
in terest ing things Sarah (Premack's chimp) learned was 
to respond to a sentence l i ke "SARAH PUT BANANA 
BOX" by going to the banana , grasping i t , carry ing it 
over to the box , and dropping it in to the box . SARAH is 
in an exper imental room w i t h a number of ob jec t s , 
inc lud ing a banana and a box , but a lso such things as 
a p a i l , an app le , a c racker , and other ob jec t s , and a 
board on wh ich the experimenter places the words 
SARAH, PUT, BANANA, and BOX. (These "words" are 
colored nonsense shapes: a l l previous attempts to get 
chimps to ta lk fa i led because of their l im i ted voca l 
apparatus. ) Thus words , sentences and objects are 
perceived v i s u a l l y / w i t h words s ta t ic objects much 
l i ke Chinese ideograms. 

Words are th ings that have symbol ic s ign i f i cance . 
They come in through the same input channel as objects 
l i ke the (image of the) banana. The chimp responds to 
the command, wh ich is a structure of several w o r d -
th ings , by manipulat ing the objects to wh ich the words 
refer : Sarah grasps the #BANANA, not the symbol 
BANANA. ( I w i l l use stars (* ) , as in *BANANA, *BOX, 
*APPLE, to ind icate the ac tua l ob jec t , as opposed to 
the w o r d . Note that the star is not a b u i l t - i n symbol 
for the computer program, but s imply helps the reader 
d i s t i ngu ish between the word and the s imp l i f ied repre ­
sentat ion of the ob jec t . ) 

Today's Pr6grams Cannot Mode l such Chimps 

The above descr ip t ion may appear to belabor the 
obv ious . But a l though any three year o ld human c h i l d , 
and now two ch imps , can success fu l l y sort out words 
and ob jec t s , recognize structures of words as com­
mands, understand the import of the commands, and 
act appropr ia te ly , we have l i t t l e idea how a l l th is is 
done. Psychologis ts have given us no theore t ica l 
mode ls , and even the most sophis t icated of computer 
programs for pattern recogn i t ion or language 
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manipulat ion are designed to handle only smal l pieces 
of th is process, 

A su f f i c ien t l y powerful pattern recognizer ( e . g . 
UhrandVossier , I 9 6 I 1 7 ; Andrewset . aL , 19681; Munson, 
19688 ; zobr is t , 197124) can correct ly name many dif ferent 
examples of a pat tern , a l l d is tor ted in extremely 
complex, and unant ic ipa ted , non- l inear ways . I t can 
contend w i t h very complex possible confusions between 
ob jec t s . In comparison, a *BANANA and an *APPLE 
are very d i f ferent , and the symbols Premack has chosen 
for BANANA and for APPLE are a lso di f ferent enough so 
that the chimp has no perceptual d i f f i cu l t i e s . (This 
is not at a l l to say that the chimp and human are not 
sophis t icated pattern recognizers, but s imply to point 
out that the part icular s ing le-pat tern problem we are 
examin ing , in wh ich only a few very di f ferent patterns 
need be recogn ized, is simple compared to problems 
that programs, as w e l l as chimps and people, can 
hand le . ) But today's pattern recognizers w i l l not 
handle scenes of several t h i n g s , much less compose 
th ings Into structures l i ke sentences, or sort out the 
words and the ob jec t s , and their in te r re la t ionsh ips . 

A su f f i c ien t l y powerful language processor ( e . g . 
Winograd, 1971 2 3 ; see Simmons, 196514,197015) can handle 
more complex grammatical structures than the simple 
ac to r -ac t -ob jec t - i nd i rec t object of our example 
SARAH PUT BANANA BOX. But it w i l l handle only c l ean , 
c lea r -cu t sentences. I t cannot content w i t h sentences 
w i t h misspel led words and noise that are embedded in 
larger scenes that include other ob jec ts . 

At the very l eas t , pattern recognizers must be 
extended to handle scenes of ob jec t s , and to parse 
word-phrases as w e l l as characterize parts of objects 
(see Sauvain and Uhr, 196913; Jordan, 19717 ;Uhr, 197218 

19?3c2 1 ) . 

Robots that are Pre-programmed to Obey Commands 

Recent work w i t h robo ts , in which they deduce 
paths to c luster boxes , and stack b locks ( e . g . 
N i l sson , 1969 Raphael, 196812; Feldman e t . a l . , 19693), 
has made some steps toward th is in te rac t ion . But it 
has the f lavor of in terconnect ing several separate black 
boxes , each performing a separate func t ion , even 
though there often appears to be a great amount of 
over lap . Thus the reported robots input and handle 
commands and perceptual environment completely 
separa te ly . 

Today's robots use extremely complex systems of 
computer programs, almost always separated in to four 
major sub -sys tems , to 1) understand the command, 
2) recognize and bu i ld up a model of the objects in the 
envi ronment , 3) deduce the set of act ions appropriate 
to carry ing out the command, and 4) apply them to the 
envi ronment . Each subsystem has i ts own subsystems: 

1} The command is g iven through a te le type, and 
the system appl ies language "understanding" programs, 
to recognize words , parse the command statement, 
and der ive from the statement a goal state that the 
robot must ach ieve , to obey the command. 

2) Separate perceptual programs are used to handle 
the robot's perceived spat ia l environment, wh ich a l ­
most always inc ludes inputs from a tv camera, and 
occasional ly is supplemented w i th inputs from range 
f inders , touch sensors, photoce l ls , or sonar. These 
programs input the sensed informat ion, take a sequence 
of preprocessing steps (e.g. to el iminate no i se , f ind 
gradients and edges, and begin to connect short edge 
fragments into l i nes ) , and try to bui ld the sa l ient 
features up into something that matches some internal 
descr ipt ion of some object ( e . g . Brice and Fennema , 
19702). This resul ts ( i f a l l goes w e l l - wh ich today 
means i f objects are su f f i c ien t l y s imple , w i th enough 
background space between them, painted in colors that 
contrast sharply enough in the b lack-and-wh i te tv 
image, and amply l ighted) in the assignment of names 
to ob jec ts , and the assignment of these objects to 
their locat ions w i th in the perceived environment. 

3) A deductive problem-solv ing program (often a 
theorem prover) Is used to generate a sequence of 
act ions that the robot might apply to the objects it has 
tentat ive ly recognized in i t s perceived space, in order 
to achieve the desired goal state ( e . g . Fikes and 
N i l s s o n , 19714). 

4) This enta i ls binding the objects ( inc luding the 
robot i tse l f ) to the proposed ac t ions , so that the robot 
can in the rea l wor ld try out an act ion that it has 
deduced would make progress toward sat is fy ing the 
overa l l command. 

Perceiving the Import of Inputs 

Real-World Commands Must f i r s t be Perceived 

In the real wor ld there is no separate input channel 
for a command, and there is no god-given a pr ior i 
s i gna l , known to commander and slave a l i k e , that says, 
" th is is a command," " th is is a q u e s t i o n , " "name this 
o b j e c t , " "describe this s c e n e , " and so o n . A ques ­
t ion-answer ing program has bu i l t into i ts guts that 
inputs w i l l be quest ions, and i t is straight forwardly 
pre-programmed to answer them. A robot program 
s imi lar ly has bu i l t Into i t that teletype inputs are 
commands, and that i t is to carry them out , by manipu­
la t ing the environment that i t perceives through i ts 
sensory inputs . 

But in the real wor ld the command always comes 
in through sensory input channels . In fact the command 
is i t se l f a complex structure of perceived ob jec ts . 
E .g . the command, "PUT THE BANANA IN THE BOX", 
is made up of a s t r ing of words that are further 
structured grammatical ly and , more impor tant ly , 
semant ical ly (in that they refer to things l i ke bananas, 
re lat ions between bananas and boxes, an understanding 
that bananas can go into certa in boxes, and the impl ied 
act ion of the en t i t y being commanded - that it. should 
put the banana in the box) . And each word is made 
up of parts { letters i f w r i t t e n , phonemes i f spoken), 
each letter or phoneme is made up of par ts , and so o n . 

The command may sometimes come through a 
separate perceptual mode channe l , as when it is 
spoken and refers to v i sua l l y perceived ob jec ts . But 
th is Is not the i ssue , for commands and objects often 
come in through the same channe l , w i t h the receiver 



hardly n o t i c i n g . I t is not the di f ference in channel that 
a l lows the human to infer " th is is a command composed 
of symbo ls " and " that is an environment of o b j e c t s " . 
Rather, the hearer f i r s t recognizes the parts of the 
command as objects and on ly la ter as symbo ls , c o m ­
bines them up in to larger and larger s t ructures, and 
recognizes that these structures have symbol ic Import , 
and are commands. 

Dec id ing Whether to Obey Wh ich Command 

C lose ly r e l a ted , the hearer has no b u i l t - i n under­
standing that i t w i l l rece ive one command at a t ime , 
pointed to and surrounded by spec ia l symbols . Rather, 
since i t must infer that parts of i t s perceived env i ron ­
ment are commands, i t a lways has the poss i b i l i t y of 
rece iv ing more than one command. It must decide 
whether to obey a command, and w h i c h . And for any 
rea l -wo r l d receiver there w i l l a lways be the issue of 
whether i t should drop everyth ing to carry out whatever 
command it has Just rece ived and understood, or 
whether i t should do something else - what i t was 
already d o i n g , or what w i l l best sa t is fy some in terna l 
need ( e . g . hunger) that is a r i s i n g , or what w i l l best 
respond to some in terest ing new object ( e . g . a s teak) . 

Thus a system should be able to decide wh ich 
from among a set of a l ternat ive act ion-sequences it 
wants to carry out - whether to gather more in fo rmat ion , 
or to obey th is command or tha t , or to sa t i s f y i t s own 
needs or goa l s . 

Key Problems Being Handled 

This paper focuses on the problem of handl ing 
f ie lds of t h i ngs , some of wh i ch are symbols , where 
these th ings combine in to larger structures ( e . g . 
e y e s , nose, mouth, ch in combine in to face; SARAH PUT 
BANANA BOX combines into a command; B , 0 , X combine 
in to BOX), some of wh ich imp ly that the system should 
respond w i t h an imp l ied act ion upon other th ings to 
w h i c h reference is made. 

We have d iscussed one example of such a s i t u a ­
t i o n , when the environment contains something l i k e ; 
♦CRACKER SARAH PUT APPLE PAIL *BOX *BANANA 
*APPLE *PAIL (or) *BOX3 ROBOT PUSH BOX2 NEXT BOX1 
*BOX4 *BOX1 *BOX5 *BOX2 

Such a system can handle a number of other 
problems, for example an input l i k e : 
♦CRACKER ♦BOX DESCRIBE *APPLE THIS SCENE *BOX 
♦BANANA *PAIL (In wh ich case it must recognize the 
command DESCRIBE THIS SCENE and as a resu l t output 
CRACKER BOX APPLE BOX BANANA PAIL). 

Or i t can be g iven an input l i k e : 
♦ CRACKER ♦BOX FIND A BOX ♦APPLE *BANANA ♦PAIL 
( in wh i ch case It must recognize the command FIND 
BOX and as a resu l t output something to Indicate the 
♦BOX has been found. ) Or it can be asked to Move an 
ob jec t , or to Answer a query . 

A Brief Descr ipt ion of Decider 's Behavior1 

Overa l l Flow 

DECIDER-1 inputs a SCENE that contains a l l 
phys ica l objects and verbal utterances mixed together, 
as the above argument has shown is i nev i tab ly the case 
for rea l wor ld i n t e l l i gences . I t appl ies two types of 
pattern recogni t ion techniques to begin sensing th is 
scene: 

1) A set of pr imi t ive perceptual transforms is put 
onto the IDEAS l i s t , thus i n i t i a l i z i n g IDEAS to look for 
whatever the pr imi t ives suggest are the b a s i c s . 

2) Del imi ters (such as the edges, gradients and 
background spaces that of ten del ineate objects and 
verbal utterances) are used to decompose the SCENE, 
g i v ing a f i r s t tentat ive set of possib le ob jec ts . Then 
DECIDER-1 searches I ts memory for anything that these 
objects might imp ly , and , i f i t f inds any, merges them 
onto the IDEAS l i s t . 

DECIDER-! appl ies the set of IDEAS, s e r i a l l y , to 
the input SCENE. Each idea that succeeds impl ies a 
var ie ty of d i f ferent ob j ec t s , new ideas to app ly , and 
a c t s . The single most h igh ly impl ied idea is appl ied 
in turn to further character ize the SCENE - un t i l it is 
a response act l i ke Answer , Descr ibe , F ind , M o v e , or 
Name, in wh ich case i t is carr ied out , and the next 
SCENE is i npu t . (Note that the part icu lar p r im i t i ves , 
perceptual character izers , verbal rewr i te r u l e s , and 
ac t ion transforms depend upon what the programmer 
(or learning) has tabled in to DECIDER-1, j us t as par­
sers or tab le -d r iven compi lers depend upon the gram­
mars given them.) 

Perceiv ing Sensed Objects and Understanding Verbal 
Utterances 

DECIDER-1 acts much l i ke a t yp i ca l pattern 
recognizer v i s - a - v i s sensory patterns to recognize and 
name, and much l ike a t yp i ca l parser v i s - a - v i s verbal 
u t terances. So it can handle mixed inputs of objects 
and w o r d s . I t handles both the recogni t ion character ­
izers and the parsing rewr i te ru les ( le t ' s c a l l them both 
" t ransforms") in the same way : I t gets the most h igh ly 
imp l ied transform from the IDEAS l i s t , app l ies it to the 
input SCENE (which inc ludes a l l p rev ious ly -e f fec ted 
t ransforms), evaluates whether th is transform succeeds 
and , i f i t does, merges the transforms that i t impl ies 
onto the IDEAS l i s t , and the objects that it impl ies onto 
the SCENE. (A transform looks for a conf igurat iona l 
n - t u p l e , of wh i ch parsing rewr i te ru les are simple 
examples (see Uhr, I 9 7 I 1 6 , 1973d 2 2 ) . ) 

The IDEAS l i s t starts w i t h pr imi t ive perceptual 
charac te r izers . As these transforms succeed , they 
w i l l imp ly h igher - leve l character izers and , I f 
DECIDER-1 recognizes verba l u t te rances , verbal 
rewr i te r u l e s . These w i l l cont inue to imp ly perceptual 

See Uhr , 1973d for more deta i led desc r ip t i ons , and 
the ac tua l DECIDER-1 program. 

Caps refer to major const ructs in the DECIDER-1 
program. 
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and verbal t ransforms, a) for s t i l l higher l e v e l s , 
b) to glance about at other parts of the scene in which 
what has so far been recognized suggests other things 
should be looked for , and c) to gather more information 
to conf i rm or deny the presence of tenta t ive ly impl ied 
objects ( inc lud ing words) . 

Dec id ing to Act 

DECIDER-1'g dec is ion to act is decept ive ly 
s imp le . Each transform on IDEAS has a type associated 
w i t h i t . As d iscussed up to now, at f i r s t the most h igh ly 
impl ied transforms w i l l be of type = P (to perceptual ly 
parse) - un t i l the system has gathered enough information 
about the scene to imply some response act ion w i th a high 
enough weight to be chosen. 

DECIDER-1 chooses the single most h igh ly im-
p l ied transform from IDEAS. At f i r s t these w i l l be 
perceptual and verbal t ransforms. But they w i l l begin 
to imp ly various possible a c t s , wh ich w i l l be merged 
back in to IDEAS- Thus IDEAS serves as a vehic le for 
dec id ing among the various possible ac t s , at the same 
time that it serves to decide whether to continue 
look ing and gathering in fo rmat ion , or whether to 
respond. 

When a response is chosen, as the most h ighly 
weighted transform on IDEAS, DECIDER-1 branches to 
ef fect that response - whether to Answer, Descr ibe, 
F ind , M o v e , or Name. Thus the response acts and 
the Informat ion-gather ing acts are a l l ordered on the 
s ingle IDEAS l i s t , from wh ich DECIDER-1 continues 
to choose and execute the single most h igh ly impl ied 
a c t , un t i l a response act is chosen. This serves to 
order the execut ion of each type of ac t , and serves to 
choose when to decide to respond, as we l l as which 
response to make. 

Types of Response Acts 

DECIDER-1 can ef fect g var ie ty of ac t s . Since 
our purpose has been to examine how a system can 
decide to a c t , the acts themselves are kept as simple 
as poss ib l e . 

Answer outputs the piece of information ( e . g . , a 
f ac t , or a document name) that is stored in the Answer 
transform that was chosen from the IDEAS l i s t . 

Descr ibe outputs the names of a l l objects that 
have been recognized and placed on the SCENE w i t h 
a su f f i c ien t l y h igh weight to exceed a CHOOSE para­
meter. 

Find searches for and brackets (in order to i n d i ­
cate where i t is) an object of the c lass speci f ied by 
the par t icu lar Find transform chosen. 

Move f inds an object of the f i rs t c lass speci f ied, 
and moves i t from i ts o r ig ina l locat ion in the SCENE, 
so that i t Is next to an object of the second class 
s p e c i f i e d . 

Name gets and outputs the single most h igh ly 
imp l ied th ing that is the name of an object in the 
SCENE. 

The Flow of Processes is Mu l t i -Determined 

Any transform that succeeds can imply any potent ial 
ac t of any t ype . Character iz ing transforms can be i m ­
p l ied by what has been found so far about the inpu t . A 
recognized and understood command can imply the act 
that obeys it. But an object can also imply an act 
( e . g . to Name, or Find i t ) . And internal needs can im-
ply acts ( e . g . hunger can imply Find an ob ject of the 
c lass = food) . 

Thus, e . g . , when DECIDER-1 chooses to Name 
th is can be because a) a number of nameable objects 
have been perce ived, and each impl ies the act of 
naming w i t h a low we igh t , b) a command l i ke "NAME 
THIS" or a query l i ke "WHAT IS THIS" has been 
recogn ized, as imply ing the act of Naming, and/or 
c) an in terna l need impl ies that the act of naming may 
lead to its sa t i s fac t ion . I should emphasize aga in , 
because It Is a subtle po in t , that an act l i ke Naming 
is not bu i l t i n , but must be decided upon. 

Some Examples of DECIDER-1 's Behavior1 

Recognizing, Parsing, "Understanding" and Naming 

DECIDER-1 is g iven input SCENEs that conta in 
mixtures of words and ob jec ts . (These should be t w o - , 
or even three-dimensional scenes that extend over t ime . 
Then a wr i t ten or spoken word l i ke "APPLE" would 
extend in two dimensions Just as does the perceived 
app le . We reduce these to 1-dimensional s t r ings , to 
keep DECIDER-1's character iz ing processes from 
gett ing cumbersome. But see Uhr, 1973b, 1973c for 
the re la t i ve l y straightforward extensions that a l low a 
system to handle two-d imensional scenes that extend 
over a th i rd time dimension.) 

When given an input l i k e : 
NAME THIS ((along w i t h the representat ion of an 
object)) 

DECIDER-1 w i l l (If l t h a s been given, or has learned, 
the needed transforms) output that ob ject 's name, e . g . 
"APPLE" or "TABLE". To do this it appl ies whatever 
perceptual transforms have been given i t as p r im i t i ves , 
and continues to apply l i ngu is t i c rewr i te transforms 
u n t i l the Name transform is t r iggered. By that time 
enough perceptual transforms have already been appl ied 
♦o imply object names, and DECIDER-1 chooses and 
outputs the name of the most h igh ly impl ied th ing that 
belongs to the c lass of "OBJECT"s. 

The objects might be represented at any l eve l 
desired - from a l inear ized 2-dimenaional matr ix of 
l i gh t and dark , e . g . : 
000111000,001000100,010000010,001000100, 
000111000,000010000, ((9 x 6 apple)) 
to a set of charac ter is t i cs : 
STEM APPLE-COLOR RED ROUND ((apple character­
i s t i cs ) ) 
to a templa te- l ike representat ion: 
OBJECT87 ((an encoded name for "app le " objects)) 

See Uhr, 1973d for a more deta i led development of a 
wider var ie ty of examples, showing the transforms 
used and the ways these process Inputs . 
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Note that words can similarly be given at any of 
these levels. 

Edges {e .g . 01 , or 0011) of objects and spaces 
afterwords, characteristics, or templates, are used to 
delimit things. And the primitives that are in i t ia l ly 
put on the IDEAS l is t (e.g. the letters of the alphabet, 
and simple edges, angles, or other pattern recognition 
characterizers that are commonly useful) begin to 
recognize parts of the input. Thus the letters, and 
then words like "NAME" and "THIS", and the edges of 
objects, and then the objects themselves, w i l l al l be 
implied. 

These In turn imply st i l l other transforms that build 
compounds like "NAME THIS" or larger objects. These 
in turn Imply response acts. This means that char­
acterizers w i l l imply an apple (and probably some 
other objects, e .g . a pear and a face), and the implied 
objects may themselves imply the act of naming - at 
the same time that the verbal utterance NAME THIS 
also implies the act of naming, with a very high weight, 
so that it is very l ikely to be chosen. 

Describing 

An input of the sort; 
DESCRIBE THIS {(representation of one or more objects)) 
w i l l get DECIDER-1 to output a simple description, of 
the names of a l l things belonging to the "OBJECT" class 
the objects implied above a CHOOSE level , e .g . 
"APPLE TABLE CHAIR BANANA". The recognition of 
objects is much as for Naming, but additional l inguistic 
transforms w i l l recognize the word "DESCRIBE" and the 
import of the phrase "DESCRIBE THIS" - as implying the 
Describing act. 

Any number of variants can be handled, e . g . : 
WHAT IS HERE {(objects)) 
SAY WHAT YOU SEE ((objects)) 
so long as the needed rewrite rules are In DECIDER-1's 
memory. 

Finding Objects 

If the verbal utterances within the scene {and/or 
internal needs) are recognized as Implying the act of 
Finding, DECIDER-1 w i l l branch to the Find routine. 
This searches for an implied object that has been 
put into the transformed SCENE that is of the class 
designated by the particular Find transform being 
executed. If the object is found, success is indicated 
by the placement of brackets, as though pincers, 
around i t . 

Acts are Multi-Determined,, by Words, Things and 
Internal Needs 

The verbal utterance can be a command, e . g . : 
FIND FOOD ((a scene of objects)) ((or)) 
WHERE IS FOOD ((a scene of objects)) 
or a request: 
IS ANY FOOD AROUND ((a scene of objects)) 
or any other kind of utterance that, when parsed and 
understood, implies that a food object be found. 

But remember that an act like Finding can be im­
plied not only by verbal utterances, but also by objects 
in the scene, and by Internal needs. Thus, e . g . , the 
recognition of a valued object, HJce a banana, or the 
partial recognition of several food objects, l ike apples, 
bananas, and crackers, can serve to imply, and, 
possibly, lead to the choice of, the act of finding 
(that i s , getting, or grasping) the banana, or the food 
object. Similarly, an internal need-state of hunger 
can imply the getting of a food object that w i l l satisfy 
that hunger. 

Moving and Manipulating Objects 

An input l ike: 
MOVE BOX1 TO BOX2 ({a scene of objects)) 
w i l l lead to the recognition of the particular objects to 
be manipulated and the overall action desired. When 
Move Is chosen as response act, because it has be­
come the most highly implied transform on IDEAS, 
DECIDER-1 w i l l look for the specific objects or class 
members involved in the action, and actually change 
the SCENE, as specified. 

DECIDER-1 assumes that the action w i l l not be 
triggered unti l a l l the needed objects have been 
recognized. So the perceptual characterizers must be 
implied with high weights, so they are merged onto 
IDEAS with higher weights than are the response 
actions. But it would be quite easy to extend 
DECIDER-1 so that it continued to try to perceive objects 
not yet recognized, but needed to effect an act that it 
had decided to do {see Uhr, 1973c21). 

Answering Queries 

DECIDER-1 can output internally stored informa­
tion in response to an input. Thus we see it a) talk 
about parts of the scene (Naming, Describing), b) 
manipulating parts of the scene (Finding, Moving), 
and c) Answering, by accessing information stored in 
its memory in response to questions, either direct or 
implied, in the scene. Thus, e . g . ; 
WHO IS THE PRESIDENT 
might lead to the response "NIXON". 

Now the scene is treated as a purely verbal 
utterance, simply because only verbal rewrite trans­
forms succeed on i t . But note how similar this Is to 
the situation in which a request l ike: 
WHAT IS THIS {(scene of objects)) 
is intermingled with objects in a scene, in which case 
the act refers to information that has been extracted 
and recognized from that scene, rather than to informa­
tion that has been stored In memory. 

Further Examples and Future Extensions 

DECIDER-I is described more fu l ly , with a number 
of examples worked out in detai l , in Uhr, 1973d22, The 
actual program is presented, explained, and d is ­
cussed. It is coded to EASEy, an English-like pro­
gramming language (a variant of SNOBOL) designed to 
be easy to understand (Uhr, 1973a19). 
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DECIDER-1 is present ly being extended to handle 
scenes that cont inue over t ime . In this ex tens ion, 
perce iv ing , responding, and problem-solv ing a l l go on 
In p a r a l l e l . The system decides when to respond. But 
to respond it may need to perceive further objects 
appropriate to i t s response. Or it may need to solve 
problems, to deduce a sequence of act ions appropriate 
to the chosen response. Or it may output a request 
for needed ob jec t s , or for he lp . Thus perce iv ing , 
p rob lem-so lv ing , and act ing are a l l in terming led. Each 
may c a l l upon, and depend upon the other. 
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