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Abst ract 

A student model description language and its 
synthesis method are presented. The language 
called SMDL is based on a logic programming 
language taking 4 truth values such as true, 
false, unknown and fail. A modeling method 
called HSMIS is a new nonmonotonic model 
inference system and has the following major 
characteristics: (1) Model inference of logic 
program taking 4 truth values, (2)Treatment of 
nonmonotonicity of both student's belief and 
inference process itself. HSMIS incorporates 
de Kleer's ATMS as a vehicle for formulating 
the nonmonotonicity. Both SMDL interpreter 
and HSMIS have been implemented in Com­
mon ESP(Extended Self-contained Prolog) and 
incorporated into a framework for ITS, called 
FITS. 

1 Introduction 
Student modeling is one of the most important topics 
of ITS research, because the behavior of an ITS largely 
depends on a student model, which represents the snap­
shot of student's knowledge. This is a reason why many 
efforts concerning student modeling have been made, 
for instance, overlay model, buggy model, perturbation 
model, etc.[Wenger, 1987]. Most of the conventional 
modeling methods have simple pragmatic structures and 
have been incorporated into many ITS's. However, all 
the methods have some limitations and no complete and 
sound inference procedure for the models is obtained yet. 
In this paper, we formalize a student modeling problem 
as an inductive inference problem, that is, a problem to 
construct a model explaining observed data. In our case, 
data are student's answers and the model is student's 
knowledge. 

In order to make ITS's intelligent, student models have 
to satisfy the following requirements: 
1. Accuracy-cost t radeoff : In general, the more ac­
curate the student model becomes, the more effective the 
behavior of the system becomes. However, there exists 
trade-off between accuracy of the model and cost to con­
struct i t . From a pragmatic viewpoint, we must set up 
an appropriate representation scheme for student models 

by taking the trade-off into considerations. 
2. Nonmono ton i c i t y : Tutoring is to guide students 
toward better understanding of teaching material. This 
means that the learning process is essentially attained 
with change of their minds and hence the consistency 
of student's answers can be easily lost. Therefore, stu­
dent modeling methods should be able to automatically 
manage the consistency of student's answers in order to 
follow the student's mind. However, there is very few 
attempts to formulate the nonmonotonicity of student 
modeling process[Burton, 1982][Huang et al., 1991a]. 
3. U n k n o w n assertions: When a student fails to 
deduce her own solution for a problem, she would say to 
her teacher "I could not solve the problem". Needless to 
say, this assertion does not mean she does not have any 
knowledge. The student model module should use this 
assertion as informative data about her knowledge and 
construct a model which explains why she cannot de­
duce the answer from her own knowledge. This requires 
student model to deduce "unknown" assertions. 
4. Theore t i ca l founda t ion : Domain-independent and 
theoretical foundation for the student modeling mecha­
nism should be defined. It contributes to both clarifica­
tion of the inherent property of student modeling prob­
lem and to articulation of the scalability and reusability 
of the proposed mechanism. 

To meet these requirements, we have developed a stu­
dent model description language SMDL and a hypothet­
ical student model inference system HSMIS. SMDL is 
an extended version of Prolog and takes four truth val­
ues including "unknown" to model the student precisely. 
HSMIS, an extended version of Shapiro's MlS[Shapiro, 
1982], is an inductive inference system for SMDL. The 
second requirement mentioned above suggests that the 
inference procedure should cope with nonmonotonic 
modeling process. In HSMIS, ATMS: Assumption-based 
Truth Maintenance System [de Kleer, 1986] is employed 
for this purpose. HSMIS has been implemented in Com­
mon ESP(Extcnded Self-contained Prolog) on SPARC 
station. 

2 SMDL : A Student Model 
Description Language 

In addition to the above requirements, a student model 
is required to represent not only students but also sys-
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Figure 1: Block diagram of HSMIS. 
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Figure 2: Examples of the top-level trace and the re fu ta t ion for a clause. 
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and diagnosis. In other words, HSMIS asks questions 
regardless of their appropriateness in the sense of tutor­
ing. This requires some control mechanism of the HSMIS 
behavior. This subsection describes several additional 
mechanisms introduced to augment the HSMIS. 
V i r t u a l Oracles: Let us discuss the init ial model prob-
lem. There are two alternative init ial models: one is 
empty which means the teacher does not know anything 
about the student in advance and the other is complete 
knowledge (teaching material) which means teacher as­
sumes the students usually understand the material very 
well. Although the former case is reasonable, the system 
tends to ask many questions to get a lot of information 
of how well the student understands the material. On 
the other hand, the latter case does not require many 
questions at least for excellent students, since the model 
can explain their correct behavior. This characteristics 
is very reasonable in real tutoring. Therefore, we de­
cided to employ the latter. However, a serious problem 
still remains. One cannot simply put a clause into the 
student model without any justification. 

In order to cope with this problem, we devised an Vir­
tual oracle generator, which generates plausible student 
answers based on the reliability of the current student 
model instead of asking questions. When a student's 
behavior is confined within the scope of her teacher's 
prediction, the teacher asks less questions by replacing 
the necessary information with correct answers. We call 
this type of oracle a "virtual oracles". 
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4 Concluding remarks 

Both S M D L interpreter and HSMIS have been imple­
mented in C o m m o n ESP(Ex tended Self-contained Pro­
log) and incorporated in a f ramework for I T S , called 
F ITS[Mizoguch i and Ikeda, 199l ] . HSMIS can cope w i t h 
a variety of teaching mater ia ls as far as it can be repre­
sented in Pro log. Therefore, the authors th ink tha t the 
generality of H S M I S is relat ively h igh. 

T w o ITS 's have been bu i l t using F I T S , one is on ge­
ography and the other is on chemical reactions. Simple 
examinat ion of bo th systems shows they run in real t ime 
if the oracle cont rad ic t ion does not occur. When the or-
acle cont rad ic t ion occurs and there is no heuristics for 
its resolut ion, we f ind t ha t the cost to resolve the con­
t rad ic t ion is very expensive. 

The current imp lementa t ion of cont rad ic t ion resolu­
t ion is based on a somewhat brute-force method us­
ing domain- independent heurist ics. To improve the 
efficiency, more powerful domain-dependent heuristics 

should be employed. It seems promis ing to adopt a be­
lief revision mechanism developed by X. Huang et .a l , 
which provides efficient, m in ima l revision of belief bases 
by using at tent ion(focus) in the belief space[Huang et 
al, 1991b]. 

We have discussed mechanisms to avoid inconsistency 
in model inference in this paper. However, there exist 
such students who have contradict ions in their head. To 
cope w i t h model ing of such students, the system may 
not avoid the inconsistency but has to model inconsis­
tent knowledge as it is. Th is issue w i l l involve the de­
velopment of more sophist icated control mechanism for 
student model ing. We are current ly engaging in the 
issue, where student 's inconsistent knowledge is mod­
eled in mu l t ip le worlds which are again supported by 
A T M S [ K o n o et al, 1992]. 

A c k n o w l e d g e m e n t s : The authors are grateful to re­
viewers for the i r valuable comments. 
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