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Abstract

This paper considers the problem of minimizing the ratio of two set functions, i.e., \( f/g \). Previous work assumed monotone and submodular of the two functions, while we consider a more general situation where \( g \) is not necessarily submodular. We derive that the greedy approach GreedRatio, as a fixed time algorithm, achieves a \( \frac{|X^*|}{1+(|X^*|-1)(1-\kappa_f(X^*))} \) approximation ratio, which also improves the previous bound for submodular \( g \). If more time can be spent, we present the PORM algorithm, an anytime randomized iterative approach minimizing \( f \) and \(-g\) simultaneously. We show that PORM using reasonable time has the same general approximation guarantee as GreedRatio, but can achieve better solutions in cases and applications.

1 Introduction

Minimizing the ratio of two set functions, i.e., \( f/g \), can be found useful in many applications. For examples, in machine learning tasks, optimizing F-measure [Rijsbergen and Joost, 1974], linear discriminant analysis [McLachlan, 2004], nor-

Experimental results on F-measure maximization exhibit the superior performance of PORM.

2 Minimizing Ratio of Monotone Functions

Given a finite set \( V = \{v_1, v_2, \ldots, v_n\} \), we study the functions \( f : 2^V \to \mathbb{R} \) defined on subsets of \( V \). A set function \( f : 2^V \to \mathbb{R} \) is monotone if for any \( X \subseteq Y \), \( f(X) \leq f(Y) \). Without loss of generality, we assume that monotone functions are normalized, i.e., \( f(\emptyset) = 0 \). A set function \( f : 2^V \to \)
$\mathbb{R}$ is submodular [Nemhauser et al., 1978] if for any $X \subseteq Y$,

$$f(Y) - f(X) \leq \sum_{v \in Y \setminus X} (f(X \cup \{v\}) - f(X)). \quad (1)$$

We then introduce two concepts, which will be used in our analysis. The submodularity ratio as presented in Definition 1 characterizes how close a set function $f$ is to submodularity. It is easy to see from Eq. (1) that $f$ is submodular iff $\gamma_{X,k}(f) = 1$ for any $X$ and $k$. The curvature as presented in Definition 2 characterizes how close a monotone submodular set function $f$ is to modularity. It is easy to verify that $\kappa_f(X) \leq \kappa_f(X) \leq \kappa_f$. Note that $f$ is modular iff $\kappa_f = 0$.

**Definition 1** (Submodularity Ratio [Das and Kempe, 2011]). Let $f$ be a non-negative submodular function. The submodularity ratio of $f$ with respect to a set $X$ and a parameter $k \geq 1$ is

$$\gamma_{X,k}(f) = \min_{L \subseteq X, S: |S| \leq k} \frac{\sum_{v \in S} (f(L \cup \{v\}) - f(L))}{f(L \cup S) - f(L)}.$$

**Definition 2** (Curvature [Conforti and Cornuèjols, 1984; Vondrák, 2010; Iyer et al., 2013]). Let $f$ be a monotone submodular set function. The total curvature of $f$ is

$$\kappa_f(X) = 1 - \min_{v \in V: f(v) > 0} \left\{ \frac{f(V) - f(V \setminus \{v\})}{f(v)} \right\},$$

and an alternative notation is

$$\kappa_f(X) = 1 - \left( \sum_{v \in X} (f(X) - f(X \setminus \{v\})) / \left( \sum_{v \in X} f(v) \right) \right).$$

We study the problem in Definition 3 that minimizes the ratio of a monotone submodular function $f$ and a monotone function $g$. We can assume that $\forall v \in V, f(v) > 0$, because for any $v$ with $f(v) = 0$, we can simply add it into the final subset, which will not increase the ratio. Note that we only consider minimization since maximizing $f / g$ is equivalent to minimizing $g / f$.

**Definition 3** (The General Problem). Given a monotone submodular function $f : 2^V \to \mathbb{R}^+$ and a monotone function $g : 2^V \to \mathbb{R}^+$, the task is as follows:

$$\arg \min_{0 \subseteq X \subseteq V} \frac{f(X)}{g(X)}. \quad (2)$$

Maximizing the F-measure in information retrieval is a special instance of our studied problem with $g$ being submodular, which will also be studied in this paper. Given a bipartite graph $G(V, W, E)$, where $V$ is a set of objects, $W$ is a set of words and each edge $(v, w) \in E$ means that the object $v$ contains the word $w$, we define the function $\Gamma : 2^V \to 2^W$ as for any $X \subseteq V$, $\Gamma(X) = \{ w \in W \mid \exists v \in X, (v, w) \in E \}$, i.e., $\Gamma(X)$ is the set of words contained by the objects in $X$. Then, the information retrieval problem of finding a subset of objects that exactly cover a target set of words $O \subseteq W$ can be formulated as maximizing the F-measure of the coverage on $O$, as shown in Definition 4. It is easy to verify that both $|\Gamma(X) \cap O|$ and $|O| + |\Gamma(X)|$ are monotone and submodular, where $|\cdot|$ denotes the size of a set.

**Algorithm 1** GreedRatio Algorithm

**Input**: monotone submodular functions $f, g : 2^V \to \mathbb{R}^+$

**Output**: a subset $X \subseteq V$

**Process**:

1. Let $X_0 = \emptyset$, $R = V$ and $i = 0$.
2. repeat
3. $v \in \arg \min_{v \in R} \frac{f(X_i \cup \{v\}) - f(X_i)}{g(X_i \cup \{v\}) - g(X_i)}$.
4. $X_{i+1} = X_i \cup \{v\}$.
5. $R = \{ v \mid g(X_{i+1} \cup \{v\}) - g(X_{i+1}) > 0 \}$.
6. $i = i + 1$.
7. until $R = \emptyset$
8. return $X_{i^*}$ with $i^* \in \arg \min_{i} f(X_i) / g(X_i)$

**Definition 4** (F-measure Maximization). Given a bipartite graph $G(V, W, E)$ and a target subset $O \subseteq W$, the task is as follows:

$$\arg \max_{0 \subseteq X \subseteq V} \left( \frac{f(X)}{|O| + |\Gamma(X)|} \right).$$

**3 The GreedRatio Method**

Bai et al. [2016] have recently investigated the problem of minimizing the ratio of monotone submodular functions, i.e., the function $g$ in Definition 3 is submodular. They proved that the GreedRatio algorithm can obtain a $1/e$-approximation guarantee, and also conducted experiments to show that GreedRatio achieves the best performance on F-measure maximization. As shown in Algorithm 1, GreedRatio iteratively selects one element $v$ such that the ratio of the marginal gain on $f$ and $g$ by adding $v$ is minimized.

We theoretically analyze the performance of GreedRatio for our studied general problem, i.e., $g$ is not necessarily submodular. We prove its general approximation bound in Theorem 1, where $OPT$ denotes the optimal function value of Eq. (2). Let $X^*$ be an optimal solution with the minimum size, i.e., $f(X^*) / g(X^*) = OPT$ and $|X^*| = \min \{ |X| \mid f(X) / g(X) = OPT \}$. The proof idea is that the best single element $v^*$ obtains the desired approximation bound (as shown in Lemma 2), and the subset output by GreedRatio (i.e., line 8 of Algorithm 1) obviously satisfies that $f(X_{i^*}) / g(X_{i^*}) \leq f(v^*) / g(v^*)$.

**Lemma 1.** [Iyer et al., 2013] Given a monotone submodular function $f : 2^V \to \mathbb{R}^+$, it holds that, for any $X \subseteq V$,

$$\sum_{v \in X} f(v) \leq \frac{|X|}{1 + (|X| - 1)(1 - \kappa_f)^{-1}} f(X).$$

**Lemma 2.** For minimizing the ratio $f / g$ where $f$ is monotone submodular and $g$ is monotone, there exists $v^* \in V$ such that

$$\frac{f(v^*)}{g(v^*)} \leq \frac{|X^*|}{1 + (|X^*| - 1)(1 - \kappa_f)^{-1}} \frac{1}{\gamma_{\emptyset, X^*}(g)} \cdot OPT.$$

**Proof.** Let $v^* \in \arg \min_{v \in V} f(v) / g(v)$. By the definition of submodularity ratio (i.e., Definition 1), we get

$$g(X^*) \leq \sum_{v \in X^*} \frac{g(v)}{\gamma_{\emptyset, X^*}(g)} \leq \frac{1}{\gamma_{\emptyset, X^*}(g)} \frac{g(v^*)}{f(v^*)} \sum_{v \in X^*} f(v).$$
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\[ \frac{f(X)}{g(X)} \leq \frac{1}{\gamma_{0,|X|}(g)} \frac{|X^*|}{f(X^*)} \cdot \frac{|X^*|}{1 + (|X^*| - 1)(1 - \kappa_f(X^*))}. \]

where the last inequality is derived by Lemma 1. Thus, the lemma holds.

**Theorem 1.** For minimizing the ratio \( f/g \) where \( f \) is monotone submodular and \( g \) is monotone, GreedRatio finds a subset \( X \subseteq V \) with

\[ \frac{f(X)}{g(X)} \leq \frac{1}{\gamma_{0,|X|}(g)} \frac{|X^*|}{f(X^*)} \cdot \frac{|X^*|}{1 + (|X^*| - 1)(1 - \kappa_f(X^*))} \cdot OPT. \]

For the special case of \( g \) being submodular, \( \gamma_{X,k}(g) = 1 \) for any \( X \) and \( k \), and thus the obtained bound in Theorem 1 becomes

\[ \frac{1}{1 + (|X^*| - 1)(1 - \kappa_f(X^*))}, \]

as in Corollary 1. This improves the previous bound

\[ \frac{1}{1 + (|X^*| - 1)(1 - \kappa_f(X^*))} \leq \frac{1}{1 + (|X^*| - 1)(1 - \kappa_f(X^*))} \leq \frac{1}{1 - \frac{e}{e^2}}, \]

where the first inequality is by \( \kappa_f(X^*) \in [0,1] \), the second inequality is by \( \kappa_f(X^*) \leq \kappa_f(X^*) \leq \kappa_f \), and the third is by \( \kappa_f = 1 - (1 - \kappa_f) = e^{\kappa_f - 1} \). Particularly, the previous known bound becomes vacuous when \( \kappa_f = 1 \), while our derived bound has an upper limit \( |X^*| \). Note that when \( f \) is modular (i.e., \( \kappa_f = 0 \)), our derived bound discloses that GreedRatio finds an optimal solution, while the known bound in [Bai et al., 2016] shows that GreedRatio only achieves a \( e^{\frac{e}{e^2}} \)-approximation guarantee.

**Corollary 1.** For minimizing the ratio \( f/g \) where both \( f \) and \( g \) are monotone and submodular, GreedRatio finds a subset \( X \subseteq V \) with

\[ \frac{f(X)}{g(X)} \leq \frac{1}{1 + (|X^*| - 1)(1 - \kappa_f(X^*))} \cdot OPT. \]

4 The PORM Method

The greedy nature of GreedRatio may limit its performance. To alleviate the issue of getting trapped in local optima, we propose a new approach PORM adopting the Pareto Optimization [Qian et al., 2015a; 2015b] idea. Pareto optimization is a recently emerged framework that uses bi-objective optimization as an intermediate step to solve single-objective optimization problems. It was previously applied for constrained optimization [Qian et al., 2015a; 2015b], where the degree of constraint violation is optimized with the original objective simultaneously. Differently, PORM is for unconstrained optimization, where two objectives are created by dividing the original objective.

PORM reformulates the original problem Eq. (2) as a bi-objective minimization problem

\[ \arg\min_{x \in \{0,1\}^n} (f(x), -g(x)). \]

That is, PORM minimizes \( f \) and maximizes \( g \) simultaneously. Note that we use a Boolean vector \( x \in \{0,1\}^n \) to represent a subset \( X \subseteq V \), where the \( j \)-th bit \( x_j \) is a binary indicator of the membership of \( v_j \) in \( X \). In this paper, we will not distinguish \( x \in \{0,1\}^n \) and its corresponding subset \( X \).

In the bi-objective setting, both the two objective values have to be considered for comparing two solutions \( x \) and \( x' \). \( x \) weakly dominates \( x' \) (i.e., \( x \) is better than \( x' \), denoted as

\[ x \preceq x' \]

if \( f(x) \leq f(x') \) and \( g(x) \geq g(x') \); \( x \) dominates \( x' \) (i.e., \( x \) is strictly better, denoted as \( x < x' \)) if \( x \preceq x' \) and either \( f(x) < f(x') \) or \( g(x) > g(x') \). But if neither \( x \) is better than \( x' \) nor \( x' \) is better than \( x \), they are incomparable.

The procedure of PORM is described in Algorithm 2. It starts from a random solution (line 1) and then iteratively tries to improve the solutions in the archive \( P \) (lines 3-13). In each iteration, a new solution \( x' \) is generated by randomly flipping bits of an archived solution \( x \) selected from the current \( P \) (lines 4-5); if \( x' \) is not dominated by any previously archived solution (line 6), it will be added into \( P \) and meanwhile those previously archived solutions weakly dominated by \( x' \) will be removed from \( P \) (line 7).

Note that although the domination-based comparison makes the archive \( P \) contain only incomparable solutions, the size of \( P \) can be large, which may reduce the efficiency of PORM. In order to control the size of \( P \) and meanwhile avoid the loss of useful information, we keep three informative solutions for each subset size \( |x| \in \{0,1,\ldots, n\} \) (lines 8-10); \( z_1 \) and \( z_2 \) are two boundary solutions with the smallest \( f \) value and the largest \( g \) value, respectively, and \( z_3 \) is the solution with the smallest ratio. Note that \( z_3 \) can be the same as \( z_1 \) or \( z_2 \). Thus, it is easy to see that \( |P| \) is upper bounded by

\[ 1 + 3(n - 1) + 1 = 3n - 1. \]

PORM repeats for \( T \) iterations. The value of \( T \) affects the quality of the produced solution, which will be analyzed in the next section. After the iterations, the solution having the smallest ratio in \( P \) is selected (line 14).

Compared with GreedRatio, PORM can escape local optima by three different ways: (1) *backward search* that flips one bit value from 1 to 0; (2) *multi-path search* that maintains several (incomparable) solutions in the archive \( P \); (3) *multi-bit search* that flips more than one 0-bits to 1-bits simultaneously. These advantages of PORM over GreedRatio will be theoretically shown in the next section.
Approximation Guarantee of PORM

We first prove the general approximation bound of PORM in Theorem 2, where $\mathbb{E}[T]$ denotes the expected number of iterations. We can see that PORM reaches the same approximation guarantee as GreedRatio. Note that $\mathbb{E}[T]$ depends on the $f$ value of the initial solution generated in line 1 of Algorithm 2 (denoted as $f_{\text{init}}$) and the minimum $f$ value $f_{\text{min}} = \min\{f(v) \mid v \in V\}$.

**Theorem 2.** For minimizing the ratio $f/g$ where $f$ is monotone submodular and $g$ is monotone, PORM with $\mathbb{E}[T] \leq en(3n-1)(1 + \frac{1}{1-\kappa_f}(1 + \log \frac{f_{\text{max}}}{f_{\text{min}}}))$ finds a solution $x$ with

$$\frac{f(x)}{g(x)} \leq \frac{1}{1 + (|X^*|-1)(1-\kappa_f(X^*))} \gamma_{0,X^*}(g) \cdot \text{OPT}.$$ 

The proof idea is to follow the behavior of GreedRatio. That is, the optimization process is divided into two phases: (1) starts from an initial random solution and finishes until finding the special solution (i.e., $v$); (2) starts after phase (1) and finishes until finding a solution with the designed approximation guarantee. The expected number of iterations of phase (1) as shown in Lemma 4 is derived by using Lemma 3, a recently proposed approach for analyzing the hitting time of a random process. Note that log is the natural logarithm.

**Lemma 3.** [Doerr et al., 2012] Let $S \subseteq \mathbb{R}^+$ be a finite set of positive numbers with minimum $s_{\text{min}}$. Let $\{X_t\}_{t \in \mathbb{N}}$ be a sequence of random variables over $S \cup \{0\}$. Let $\tau$ be the random variable that denotes the first point in time $t \in \mathbb{N}$ for which $X_t = 0$. Suppose that there exists $\delta > 0$ such that $\mathbb{E}[X_t] - X_{t+1} | X_t = s \geq \delta s$ holds for all $s \in S$. Then for all $s_0 \in S$, we have $\mathbb{E}[\tau \mid X_0 = s_0] \leq (1 + \log(s_0/s_{\text{min}}))/\delta$.

**Lemma 4.** For minimizing the ratio $f/g$ where $f$ is monotone submodular and $g$ is monotone, the expected number of iterations until PORM finds the solution $\{0\}^n$ is at most $\frac{en(3n-1) - 1}{1-\kappa_f}(1 + \log \frac{f_{\text{max}}}{f_{\text{min}}})$.

**Proof.** We use Lemma 3 to prove it. Let $X_t = \min\{f(x) \mid x \in P\}$ after $t$ iterations of PORM. Note that $X_t = 0$ implies that the solution $\{0\}^n$ is found, since $f(x) > 0$ for any nonempty subset $x$. Thus, the variable $\tau$ in Lemma 3 is just the number of iterations required by PORM for finding $\{0\}^n$.

We investigate $\mathbb{E}[X_t - X_{t+1} \mid X_t]$ as $x$ be the corresponding solution with $f(x) = X_t$. We first show that $X_t$ cannot increase, i.e., $X_t + 1 \leq X_t$. If $\hat{x}$ is not deleted, $X_t$ obviously will not increase. Note that there are two possible cases for removing $\hat{x}$ from $P$. If $\hat{x}$ is deleted in line 7 of Algorithm 2, the newly included solution $x'$ must weakly dominate $\hat{x}$, implying $f(x') \leq f(\hat{x})$. If $\hat{x}$ is deleted in line 10, $|\hat{x}| = |x'|$ and $f(x')$ must be smaller than $f(\hat{x})$, since the solution in $Q$ with the smallest $f$ value is kept. Thus, $X_t$ will not increase.

We then show that $X_t$ can decrease by flipping only one 1-bit of $\hat{x}$. Let $P_{\text{max}}$ denote the largest size of $P$ during the optimization process. In the $(t+1)$-th iteration, we consider that $\hat{x}$ is selected in line 4 of Algorithm 2, which happens with probability at least $\frac{1}{|X^*|}$ due to uniform selection; and in line 5, only the $i$-th bit of $\hat{x}$ (i.e., $\hat{x}_i$) is flipped, which happens with probability $\frac{1}{n}(1 - \frac{1}{n})^{n-1} \geq \frac{1}{en}$. If $\hat{x}_i = 1$, the newly generated solution $x' = \hat{x} \setminus \{v_j\}$. By the monotonicity of $f$, we have $f(x') = f(\hat{x} \setminus \{v_j\}) \leq f(\hat{x})$. If the inequality strictly holds, $x'$ now has the smallest $f$ value and will be added into $P$, which leads to $X_{t+1} = f(\hat{x} \setminus \{v_j\}) < X_t$. If $f(\hat{x} \setminus \{v_j\}) = f(\hat{x})$, obviously $X_{t+1} = X_t$; but we can still write $X_{t+1} = f(\hat{x} \setminus \{v_j\})$.

Thus, we have shown that $X_t$ does not increase, and can decrease by flipping only one 1-bit of $\hat{x}$. We then get

$$\mathbb{E}[X_t \mid X_{t+1}] \leq \sum_{i : x_i = 1} \left(\frac{f(\hat{x} \setminus \{v_j\})}{enP_{\text{max}}} + \left(1 - \frac{1}{enP_{\text{max}}}\right)X_t\right),$$

which implies that

$$\mathbb{E}[X_t - X_{t+1} \mid X_t] = X_t - \mathbb{E}[X_{t+1} \mid X_t] \geq \sum_{i : x_i = 1} \frac{X_i - f(\hat{x} \setminus \{v_j\})}{enP_{\text{max}}} \cdot \frac{f(\hat{x}) - f(\hat{x} \setminus \{v_j\})}{enP_{\text{max}}}.$$

By the definition of curvature (i.e., Definition 2), we have

$$1 - \kappa_f(\hat{x}) = \frac{\sum_{v \in \mathbb{R}} (f(\hat{x}) - f(\hat{x} \setminus \{v_j\}))}{\sum_{v \in \mathbb{R}} f(\hat{x})} \leq \frac{\sum_{v \in \mathbb{R}} (f(\hat{x}) - f(\theta))}{\sum_{v \in \mathbb{R}} f(\hat{x})} = \frac{\sum_{v \in \mathbb{R}} f(\hat{x})}{\sum_{v \in \mathbb{R}} f(\hat{x})},$$

where the last inequality is by $P_{\text{max}} \leq 3n-1, X_t = f(\hat{x})$, and $\kappa_f(\hat{x}) \leq \kappa_f(\hat{x}) < \kappa_f$. That is, the condition of Lemma 3 holds with $\delta = \frac{1}{en(3n-1)}$. Note that $X_0 = f_{\text{init}}$ and $s_{\text{min}} = f_{\text{init}}$. By Lemma 3, we get

$$\mathbb{E}[\tau \mid X_0 = f_{\text{init}}] \leq \frac{en(3n-1) - 1}{1 - \kappa_f}(1 + \log \frac{f_{\text{max}}}{f_{\text{min}}}).$$

**Proof of Theorem 2.** We analyze phase (2) after finding $\{0\}^n$. Note that once $\{0\}^n$ is found, it will always be in the archive $P$, because it has the smallest $f$ value and no other solutions can dominate it. By selecting $\{0\}^n$ in line 4 of Algorithm 2 and flipping only the bit corresponding to the best single element $v^* \in \arg\min_{v \in \mathbb{R}} f(v)/g(v)$ in line 5, which happens with probability at least $\frac{1}{n^{n-1}} \left(\frac{1}{2} - \frac{1}{n}\right)n^{-n-1} \geq \frac{1}{enP_{\text{max}}}$, the new solution $x' = \{v^*\}$ is generated. Then, $x'$ is used to update $P$ (i.e., lines 6-11). This will make $P$ always contain a solution which either weakly dominates $x'$ or is incomparable with $x'$ but has a smaller ratio. That is, $P$ will always contain a solution $x'$ with

$$\frac{f(x')}{g(x')} \leq \frac{f(v^*)}{g(v^*)} \leq \frac{1}{1 + (|X^*|-1)(1-\kappa_f(X^*))} \gamma_{0,X^*}(g) \cdot \text{OPT},$$

where the last inequality is by Lemma 2. Thus, phase (2) needs at most $en(3n-1)$ expected number of iterations.

By combining the two phases, we get that the total expected number of iterations for finding a solution with a $1 + (|X^*|-1)(1-\kappa_f(X^*)) \gamma_{0,X^*}(g)$-approximation ratio is

$$\mathbb{E}[T] \leq en(3n-1) \left(1 + \frac{1}{1-\kappa_f}(1 + \log \frac{f_{\text{max}}}{f_{\text{min}}})\right).$$

By using an illustrative example of F-measure maximization in information retrieval, we then prove in Theorem 3 that GreedRatio will get trapped in a local optimal solution, while PORM can avoid local optima by three different ways, and finally find a global optimal solution. As shown in Definition 5,
this example has a unique global optimal solution \( \{1\}^{n-1} \) (i.e., \( \{v_1, \ldots, v_{n-1}\} \)). The proof idea is mainly that GreedRatio will first select the object \( v_n \) due to the greedy nature and will be misled by it, while PORM can avoid \( v_n \) by backward search, multi-path search or multi-bit search, which will be shown in the proof, respectively.

**Definition 5 (An Example of F-measure Maximization).** Let \( V = \{v_1, v_2, \ldots, v_n\} \). The function \( \Gamma \) and the target set \( O \) satisfy that

1. \( \forall 1 \leq i, j \leq n - 1 : \Gamma(v_i) \cap \Gamma(v_j) = \emptyset \), \( \Gamma(v_i) = \Gamma(v_j) = n^2 \);  
2. \( \forall 1 \leq i \leq n - 1 : |O \cap \Gamma(v_i)| = n^2 - 1 \), \( |O| = (n - 1)(n^2 - 1) \);  
3. \( \forall 1 \leq i \leq n - 1 : \Gamma(v_n) \cap \Gamma(v_i) \subseteq O \cap \Gamma(v_i) \), \( |\Gamma(v_n) \cap \Gamma(v_i)| = n + 2 \), \( |\Gamma(v_n)| = |\Gamma(v_n) \cap O| + 1 \).

**Theorem 3.** For the F-measure maximization example as in Definition 5, PORM with \( \mathbb{E}[T] \leq en(3n - 1)(2 + 2 \log n) \) finds the optimal solution \( \{1\}^{n-1} \), while GredRatio cannot.

**Proof.** By the definition of \( F(x) = \langle 2|\Gamma(x) \cap O|)/(|O| + |\Gamma(x)|) \), we derive that, for any \( x \) with \( |x| = i \land x_n = 0 \), \( F(x) = \frac{2(2n^2-1)_{n-i}}{n^2(n^2-n+1+n^2)} \), which increases with \( i \) and reaches the maximum \( \frac{2(2n^2-1)}{n^2} = \frac{2}{n^2-1} \) when \( i = n - 1 \); for any \( x \) with \( |x| = i \land x_n = 1 \), \( F(x) = \frac{4n^2+2(2n^2-n-3)i}{n^2+n^2+n^2+2(2n^2-n-2)n} \), which increases with \( i \) and reaches the maximum \( \frac{2}{n^2-2n+1+n^2} \) when \( i = n \). Thus, \( \{1\}^{n-1} \) is the unique optimal solution.

For GredRatio, it first selects one object \( v \) with the best ratio of the marginal gain, i.e., the largest \( 2|\Gamma(v) \cap O|)/(|O| + |\Gamma(v)| - |O|) \) value. For any \( 1 \leq i \leq n - 1 \), we have

\[
\frac{2|\Gamma(v_n) \cap O|}{|\Gamma(v)|} = \frac{2(n^2-1)}{n^2 - \frac{n^2+2n^2+n^2}{n^2-1}} = \frac{2(n^2-1)}{n^2} \leq \frac{2n^2+2n^2-n^2}{n^2-1} = \frac{2n^2+2n^2-n^2}{n^2-1} = \frac{2|\Gamma(v)|}{|\Gamma(v)|}.
\]

Thus, GredRatio will first select \( v_n \). From line 8 of Algorithm 1, it is easy to see that the final output subset by GredRatio will always contain \( v_n \). Thus, GredRatio cannot find the optimal solution \( \{v_1, \ldots, v_{n-1}\} \).

For the PORM algorithm, the problem of F-measure maximization is implemented as minimizing \( f(x) = |O| + |\Gamma(x)| \) and maximizing \( g(x) = |\Gamma(x) \cap O| \) simultaneously. We then prove that PORM can find the optimal solution \( \{v_1, \ldots, v_{n-1}\} \) by three different ways.

**[Backward search]** The idea is that PORM first efficiently finds all the objects \( V \), and then simply deleting \( v_n \) from \( V \) can produce the optimal solution.

Let \( G_t = \max_{x \in P} \{g(x) \mid x \in P \} \) after \( t \) iterations of Algorithm 2. We first use Lemma 3 to derive the number of iterations (denoted as \( T_t \)) until \( G_t \) reaches the maximum \( |O| \). Let \( X_t = |O| - G_t \). Then, the random variable \( \tau \) in Lemma 3 is just \( T_t \), because \( X_0 = 0 \) is equivalent to \( G_0 = |O| \). Since \( E[X_t - X_{t+1}|X_t] = E[G_{t+1} - G_t|G_t] \), we only need to analyze the change of \( G_t \). Let \( \hat{x} \) be the corresponding solution with \( g(\hat{x}) = G_t \). As in the proof of Lemma 4, we can similarly show that \( G_t \) does not decrease, and can increase by flpping only one 0-bit of \( \hat{x} \). We then get

\[
\mathbb{E}[G_{t+1} - G_t | G_t] \geq \int \frac{g(\hat{x} \cup \{v_i\}) - g(\hat{x})}{enP_{\text{max}}} \geq \frac{g(V) - g(\hat{x})}{enP_{\text{max}}} \geq \frac{X_1}{en(3n-1)},
\]

where the second inequality is by the submodularity of \( g \), i.e., Eq. (1). That is, the condition of Lemma 3 holds with \( \delta = \frac{1}{en(3n-1)} \). Note that \( X_0 = |O| - G_0 \leq |O| = (n-1)(n^2-1) \) and \( s_{\text{min}} = n^2 - 1 - (n + 2) \). By Lemma 3, we get

\[
\mathbb{E}[T_1] = \mathbb{E}[\tau | X_0] \leq en(3n - 1)(1 + 2 \log n).
\]

From Definition 5, we know that a solution \( x \) with \( g(x) = |\Gamma(x) \cap O| = |O| \) must contain \( v_1, \ldots, v_{n-1} \). Then, there are two possible solutions: \( \{1\}^{n-1} \) and \( \{1\}^n \). To derive an upper bound on the number of iterations for finding the optimal solution \( \{1\}^{n-1} \), we pessimistically assume that \( \{1\}^{n-1} \) is not found. For the case that \( P \) contains \( \{1\}^n \), the optimal solution \( \{1\}^{n-1} \) can be generated by selecting \( \{1\}^n \) in line 4 and flipping the last 1-bit in line 5, which happens with probability at least \( \frac{n^2}{2} \cdot \frac{1}{n^2 - 1} \). Denote the number of iterations in this phase as \( T_2 \). We then have

\[
\mathbb{E}[T_2] \leq en(3n - 1).
\]

Therefore, we get that the expected number of iterations for PORM finding the optimal solution \( \{1\}^{n-1} \) is

\[
\mathbb{E}[T] \leq \mathbb{E}[T_1] + \mathbb{E}[T_2] \leq en(3n - 1)(2 + 2 \log n).
\]

**[Multi-path search]** Let \( x^4 \) (where \( 1 \leq i \leq n - 1 \)) denote any solution such that \( |x^4| = i \land x_n^4 = 0 \), i.e., there are \( i \) 1s in the first \( n - 1 \) bits and the last bit is 0. The idea is that PORM first efficiently finds the empty set \( \{0\}^n \), and then follows the path \( x^4 \to x^2 \to \cdots \to x^{n-1} \) to produce the optimal solution. Note that although \( x^4 \) is worse than the solution \( \{0\}^{n-1} \) (i.e., \( \{v_n\} \)) on the original objective \( f/g \), they are incomparable in the bi-objective setting, and thus \( x^4 \) will be kept in \( P \), which allows PORM to follow a path different from that by GredRatio to find the optimal solution.

Let \( T_3 \) denote the number of iterations for finding the solution \( \{0\}^n \). Due to the fact that the \( f(x) \) value increases with the number of 1-bits of \( x \), we can derive a better upper bound for \( \mathbb{E}[T_3] \) than Lemma 4. Let \( j \) denote the minimum number of 1-bits of the solutions in \( P \). First, \( j \) cannot increase, because the smallest \( f \) value of the solutions in \( P \) cannot increase. Second, \( j \) can decrease by 1 in each iteration with probability at least \( \frac{j}{n+1} \cdot \frac{j}{n+1} \) and \( n \geq 1 \), since it is sufficient to select a solution with \( j \) 1s in line 4 and flip only one of its \( j \) bits in line 5. Thus, for reaching \( j = 0 \), we have

\[
\mathbb{E}[T_3] \leq \sum_{j=1}^{n} \frac{en(3n - 1)}{2} \leq en(3n - 1)(1 + \log n).
\]

Starting from \( \{0\}^n \), let \( T_3 \) denote the number of iterations for following the path \( x^4 \to x^2 \to \cdots \to x^{n-1} \) (i.e., the optimal solution). Note that for \( 1 \leq i \leq n - 1 \), \( x^4 \) cannot be weakly dominated by any other solution, and there are only two different objective vectors for \( |x| = i \). Thus, according to the updating procedure of PORM (lines 6-11 of Algorithm 2),
we know that once \( x^i \) is found, it will be always kept in \( P \).

The probability of \( x^i \to x^{i+1} \) is at least \( \frac{1}{F_{\text{max}}} \cdot \frac{n-1-i}{n-1} (1 - \frac{1}{n})^{n-1-i} \), since it is sufficient to select \( x^i \) in line 4 and then flip only one of its first \( n-1-i \) 0-bits. Thus,

\[
E[T_2] \leq \sum_{i=0}^{n-2} \frac{en(3n-1)}{n-1-i} \leq en(3n-1)(1 + \log n).
\]

Combining the above two phases leads to the total expected number of iterations for finding the optimal solution:

\[
E[T] \leq E[T_1] + E[T_2] \leq en(3n-1)(2 + 2\log n).
\]

**[Multi-bit search]** The idea is that flipping two 0s in the first \( n-1 \) bits of \( \{0\}^n \) simultaneously can find the solution \( x^2 \), which has a better \( f/g \) value than the solution \( x \) with \( |x| = 2 \land x_n = 1 \) found by GreedRatio; then following the path \( x^2 \to x^3 \to \ldots \to x^{n-1} \) can find the optimal solution.

Using the same analysis as multi-path search, PORM can first find the solution \( \{0\}^n \) in at most \( en(3n-1)(1 + \log n) \) expected number of iterations. After that, selecting \( \{0\}^n \) in line 4 and only flipping any two 0s in its first \( n-1 \) bits can generate the solution \( x^2 \) with probability at least \( \frac{1}{F_{\text{max}}} \cdot \frac{n-1-i}{n-1} (1 - \frac{1}{n})^{n-2} \). Compared with the solution \( x \) with \( |x| = 2 \land x_n = 1 \), \( f(x^2)/g(x^2) = \frac{(n+1)n^2-n+1}{4n^2-5} \).

PORM then can easily follow the path \( x^2 \to x^3 \to \ldots \to x^{n-1} \) to find the optimal solution. The total expected number of iterations is at most

\[
en(3n-1)(1 + \log n) + 2\frac{en(3n-1)}{n-1} + \sum_{i=2}^{n-2} \frac{en(3n-1)}{n-1-i} \leq en(3n-1)(2 + 2\log n).
\]

**Taking the minimum** of the expected number of iterations for finding the optimal solution by backward search, multi-path search and multi-bit search, the theorem holds.

6 **Experimental Study**

We conducted experiments on F-measure maximization to investigate the actual performance of PORM. We compare PORM only with GreedRatio, since it is the previous algorithm achieving the best empirical performance [Bai et al., 2016]. The generalized form of F-measure is used for evaluation, i.e., \( F_p(X) = \frac{|\Gamma(X) \cap O|}{|\Gamma(X) \cup (1-p)\Gamma(X)|} \).

We will test \( p = \{0.2, \ldots, 0.8\} \). Note that the F-measure in Definition 4 is just \( F_{0.5} \). For PORM, the number \( T \) of iterations is set to \( \lceil 3en^2(2 + \log |\Gamma(X_{\text{init}})|) \rceil \) (where \( X_{\text{init}} \) is the initial subset generated by PORM), as suggested by Theorem 2. Note that we have used the lower bound 1 for \( \frac{1}{n-1-i} \).

We use synthetic (syn-100, syn-1000) as well as real-world (ldc-100, ldc-1000) data sets. For syn-100, a bipartite graph \( G(V, W, E) \) with \( |V| = |W| = 100 \) is randomly generated by adding one edge between \( v \in V \) and \( w \in W \) independently with probability 0.05; the target set \( O \) with \( |O| = 20 \) is randomly chosen from \( W \). For syn-1000, \( |V| = |W| = 1000 \), \( |O| = 100 \) and each edge is added with probability 0.01. ldc-100 and ldc-1000 contain 100 and 1000 English sentences, respectively, which are randomly sampled from the LDC2002E18 test data (https://www.ldc.upenn.edu/).

Their target sets contain 1000 randomly chosen words. For each data set, we generate ten random instances and report the average results. Note that since PORM is a randomized algorithm, its run is further repeated 10 times independently for each data set instance. Figure 1 shows the percentages of the solution quality that PORM improves from GreedRatio, where we can observe that PORM is always better than GreedRatio and can have more than 3% improvement.

Comparing the running time (in the number of function calculations), GreedRatio takes the time in the order of \( n^2 \); PORM is set to use \( 3en^2(2 + \log |\Gamma(X_{\text{init}})|) \) time according to the theoretical upper bound (i.e., a worst case) for PORM being good. We empirically examine how effective PORM is in practice. By selecting GreedRatio as the baseline, we plot the curve of the F-measure over the running time for PORM on syn-100 and ldc-1000 with \( p = 0.8 \), as shown in Figure 2. The \( x \)-axis is in \( n^2 \), the running time of GreedRatio.

We can observe that PORM takes about only 6% (3/52) and 3% (2/69) of the worst-case running time to achieve a better performance, respectively. This implies that PORM can be efficient in practice.

7 **Conclusion**

In this paper, we study the problem of minimizing the ratio \( f/g \), where \( f \) is monotone submodular and \( g \) is monotone. We propose the approximation bound of GreedRatio for the problem, which even improves the previous result for \( g \) being submodular. We then propose a new algorithm PORM, and prove that PORM can achieve the same general approximation guarantee as GreedRatio, but can have a better ability of avoiding local optima. The empirical results on the application of F-measure maximization verify the superior performance of PORM.
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