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Abstract

We propose a new method for conformant planning based on two ideas. First given a small sample of the initial belief state we reduce conformant planning for this sample to a classical planning problem, giving us a candidate solution. Second we exploit regression as a way to compactly represent necessary conditions for such a solution to be valid for the non-deterministic setting. If necessary, we use the resulting formula to extract a counter-example to populate our next sampling. Our experiments show that this approach is competitive on a class of problems that are hard for traditional planners, and also returns generally shorter plans. We are also able to demonstrate unsatisfiability of some problems.

1 Introduction

Conformant planning is the problem of finding a plan in an environment that is only partially known. In this work we restrict ourselves to uncertainty on the initial state and not in the actions’ effects (or assume that this uncertainty can be integrated into the initial state).

We present a new approach to conformant planning. The approach is very similar to the CEGAR (counter-example-guided abstraction refinement) technique used for model-checking [Clarke et al., 2000] and in self-healing [Grastien, 2015]. The basic idea of CEGAR is to repeatedly compute a solution to a simplified (abstracted) version of the problem at hand. If this solution is not correct for the original problem, it is analysed to enrich (refine) the simplified problem, so that a better solution can be generated at the next step of the procedure.

Practically we first assume we are given a set of “interpretations” of the initial belief state, i.e., some of the possible initial states. Each interpretation can be understood as a representative of one or several aspects, i.e., tag [Palacios and Geffner, 2006], of the conformant problem that the solver has to consider, e.g., the fact that an item that needs to be picked up could be in a given location. We reduce the problem of finding a conformant plan for this set of interpretations to classical planning, and solve it using an off-the-shelf planner.

We then use regression to efficiently determine whether this plan is incorrect for any initial state. If so, we extract one such state. This state is effectively a counter-example proving that the proposed plan is a non-conformant one. This state is then added to the current set of considered interpretations; this is how the set of interpretations (originally empty) is populated. This procedure guarantees that the interpretations are all relevant since they each contradict at least one of the plans generated earlier. For this reason we talk about “intelligent” sampling.

The paper presents CPCES, a conformant planner that is sound and complete, assuming sound and complete classical planner and regression procedures. If the underlying classical planner is optimal, then the resulting conformant planner also is. As far as we know, no previous work in the literature has looked at the conformant planning problem from this perspective. A side contribution is a verifier that decides whether a given plan is a solution to the conformant planning problem.

We test the planner on a large set of benchmarks. We notice that our planner is able to handle problems that are traditionally hard for existing planners, in particular problems with large “width”. These results are very encouraging particularly given the simplicity of the approach, and the simplicity of the resulting developed software architecture. We took practically off-the-shelf a classical planner, i.e., FF [Hoffmann and Nebel, 2001] and a SAT-Solver, i.e., Z3 [de Moura and Björner, 2008] without any further tuning. We believe that the framework has a huge potential for a large class of conformant planning problems that are hard for current conformant planners. For instance, we are able to prove that some problem instances are unsatisfiable, i.e., there exists no conformant plan for these instances.

The present paper is organised as follows. After an intuitive presentation of our algorithm, we present the conformant planning problem. Then we present our approach, our conformant planning algorithm, and the theoretical properties it enjoys. The next two sections give more details on the two key components of our algorithm, namely the reduction from conformant planning to classical planning (given a small sample of the belief state) and the verification of a candidate plan which can lead to the generation of a counter-example. We discuss related works and finally we present experimental results.
2 Intuitive Explanation of CPCES

We start the paper with an intuitive explanation of our algorithm and why we expect our algorithm to perform well.

Consider the conformant planning domain known as ONE-DISPOSE. This problem involves \( n \) objects in \( \ell \geq n \) locations. Each object ought to be moved to a specific location. Additional considerations include the facts that the agent must move between the locations; the initial location of these objects is unknown; the agent can only hold one object at a time; finally, since the problem is conformant, no observation is available. The optimal plan consists, for every object, in visiting all locations, trying to pick this object up, and dropping it at the right place (before moving to the next object).

Theoretically it is possible to enumerate all \( n^\ell \) initial states and to compute a plan based on this set. Not all these states however are necessary to find an optimal plan. For each location consider the initial state in which all objects are in this location. From this subset of \( \ell \) initial states one can infer that a conformant plan must try to pick every object up from every location, which is all the information we need to infer the optimal plan. Essentially this shows that we do not need all \( n^\ell \) initial states but only \( \ell \) states.

There remains the issue of how we determine the relevant initial states. The intuition is that we can compute a deterministic plan only from an incomplete set; then we can analyse such a plan to get the relevant states explaining why this plan is incorrect.

3 Problem Definition

Given a set of variables \( V \) we denote \( \mathcal{L}(V) \) the set of propositional formulas that only mention variables in \( V \). A conformant planning problem is a tuple \( \mathbb{P} = (\mathcal{F}, \mathcal{A}, \Phi_\mathsf{I}, \Phi_\mathsf{G}) \) where \( \mathcal{F} \) is a finite set of state variables (or facts), \( \mathcal{A} \) is a set of actions, \( \Phi_\mathsf{I} \in \mathcal{L}(\mathcal{F}) \) is the initial formula, and \( \Phi_\mathsf{G} \in \mathcal{L}(\mathcal{F}) \) is the goal formula. An action \( a \in \mathcal{A} \) is a pair \( (p, \mathsf{eff}) \) where \( p \in \mathcal{L}(\mathcal{F}) \) is a precondition and \( \mathsf{eff} \) is the effects of the action. The effects are a function that associates each literal \( \ell \in \mathcal{F} \cup \{\neg f \mid f \in \mathcal{F}\} \) to a condition \( \mathsf{eff}(\ell) \in \mathcal{L}(\mathcal{F}) \). To simplify later notations, we assume that the conditions of a literal and its negation are mutually inconsistent: \( \mathsf{eff}(f) \land \mathsf{eff}(\neg f) = \bot \).

Informally, the initial state is one of the Boolean assignments of the facts that satisfy the initial formula. An action is applicable in a state if its precondition is satisfied in the state. Each fact \( f \) is true after the action if \( \mathsf{eff}(f) \) holds in the current state or \( f \) was already true and \( \mathsf{eff}(\neg f) \) does not hold (cf. Eq. (2) below). A goal state is a state that satisfies the goal formula.

Our formal definition of the semantics of the conformant problem avoids the direct use of states, but it is equivalent to the standard one. A belief state \( \mathcal{B} \in \mathcal{L}(\mathcal{F}) \) is a propositional formula (\( \Phi_\mathsf{I} \) is such a belief state). Action \( a = (p, \mathsf{eff}) \) is applicable in belief state \( \mathcal{B} \) if \( \mathcal{B} \models p \). The result of applying action \( a \) in belief \( \mathcal{B} \) is the belief state \( \mathcal{B}[a] \) defined by:

\[
(\exists \mathcal{F}, \mathcal{T}_a \land \mathcal{B}) \mathcal{F} / \mathcal{F}'
\]

where \( \mathcal{T}_a \) is the transition function defined by

\[
\mathcal{T}_a = \bigwedge_{f \in \mathcal{F}} \left( f \mathcal{F} / \mathcal{F}' \leftrightarrow (\mathsf{eff}(f) \lor (f \land \neg \mathsf{eff}(\neg f))) \right).
\]

In this formula, \( \mathcal{F}' \) is a copy of the variables in \( \mathcal{F} \) that is used to reason about the belief states before and after the action. \( \exists \mathcal{V} \) is the existential operator (i.e., the value of the variables of \( \mathcal{V} \), here the facts before the action, is forgotten). \( \mathcal{F} / \mathcal{F}' \) is the operator that switches the value of the variables \( \mathcal{F} \) and \( \mathcal{F}' \) so that: \( f \mathcal{F} / \mathcal{F}' \) represents a set of transitions where the target set is defined by \( f \) being true (the origin set is free); \((\exists \mathcal{F}, \text{set-of-transitions})\mathcal{F} / \mathcal{F}' \) represents the target states of the specified set of transitions.

A plan \( \pi = a_1, \ldots, a_k \) is a (possibly empty) sequence of actions. The application \( \mathcal{B}[\pi] \) of the plan is the incremental application: \( \mathcal{B}[a_1] \ldots [a_k] \). The plan is applicable if each of its actions \( a_i \) is applicable in \( \mathcal{B}[a_1] \ldots [a_{i-1}] \).

A solution to the planning problem is a plan \( \pi \) that is applicable from \( \Phi_\mathsf{I} \) and that leads to the goal set: \( \Phi_\mathsf{I}[\pi] \models \Phi_\mathsf{G} \); we write \( \Pi(\mathbb{P}) \) the set of solutions to the planning problem \( \mathbb{P} \). A solution is optimal if there is no shorter solution.

A state of a belief is a model satisfying the belief. The set of states of belief state \( \mathcal{B} \) is denoted by \( \text{states}(\mathcal{B}) \). A planning problem is deterministic if it has a single initial state. Deterministic (aka classical) problems are generally easier to solve than non-deterministic (aka conformant) ones.

4 Our Approach

We now present the theoretical foundation of our approach and the conformant planning algorithm that we derive from it. The specifics of the two main methods used in this algorithm, namely the reduction of a simplified conformant planning problem to classical planning and the computation of a counter-example, are detailed in the next sections.

We will compute a conformant plan using only a subset of the initial states (which will allow us to reduce the problem to classical planning). Practically this means that we are given a belief state that entails the initial belief state of the problem: \( \mathcal{B} \models \Phi_\mathsf{I} \). We write \( \mathbb{P}_B \) the planning problem defined by \( \mathbb{P} \) except that the initial formula is replaced by \( \mathcal{B} \).

The central property that underpins all the results in this section is the following trivial property:

**Proposition 1** The following proposition holds

\[
\forall \mathcal{B}_1, \mathcal{B}_2, \Pi(\mathcal{P}_{\mathcal{B}_1}) \cap \Pi(\mathcal{P}_{\mathcal{B}_2}) = \Pi(\mathcal{P}_{\mathcal{B}_1 \lor \mathcal{B}_2}).
\]

A consequence of Proposition 1 is that \( \mathcal{B} \models \Phi_\mathsf{I} \) implies that \( \Pi(\mathcal{P}) \) is a subset of \( \Pi(\mathcal{P}_B) \). In other words it is possible to reason about the problem \( \mathbb{P}_B \) without missing any plan. A solution for problem \( \mathbb{P}_B \) may however not be a solution to \( \mathbb{P} \).

Assume now that a solution \( \pi \) for \( \mathbb{P}_B \) has been computed. We are interested in deciding whether \( \pi \) is indeed a solution for \( \mathbb{P} \). A counter-example of initial formula \( \Phi_\mathsf{I} \) for plan \( \pi \) is a state \( q \in \text{states}(\Phi_\mathsf{I}) \) such that \( \pi \) does not belong to the set \( \Pi(\mathcal{P}_q) \). The following result is essential to prove the properties of the algorithm and can be derived from Proposition 1.
Proposition 2 Let \( \pi \) be a solution for \( \mathbb{P}_B \) that is not a solution for \( \mathbb{P} \). Then there exists at least one counter-example of \( \Phi_T \) for \( \pi \). Furthermore none of these counter-examples \( q \) belongs to \( B \) (\( q \not\in \text{states}(B) \)) and \( \pi \) is not a solution for \( \mathbb{P}_{B/q} \).

We can therefore verify whether a solution for \( B \) is a solution for \( \Phi_T \) by searching for counter-examples. It is then sensible to add the counter-example to the belief state since this means that the plan that will be computed for the new belief state will not include the plan that was just disproved.

These propositions lead us to Algorithm 1. We start with an empty belief state \( B := \bot \). At each iteration we compute a plan \( \pi \) for the current belief state; if \( \pi \) is correct for \( \mathbb{P} \) then we return this plan; otherwise we extract a counter-example and add it to the belief state.

Algorithm 1 Conformant Planning Algorithm.

1: input: planning problem \( \mathbb{P} \)
2: \( B := \bot \) \{Initial sample of the belief state\}
3: \( \pi := \varepsilon \) \{Empty plan—is a plan for belief state \( \bot \)\}
4: loop
5: if \( \pi \) is a solution for \( \mathbb{P} \) then
6: return \( \pi \) \{Plan found\}
7: end if
8: Let \( q \) be a counter-example
9: \( B := B \cup q \)
10: Compute new plan \( \pi \) for \( \mathbb{P}_B \)
11: if no such \( \pi \) exists then
12: return \( \text{no plan exists} \)
13: end if
14: end loop

We can now prove properties of this algorithm.

Lemma 1 Algorithm 1 is sound and complete (if the subroutines that compute a counter-example and a classical plan are sound and complete).

First, the plan returned by the algorithm has been verified for \( \mathbb{P} \) and is therefore correct. Second, assume that the algorithm returns that there is no plan; then there is no plan for \( B \); however since \( B \) is a collection of counter-examples, then \( B \models \Phi_T \) and \( \Pi(\mathbb{P}) \subseteq \Pi(\mathbb{P}_B) = \emptyset \); hence there is no plan. Finally, each iteration adds a new state to \( B \) and, since the number of initial state is finite, the algorithm will terminate.

Lemma 2 If the planner used in Algorithm 1 is optimal, then Algorithm 1 is optimal.

Proof: Because \( \Pi(\mathbb{P}_B) \) is a superset of \( \Pi(\mathbb{P}) \) it contains the optimal plan for \( \Pi(\mathbb{P}) \), too. Therefore if the optimal plan of the former belongs to the latter, it is an optimal solution for the conformant problem.

The next sections concentrate on the two subroutines of Algorithm 1: the computation of a plan for \( B \) through a reduction to classical planning and the computation of a counter-example through regression.

5 Reduction from Conformant Planning to Classical Planning

In this section we assume given a belief state \( B \). It is assumed here that \( \text{states}(B) \) is fairly small (no more than a few hundreds elements) as this method becomes impractical for larger belief states. The experiments demonstrate that we are often able to find a plan before this assumption gets violated.

Our reduction of conformant planning is similar to that of Palacios and Geffner (2009). However they used a merge action that we do not require.

Let \( \{q_1, \ldots, q_k\} = \text{states}(B) \) be the set of states of \( B \). Remember that each \( q_i \) is a formula. The reduction consists in running \( k \) planning problems in parallel where all actions are synchronised. To echo the notation from Palacios and Geffner we define facts \( f_{q_i} \) that indicate that the fact \( f \) is true under the initial state interpretation \( q_i \). Write \( \mathcal{F}/q_i \) the set of facts derived for interpretation \( q_i \) from the set \( \mathcal{F} \).

Definition 1 Given a set of states \( \text{states}(B) = \{q_1, \ldots, q_k\} \) the reduction of conformant planning problem \( \mathbb{P}_B = (\mathcal{F}, A, B, \Phi_G) \) is the deterministic planning problem \( \mathbb{P}' = (\mathcal{F}', A', B', \Phi_G') \) where

- \( \mathcal{F}' = \mathcal{F}/q_1 \cup \cdots \cup \mathcal{F}/q_k \),
- \( A' = \{\text{red}(a) \mid a \in A\} \) where \( \text{red}( (p, \text{eff} )) = (p', \text{eff}') \) is defined by \( p' = \land_{i \in \{1, \ldots, k\}} p|\mathcal{F}/q_i \) and \( \text{eff}' \) is such that \( \text{eff}' (\ell | q_i) = \text{eff} (\ell | \mathcal{F}/q_i) \),
- \( B' = \land_{i \in \{1, \ldots, k\}} \land_{j \in \{1, \ldots, k\}} q_i | \mathcal{F}/q_i \), and
- \( \Phi_G' = \land_{i \in \{1, \ldots, k\}} \Phi_G | \mathcal{F}/q_i \).

The reduction of action \( a \) can be explained as follows:

\[ \text{red}(a) \] is applicable if \( p \) is satisfied under all interpretations; the effect \( \ell \) applies for an interpretation \( q_i \) if its condition \( \text{eff}(\ell) \) is satisfied for this interpretation. The initial belief state is the description of the facts that hold under each interpretation. All interpretations must satisfy the goal condition in the goal state.

Lemma 3 A plan \( \pi = a_1, \ldots, a_n \) is a solution to \( \mathbb{P}_B \) iff the plan \( \text{red}(a_1), \ldots, \text{red}(a_n) \) is a solution to \( \text{red}(\mathbb{P}_B) \).

Lemma 3 proves that the reduction from conformant planning to classical planning is correct. A classical planner can therefore be used to compute a plan for \( \mathbb{P}_B \). Notice that this reduction does not increase the number of actions; therefore the branching factor of the planning problem \( \mathbb{P}_B \) does not increase with the size of \( B \). It increases however the number of facts linearly in the number of states in \( B \), and similarly increases the number of conditional effects of each action.

6 Computing a Counter-Example

We now want to verify if a given plan is a solution to the planning problem, and generate a counter-example when it is not. Verification of conformant plan \( \pi = a_1, \ldots, a_k \) can be performed by computing the regression of the plan, i.e., the weakest precondition on the initial set that guarantees that \( \pi \) is a solution. Formally the regression of \( \pi \) from \( \Phi_G \) is the (unique) maximal belief state \( \text{Reg}(\pi, \Phi_G) \) such that \( \pi \) is a
solution to $P_{\text{Reg}}(\pi, \Phi_\pi)$. How to compute the regression is well-known [Rintanen, 2008; Brafman and Shani, 2016]. The set of counter-examples is then given by $\Phi_\pi \land \neg \text{Reg}(\pi, \Phi_\pi)$.

Instead of computing $\text{Reg}(\pi, \Phi_\pi)$ explicitly however we generate a SAT problem, all models of which is a counter-example. The reduction to SAT is fairly straightforward.

The SAT problem searches for a sequence of states $q_0, \ldots, q_k$. Firstly a set of constraints based on $T_{\text{eq}}$ ensures that $q_1, \ldots, q_k$ are the states reached by applying the actions $a_1, \ldots, a_k$ in this order assuming all actions are applicable. Remember that at his stage, as opposed to SAT-based classical planning, the plan $\pi = a_1 \ldots a_k$ is known. Secondly for all index $i$, a Boolean variable $p_i$ is added that evaluates to true iff the action $a_i$ is applicable in $q_{i-1}$. Thirdly a set of constraints ensures that the plan is not a solution for $q_0$, i.e., either the final state is not a goal state or one of the action is not applicable: $(\neg p_1) \lor \ldots \lor (\neg p_k) \lor \neg \Phi_\pi [F / F_k]$. Finally a set of constraints ensures that $q_0$ is an initial state.

It is easy to show the following result:

**Lemma 4** The set of satisfying assignments to the SAT problem described above is the set of counter-examples of $\pi$.

The decision problem associated with the detection of counter-examples is CO-NP-COMPLETE [Grastien and Scala, 2017], which justifies the use of SAT techniques. Our reduction to SAT mimics the one used in SAT-based classical planning except that the initial state, rather than the plan, is unknown. The number of free variables in our SAT problem is therefore smaller and the problem is quite simple to solve.

### 7 Related Works

Conformant planning was quickly characterised and solved as a search problem over the space of belief states [Bonet and Geffner, 2000]. The representation of these belief states has however been identified as one bottleneck. Different techniques have been used to address this issue such as using BDDs [Cimatti and Roveri, 2000] or representing the belief state implicitly by the prefix of the plan [Hoffmann and Brafman, 2006; To et al., 2011].

A different approach [Palacios and Geffner, 2009; Albore et al., 2010] consists in reducing the conformant planning problem to a classical planning one where every literal $f$ is replaced by the literals $KF f$ and $\neg F f$ that indicate that $f$ is known to be true or false (the effects of the actions are changed accordingly). This translation is not sufficient to guarantee completeness however, and tags and merges have been introduced for this purpose. A tag is a proposition that is satisfied by some initial state and a merge is a collection of tags, one of each is satisfied by any initial state. The classical planning problem is augmented to include facts of the form $KL / t$, where $L$ is a literal and $t$ a tag, with the semantics “$L$ is known to be true if $t$ held in the initial state.” When $KL / t$ is true in a state for all $t$ in a given merge, then $KL$ is added to the state. It is possible to automatically compute the list of tags and merges that are required to guarantee soundness and completeness of this approach.

Tags can be seen as the kernel of a counter-example, the core reason (or one of the core reasons) why some plans are not solutions. Computing all merges upfront guarantees that all “contingencies” will be considered by the classical planner. Completeness however is only guaranteed when all relevant tags and merges are computed. Their number is exponential in the width of the conformant planning problem, which limits this approach to domains where the width is small (as shown in the experiments).

Palacios and Geffner (2009) also introduced the notion of basis, a subset of initial states that is guaranteed to have the same set of plans as the initial belief states: $\Pi(F) = \Pi(F_B)$. A sound and complete conformant planning method consists in first computing a basis $B$, and second computing a solution to $F_B$ by reduction to classical planning. This method is practical if the basis is small.

The basis is guaranteed to represent the exact same set of plans as the initial belief state; in comparison we only require a sampling such that the planner returns a valid plan for the initial belief state. Our requirement is weaker than the requirement for a basis, which means that we will generally produce a much smaller belief state. In the optimal setting for instance, it is unnecessary to find counter-examples for suboptimal plans.

Notice also that we compute our sampling incrementally while the basis is computed upfront. This means that the basis must be computed in a very conservative way, i.e., by including states that could not be proved to be unnecessary.

Other methods have used sampling for conformant planning, but our objective is different from theirs. The purpose of these samplings is generally to produce heuristics in a belief space search [Bryce et al., 2006] while we only sample the initial state. There has been other test and generate approaches to conformant planning [Kurien et al., 2002; Castellini et al., 2003]. These approaches did not incrementally generate counter-examples to ensure that better plans are produced over time.

Another approach that uses sampling is Sample, Determizize, Replan [Brafman and Shani, 2012]. sdr computes a plan from a single initial state, executes and monitors it (it assumes partial observability), and replans when the execution failed. In comparison we search for risks of failure before execution, and we compute a completely new plan. Since we replan without knowing for sure that the current state is not the one we planned for, we also need to remember all the counter-examples we generated.

### 8 Implementation and Experimental Analysis

#### 8.1 Implementation

In order to study the benefits, the drawbacks, and the computational implications of the approach presented in this paper, we used a classical planner and a SAT-Solver and implemented in Java a module that orchestrates the interactions between these two components. The classical planner used is Fast Forward (FF) [Hoffmann and Nebel, 2001]. FF is a pure classical planner based on heuristic search. The planner has been the winner of many competitions throughout the last decade and is one of the most robust and efficient planning systems. The SAT-Solver is Z3, a state of the art theorem prover [de Moura and Björner, 2008].
Figure 1: Architecture of the Conformant Planner

(:action drop
 :parameters (?o - obj ?p - pos )
 :precondition (forall (?i - inter)
 (and (located ?p ?i) (trash_at ?p ?i)))
 :effect (and (forall (?i - inter)
 (when (holding ?o ?i)
 (and (not (holding ?o ?i)))
 (disposed ?o ?i)))))

Figure 2: Multi-Interpretation Drop action from the Dispose domain

Figure 1 reports the developed architecture. Note here that our system does not make any assumptions on the solvers being used. The interactions between the various modules have been done using PDDL to represent the planning problems, and SMT-LIB\(^2\) to represent the formula.

PDDL [Ghallab et al., 2004] is the de-facto language to represent planning problems in a succinct way. Actions are represented in a schematic form, and the planner is in charge of grounding them against the current instance. To make the introduction of new samples operative within the planning problem we allow the introduction of special types of object, namely \textit{inter}. Each of these objects captures a specific interpretation of our initial state. Each predicate of our planning domain is then extended with the \textit{inter} parameter. This way, the grounding of each predicate is not only a function of the actual objects present in the conformant problem, but also a function of the current interpretations we are considering in our reduction to classical planning. This effectively adds a new dimension to the problem, orthogonal to and somehow separated from the other aspects of the conformant problem.

Following the reduction presented earlier, we use the \textit{?inter} object in our action schema, too. Every action is \textit{lifted} by one level by quantifying every precondition formula and every effect over all the possible interpretations. This ensures that the action is applied iff each of the possible interpretations satisfies its precondition. And analogously for the effects. Figure 2 reports an example for the Drop action in the DISPOSE domain. This schema of translation has two main benefits: i) it allows to construct the domain theory just once in our algorithm; the actual grounding of the actions will depend on the number of objects instantiated in the problem file; ii) it preserves to some extent the structural information peculiar to the conformant setting. As a matter of fact the problem grows incrementally only in one dimension, which is the one mirroring the uncertainty to be handled in that particular problem. We believe it is important to keep track of this structural information that can be exploited by the classical planner.

Our system is called CPCES (Conformant Planner via Counter Example and Sampling)\(^3\). Its architecture has been conceived to be modular and independent from the particular solvers. This means that the methodology hereby presented can benefit from any advance in the classical planning and satisfiability contexts. For instance we have tried other planners that are able to handle conditional effects and quantification, (e.g., FAST-DOWNWARD [Helmert, 2006]). FF is the only classical planning system able to efficiently deal with quantification and conditional effects altogether. The FAST-DOWNWARD translator suffers of some severe computational issue, probably due the grounding and translation to SAS+ which is implemented in Python. Unfortunately, most state-of-the-art planners use such a translator as pre-processor. We chose the SAT-Solver Z3 because the input language (SMT-LIB) is easier to interpret and manipulate above all when CPCES has to iterate over the counter-examples, or the user wants to understand the reasons why the current plan is incorrect. The experiments show that the time used by the SAT-Solver is a small percentage of the total time.

8.2 Domains

We took a set of domains from Albore et al. [2011]. In particular we focus our attention on two categories: domains having width strictly larger than 1 that are notoriously difficult for all the state of the art planning systems, and domains with a width less than or equal 1.

The first set of domains consists of BLOCKSWORLD, RAO’S KEYS, ONE-DISPOSE and LOOK-GRAB. As we will see, none of the planners we are aware of has been able to efficiently solve those instances, or to prove their unsolvability.

In the second set of domains we consider: DISPOSE, BOMB, COINS and UTS. Planners developed in the literature are able to handle those domains quite well.

In the next two subsections we look at how CPCES compares against T1, a very fast heuristic search planner. Our analysis is meant to study the capabilities of systems to produce sound plans of reasonable length. In this paper we left out from the comparison GC-LAMA [Nguyen et al., 2012] for two main reasons: i) we are not sure of the soundness of the produced plans, and ii) the length of the plans produced by GC-LAMA is often magnitude longer than the ones we obtain. GC-LAMA has been reported to produce a plan for the fourth instance of BLOCKSWORLD which is unsolvable, as well as the fourth instance of RAO’S KEYS. We leave this analysis as a future work, and we focus on comparing our planner with T1 instead.

\(^2\)http://smtlib.cs.uiowa.edu/
8.3 Experimental Results

Table 1 reports the data collected for the two systems across many instances of the aforementioned domains, where we compared coverage, plan-quality and run-time spent to find a solution. Experiments confirmed our intuition. CPCES does not directly suffer from the particular structure of the problem. For this reason its performances are independent from the particular width of the problem. It is not the case for T1 though. This results in an overall higher coverage for CPCES (66 over 62) but more importantly the two systems seem to behave well on two different dimensions. CPCES is in fact substantially slower than T1 on the 1-width domains, although it produces plans whose quality is (apart from BOMB) consistently better than T1. On the other hand, CPCES outperforms T1 on the more complex domains whilst keeping the average plan length competitive with T1 (making exception for LOOK-GRAB). T1 shows performances that are typical of a very greedy heuristic search planner, i.e., it either finds a plan in a few seconds, or it does not find a plan at all. CPCES instead adopts a more systematic approach, thus performing quite consistently across a large variety of problems. Finally, in our setting we are not using an optimal planner (even though we could), though the plans in some domain turned out to be of very good quality. This is an effect of the underlying incremental lower bounding given by our architecture. As a demonstration of this, we have a look at Figure 3, where CPCES, T1, and the ideal optimal planner are compared across instances from the DISPOSE domain.

Table 2 reports data investigating some of the behavior of our system on the most difficult (solved) instances across the tested domains. Unsurprisingly, apart for the smaller instances, the majority of the computational time spent for each instance is due to the classical planner. The planner computes, for each new sample generated, a plan of increasing size. For some bigger instances this becomes the bottleneck of our approach. The other component being evaluated is the SAT-Solver, in our case Z3. As it is possible to note from the table, the computational time devoted to this task barely reaches 7% in BOMB-100-5. The remaining computational part is spent doing regression and the machinery built to accommodate the interactions between these modules.

Another interesting and key factor in these experiments is the number of samples to generate. This number represents the actual space of interpretations that we needed to explore to handle the uncertainty in the initial state. For instance, in DISPOSE we have $64 \times 64$ possible initial states. The incremental sampling here allows us to use just $64 + 64 + 1$ counter-examples generated from the starting empty plan.

9 Conclusion

We presented a new approach to conformant planning that is conceptually very simple and that shows a lot of promise. With this method we were able to solve a class of problems that have traditionally been considered hard (problems with a width greater than one). Furthermore the solutions found by our planner are generally shorter than other solvers.

In the context of deterministic planning the CEGAR approach, i.e., the approach where counter-examples are used to identify important pieces of information in the problem description, has been investigated [Seipp and Helmert, 2013; Haslum, 2012]. In this paper we show that it may substantially benefit the understanding and the development of more expressive planning problems as well.
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