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Abstract

We review a recently introduced model in which each of a number of agents is endowed with an abstract argumentation framework reflecting her individual views regarding a given set of arguments. A question arising in this context is whether the diversity of views observed in such a situation is consistent with the assumption that every individual argumentation framework is induced by a combination of, first, some basic factual information and, second, the personal preferences of the agent concerned. We treat this question of rationalisability of a profile as an algorithmic problem and identify tractable and intractable cases. This is useful for understanding what types of profiles can reasonably be expected to occur in a multiagent system.

1 Introduction

The model of abstract argumentation introduced by Dung [1995] is at the root of a vast amount of work in AI. In a nutshell, this model abstracts away from the internal structure of an argument and simply represents argumentation frameworks as directed graphs, where the nodes are arguments and the edges are attacks between arguments—in the sense that one argument undercut or contradicts another argument. Different semantics provide principled approaches to selecting sets of arguments that can be viewed as coherent when advanced together. The simplicity and generality of this model, as well as its links with nonmonotonic reasoning, have stimulated a number of directions of research, e.g., at the level of the definition of the semantics, of their computation, of the expressivity of such frameworks, or regarding their application in a multiagent system.

Starting with the work of Coste-Marquis et al. [2007], a number of authors have addressed the problem of aggregating several argumentation frameworks, each associated with the stance taken by a different individual agent, into a single collective argumentation framework that would appropriately represent the views of the group as a whole [Tohmé et al., 2008; Bodanza and Auday, 2009; Dunne et al., 2012; Endriss and Grandi, 2017; Bodanza et al., 2017]. This is a fruitful line of research, bringing together concerns in abstract argumentation with the methodology of social choice theory, but it raises one important question: For a given profile of argumentation frameworks, is it in fact conceivable that that profile would manifest itself? Intuitively speaking, it may often seem more natural to encounter a profile with similar individual attack-relations rather than one with attack-relations that differ radically. So, how do we explain the differences in perspective of the individual agents for a given profile?

The point that the attack-relation should not be viewed as absolute and objective, but may well depend on the individual circumstances of the agent considering the arguments in question, is central to the study of argumentation. Here we adopt one specific approach for modelling this phenomenon, the value-based approach proposed by Bench-Capon [2003]. In his model, whether argument A ultimately defeats argument B does not only depend on whether A attacks B in an objective sense, but also on how we rank the importance of the social or moral values attached to A and B: If we rank the value associated with B strictly above that associated with A, then we may choose to ignore any attacks of A on B.

At the technical level, we thus ask the following question: Given a profile of argumentation frameworks \( \langle A_{F_1}, \ldots, A_{F_n} \rangle \), one for each agent, can this profile be explained in terms of a single master argumentation framework, an association of arguments with values, and a profile of preference orders over values \( \langle \succeq_1, \ldots, \succeq_n \rangle \), one for each agent? In other words: Can the profile of argumentation frameworks observed be rationalised? To be able to answer this question in the affirmative, for every agent \( i \), we require \( A_{F_i} \) to be exactly the argumentation framework we obtain when the master argumentation framework with its associated values is reduced using the preference order \( \succeq_i \). We may wish to impose any number of constraints on the solutions for this rationalisability problem we are interested in: e.g., constraints on the attack-relation of the master argumentation framework, constraints on the number of values used for rationalisation, or constraints on the preference orders admitted.
2 Examples

We refer to our original work for a formal definition of our model [Airiau et al., 2016]. In this section, we instead introduce the basic ideas by means of examples.

An argumentation framework (AF), in the sense of Dung [1995], is a pair \( \langle \text{Arg}, \to \rangle \), where \( \text{Arg} \) is a set of arguments and \( \to \) is a binary relation on \( \text{Arg} \). If \( A \to B \) holds between two arguments \( A, B \in \text{Arg} \), we say that \( A \) attacks \( B \). We shall assume that \( \text{Arg} \) is finite and that \( \to \) is irreflexive.

Example 1. A city council faces the issue of possibly banning polluting vehicles, and specifically diesel cars, from the city centre. The following arguments are under discussion:

(A) Diesel cars should be banned from the inner city centre in order to decrease pollution.

(B) Artisans, who deserve special protection, cannot change their vehicles, as that would be too expensive for them.

(C) The city can offer financial assistance to artisans.

(D) There are only very few alternatives to using diesel cars. Specifically, the autonomy of electric cars is poor, as there are not enough charging stations around.

(E) The city can set up more charging stations.

(F) In times of financial crisis, the city should not commit to spending additional money.

(G) Health and climate change issues are important, so the city has to spend what is needed to tackle pollution.

The following graph shows the AF generated by these arguments, together with a natural attack-relation \( \to \):

This induces a defeat-relation \( \Rightarrow \), for our councillor that corresponds to the following graph:

For instance, the attack from \( B \) to \( A \) got removed, because \( \text{val}(A) = \text{env} >_i \text{soc} = \text{val}(B) \). For the new AF it is unambiguously clear that \( A \) should be accepted, and thus that diesel cars should be banned from the city centre.

Note that agent \( i \)'s defeat-relation \( \Rightarrow_i \), is, just like an attack-relation \( \to \), an irreflexive binary relation on \( \text{Arg} \). Thus, we can (and will) think of \( \langle \text{Arg}, \Rightarrow_i \rangle \) as just another AF.

Let \( N = \{1, \ldots, n\} \) be a finite set of agents. Suppose each agent supplies us with an AF, not necessarily over the same set of arguments. We call this a profile of AFs and denote it as \( \langle \langle \text{Arg}_1, \Rightarrow_1 \rangle, \ldots, \langle \text{Arg}_n, \Rightarrow_n \rangle \rangle \). Now, we call such a profile rationalisable if there exist a master attack-relation \( \to \) on \( \text{Arg} = \text{Arg}_1 \cup \cdots \cup \text{Arg}_n \), a set of values \( \text{Val} \) with a common mapping \( \text{val} : \text{Arg} \to \text{Val} \), and a profile \( \langle \geq_1, \ldots, \geq_n \rangle \) of individual preference orders on \( \text{Val} \), such that, for all agents \( i \in N \) and all arguments \( A, B \in \text{Arg}_i \), it is the case that \( A \Rightarrow_i B \) if and only if \( A \to B \) but not \( \text{val}(B) >_{\text{val}} \text{val}(A) \). Thus, we say that the profile is rationalisable in case we can explain its commonalities in terms of the master attack-relations and its differences in terms of the agent-specific preferences.

Example 2. Suppose we observe two agents who are aware of the same set of arguments \( \{A, B, C\} \) but who disagree on the status of the possible attacks between them:

The only disagreement is whether \( A \) attacks \( C \) (agent 1 says it does; agent 2 says it does not). As preferences can only cancel attacks rather than create new ones, our best chance at rationalisation is to assume that the AF of agent 1 is also the master AF. Then, whatever values we end up associating with the arguments, if we assume that agent 1’s preference order is such that she is indifferent between all values, we do not have to cancel any of the attacks for her, and rationalisation works vacuously as far as she is concerned. Thus, our original rationalisability problem reduces to the question of whether we can rationalise the second AF under the constraint that the first AF is the master AF. Now, if we associate each argument with a distinct value and if we permit incomplete preferences, then rationalisation is possible: If agent 2 prefers the value of \( C \) to the value of \( A \) and does not express a preference between any other pair, then the attack between \( A \) and \( C \) gets cancelled and all other attacks remain in place.

Rationalisation becomes more interesting—and also more difficult—when we impose constraints on the range of possible rationalisations we want to permit. In our work, we have considered the following types of constraints:
• the master attack-relation $\rightarrow$ may be fixed,
• the value-labelling $\langle \text{Val}, \text{val} \rangle$ may be fixed,
• the number of values $|\text{Val}|$ may be bounded by some $k$,
• preferences $\geq$ may have to be complete (i.e., total).

In addition, we have paid special attention to two restrictions of the general problem, namely the case where all individual argument sets coincide (with $\text{Arg}_i = \text{Arg}_j$ for all $i, j \in N$) and the single-agent case (with $n = 1$).

**Example 3.** Let us again consider the rationalisability problem of Example 2, but now under the constraint that we may make use of at most two distinct values. Such constraints are of great practical interest, given that the number of distinct social values that we should expect an agent to reason about will usually be fairly low. Is rationalisation still possible under this cardinality constraint? No! We need two distinct values for $A$ and $C$ to cancel the attack between them. If $B$ gets the same value as $A$, then we must also cancel the attack between $B$ and $C$. And if $B$ gets the same value as $C$, then we must also cancel the attack between $A$ and $B$.

**Example 4.** Again for the scenario of Example 2, suppose we are interested in rationalisation with an arbitrary number of values but under the constraint that all preference orders involved must be complete. Is this possible? No! As we have seen before, agent 2 must strictly prefer the value of $C$ to the value of $A$. Now, if we place the value of $B$ anywhere above the value of $A$ in her preference order, then we must also cancel the attack between $A$ and $B$. On the other hand, if we place the value of $B$ anywhere below the value of $C$, then we must also cancel the attack between $B$ and $C$.

### 3 Results

In this section, we give a high-level and informal overview of our main results. For the details, we refer to the original paper [Ariaiau et al., 2016]. All results deal with the question of how to solve the rationalisability problem under certain constraints and, possibly, assuming certain restrictions. In the best possible scenario, we are able to provide a full characterisation of all problem instances that are rationalisable, in such a way that the conditions featuring in the characterisation are computationally straightforward to check. The next best thing is a proof of the existence of a polynomial algorithm for solving the rationalisability problem. Most of our results are positive and either of the first or the second kind. But we also have identified scenarios where it is computationally intractable to decide whether a given profile can be rationalised.

First, let us consider the single-agent case. This is not only useful in view of understanding of the multiagent case, but is also interesting in its own right. For example, it may be the case that there is some ‘ground truth’ available and we know what the correct attack-relation is (e.g., due to the logical structure of the arguments), but that a specific agent is still reporting a different AF. Can this subjective AF be explained in terms of the value-based model? That is, is this framework compatible with what we know to be the ground truth?

It is easy to see that, in the absence of constraints, every single AF is rationalisable. We can simply assume that the master AF is equal to the AF observed an that our agent is indifferent between all values. Thus, nontrivial single-agent rationalisability problems involve some given master attack-relation. In case that is the only constraint, i.e., if we ask whether $\langle \text{Arg}, = \rangle$ can be rationalised by means of some given $\rightarrow$, we can fully characterise the positive problem instances. The following three conditions must be met:

(i) The observed attack-relation can only include attacks already present in the master attack-relation: $\Rightarrow \subseteq (\Rightarrow)$.

(ii) The graph of attacks removed, $(\Rightarrow \setminus =)$, must be acyclic, as it must correspond to the agent’s preference order.

(iii) As preference orders are transitive, the transitive closure of that graph cannot be allowed to intersect with the attacks to be kept: $\Rightarrow \cap (\Rightarrow \setminus =)^+ = \emptyset$.

These conditions are easy to check, which leads to a simple polynomial algorithm for deciding rationalisability. This approach can be generalised to also deal with problem instances where the value labelling $\langle \text{Val}, \text{val} \rangle$ is fixed.

Our most interesting result regarding the single-agent case concerns scenarios where the master attack-relation is given, an upper bound $k$ is placed on the number of values to be used for rationalisation, and all preference orders are required to be complete. We have been able to show that this type of rationalisability problem can be solved in polynomial time by reducing it to the feasibility problem for integer programs with at most two variables per inequality [Hochbaum and Naor, 1994]. Whether the problem remains polynomial in case we drop the requirement of preferences being complete is an open question.

Next, let us turn to the multiagent case. We have seen that, in the absence of constraints, every single AF can be rationalised. The following example shows that this does not generalise to profiles with (at least) two AFs.

**Example 5.** Consider the following profile of two AFs over the common set of three arguments $\{A, B, C\}$:

$$
\begin{array}{ccc}
A & \rightarrow & B \\
C & \rightarrow & A \\
B & \rightarrow & C \\
\end{array}
$$

To achieve rationalisation, we would have to use a master attack-relation $\rightarrow$ that includes, at the very least, the attacks $A \rightarrow B$, $B \rightarrow C$, and $C \rightarrow A$, as otherwise these edges could not have occurred in the first AF. But this means that the second preference order, so as to be able to cancel these attacks, must at least include the comparisons $\text{val}(B) >_2 \text{val}(A)$, $\text{val}(C) >_2 \text{val}(B)$, and $\text{val}(A) >_2 \text{val}(C)$. But then the relation $\geq_2$ is not acyclic. Thus, this profile cannot be rationalised, even in the absence of any kind of constraint.

Our first result for the multiagent case identifies scenarios for which it is possible to reduce the multiagent rationalisability problem to a series of independent single-agent rationalisability problems. In a nutshell, this is the case when the constraints on rationalisation only concern the master attack-relation and the value-labelling. Any such problem can thus be solved efficiently, given that the single-agent problems involved can be solved efficiently.
Our remaining results concern the multiagent rationalisability problem with an upper bound \( k \) on the number of values to be used. The most general form of this problem is NP-complete, i.e., it is computationally intractable to determine rationalisability for such scenarios. The proof involves a reduction from the well-known problem of GRAPH COLOURING with \( k \) colours [Karp, 1972]. As GRAPH COLOURING is NP-complete only for \( k \geq 3 \), it remains an open question of whether multiagent rationalisability with \( k = 2 \) values also is intractable. Furthermore, our proof heavily exploits the fact that each individual agent may be aware of a different set of arguments. Whether intractability persists also under the restriction that all agents report the same set of arguments is yet another interesting open question. Finally, we have been able to show that in case the number of values that may be used is very large—in the sense that the difference between the overall number of arguments reported by the agents and the maximal number of values that can be used for rationalisation is bounded from above by a constant—it is possible to decide multiagent rationalisability in polynomial time.

Together, these results offer a good overview of the landscape of rationalisability. They enable the design of efficient algorithms for deciding whether a given profile of AFs can be rationalised for a given set of constraints for a range of natural scenarios, and they also pinpoint those scenarios were efficient algorithm design will be most challenging.

4 Application Scenarios

There are a number of different application scenarios where dealing with questions of rationalisability will be valuable.

First, given the growing interest in the abstract argumentation research community in questions of aggregation of AFs [Bodanza et al., 2017], it is important to have a clear understanding for what types of scenarios the question of aggregation is in fact relevant. Our notion of rationalisability provides a suitable definition for this purpose. It allows for a systematic scan of the different examples used in the literature—not to dismiss those failing the test, but to point out that one must be careful with the interpretation used.

The second application concerns aggregation itself. In a scenario where multiple AFs need to be aggregated, we may use the notion of rationalisability to choose between alternative aggregation techniques. For example, if a profile is rationalisable for a given preference model, we may reasonably assume that this model is a good abstraction of reality and aggregate the AFs by aggregating the inferred preferences (which is a much better studied problem than that of aggregating AFs). But when rationalisation fails, this approach does not make sense, and we should look for a different method of aggregation. In such a case, there is a more substantial disagreement between the agents: the model of preferences may have to be changed, the agents may differ on the assignment of values to arguments, or the agents may interpret the arguments differently. Importantly, failure of rationalisation can also provide hints as to where disagreement occurs.

In the context of online debating platforms, value-based argumentation systems are used as a modelling tool [Pulfrich-Taylor et al., 2011]. On these platforms, AFs are (typically) not obtained via a one-shot process, but rather retrieved interactively, by monitoring the utterances of the participants. Our approach could be used to detect inconsistencies as they occur, and thus to trigger clarification questions on the fly.

Our final point concerns the nature of what is observed. So far we have assumed that the agents express AFs, which we can observe directly. But in many situations, it may be more natural to assume that each agent only reports the set of arguments she accepts, or a (partial) labelling of arguments ‘accepted’ and ‘rejected’. Dunne et al. [2014] have addressed the challenging problem of inferring an AF from such an extension (or a set of such extensions) that could serve as an explanation for the behaviour observed. Of course, there often will be many possible AFs that could explain a given set of accepted arguments. Our approach could be used to narrow down the range of possible explanations when performing this task for several agents in parallel, by imposing the constraint that the profile of AFs we infer, one for each extension observed, should be rationalisable. Similar ideas may also have useful applications in the context of analysing people’s decisions a posteriori. For a set of arguments we observe to have been accepted in the course of a debate, we may first induce a number of possible AFs that could explain this extension, using the approach of Dunne et al. [2014], and then check whether any of these AFs is rationalisable, given the constraints regarding values extracted from the debate.

5 Future Work

Our work raises several interesting questions that may be addressed in future work. To start with, there are a number of open technical questions regarding the computational complexity of the rationalisability problem for certain combinations of constraints. Most prominent amongst them are (1) the single-agent case with a bound on the number of values and possibly incomplete preferences, (2) the multiagent case with exactly two values, and (3) the multiagent case with a bound on the number of values under the assumption that all agents are aware of the exact same set of arguments.

But future work should also investigate alternative instantiations of the general idea of rationalisability. For instance, the model of Bench-Capon is but one approach to modelling the emergence of different individual argumentation frameworks. Defining the rationalisability problem for competing approaches is likely to be fruitful as well. Finally, it is important to keep in mind that Dung’s model of abstract argumentation is just that: an abstract model of argumentation. Other formalisms, which also model the internal structure of arguments, come closer to real forms of argumentation occurring between people. Therefore, our approach should also be applied to such richer models of argumentation.
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