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1 Introduction

Almost every e-commerce site employs a so-called reputation
mechanism that collects and publishes ratings from its users
which then allow other market participants to make better-
informed choices. It is instructive to distinguish between two
kinds of reputation mechanisms in accordance with the prob-
lems they address: those that are employed by online opin-
ion forums, such as Amazon Reviews, are built to eliminate
asymmetric information while those at online auction sites
are primarily intended to induce cooperation and trust be-
tween the market participants [e. g., Dellarocas, 2006]. Con-
sider the online auction site eBay as an example for this latter
kind: its procedure is such that the winning bidder (hence-
forth the buyer) first pays for the good and that the seller is
required to send it only after receipt of payment. Without
any trust-enabling mechanisms in place, the seller is best off
keeping the good for himself1, even if he received the buyer’s
payment. Since a rational, self-interested buyer can anticipate
this, she will not pay for the good in the first place and no
trade takes place. While sanctioning reputation mechanisms,
such as the one employed by eBay, address this problem,
some of their game-theoretic assumptions are too strong for
real-world marketplaces. Three of these assumptions stand
out in particular: the assumption of truthful buyer feedback,
the assumption of long-lived sellers and the assumption of
sellers being incapable of whitewashing. In my thesis, I de-
velop incentive-compatible trust mechanisms that do not re-
quire any of these assumptions. Furthermore, I focus on de-
signs which avoid the strong common knowledge assump-
tions that prevented the application of previous proposals.

2 Truthful Feedback

A common feature of trust mechanisms is the dependency
on honest buyer feedback. Most mechanisms in the litera-
ture simply assume that every buyer reports truthfully which
is problematic from a game-theoretic point of view for two
reasons: first, the rating process is time-consuming and there
is usually no reward for reporting feedback, so that the cus-
tomers have no incentive to participate at all. Second, the
involved players often have external interests, i. e. biases to-
wards dishonest reporting. On eBay, for example, some sell-
ers have an incentive to buy from their competitors and bad-

1I refer to buyers and sellers as female and male, respectively.

mouth them since the majority of sellers has very high num-
bers of positive feedback, so that even a few negative reports
by a competitor can have a large impact on market share. The
truthful elicitation of the buyers’ private experiences is thus
crucial to incorporate into the design of trust mechanisms. A
solution for online opinion forums is the so-called peer pre-
diction method that was introduced by Miller, Resnick and
Zeckhauser [2005] who propose to pay a buyer for her feed-
back report contingent on the report of another buyer. This
comparison is meaningful if a product’s underlying quality
is essentially identical for all customers. Consider a digital
camera bought from Amazon as an example: while differ-
ent customers may have different experiences due to noise
in the production process, every customer receives the iden-
tical model. This is different for online auction sites like
eBay since the customers’ experiences primarily depend on
the sellers’ actions, i. e. if the respective seller sent the good
in the prescribed quality, which the seller potentially variates
from one buyer to the other. We study the mechanism design
space of peer-prediction-based feedback elicitation for rep-
utation mechanisms that are situated in such online auction
settings and show that it is impossible to design a truthful
scheme for the basic setting with only a single-type seller.
However, drawing on the literature on reputation building in
game theory, we prove that it is possible to design a mech-
anism that elicits honest buyer feedback for settings with a
small prior belief that the seller is of a cooperative commit-
ment type [Witkowski, 2010].

Unfortunately, the peer prediction method relies on strong
common knowledge assumptions that have so far prevented
its application to real-world marketplaces. Consider again the
digital camera bought from Amazon as an example: the ba-
sic idea of the peer prediction method is that every buyer has
the same prior belief about the camera’s true quality and that,
once a buyer receives the camera, she experiences a noisy sig-
nal of this true quality. For example, the buyers might belief
that the camera will be of high quality with a probability of
75% which would change to 90% after a positive experience.
Following such a positive experience, it is then more likely
that another buyer of the same camera model also had a good
experience. It is assumed that all buyers and the mechanism
share the same beliefs, e.g. 75% probability for high quality
before experiencing the camera, 90% after a good experience
and 30% after a bad experience.
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In ongoing work, we design mechanisms that do not rely on
these commonly-held beliefs. To understand the basic princi-
ple of our proposal, observe that if the mechanism has neither
a prior belief of the quality nor of the signal probabilities, a
buyer’s belief that the camera if of good quality still rises fol-
lowing a positive experience. Moreover, Amazon knows that
within some hours of ordering the camera, the buyer has not
yet received it, so that the mechanism can ask for two proba-
bilistic belief reports: one before the buyer receives the good
and another one thereafter. The crucial part is that by truth-
fully eliciting these two beliefs, the mechanism can infer the
binary signal that the buyer must have received. That is, if
the second belief report is higher, the experience must have
been good and vice versa. Note that the inferred signal is
required to condition the other buyers’ payments. In future
research, we will also study how to aggregate the elicited be-
liefs into a joint belief using proper scoring rules for both the
computation of the payments that ensure truthfulness and the
weighting of reports that corresponds to the expertise of each
individual buyer.

3 Incentive-Compatible Escrow Mechanisms

In a recent paper, we introduce a new class of trust mecha-
nism [Witkowski et al., 2011]. These escrow mechanisms are
“history-free” in that they do not rely on the publication of re-
ported feedback which improves on the state-of-the-art in that
it avoids two assumptions of reputation mechanisms: first, we
no longer need the assumption that sellers are long-lived, i.e.
that every seller is in the market long enough to be sufficiently
incentivized by future returns offsetting the immediate in-
centive to cheat, and, second, they remove the whitewashing
problem, i.e. the seller’s ability to create a new account with a
fresh reputation profile once an old one is ran down. The main
idea of an escrow mechanism is that a buyer does not pay the
seller directly but through a trusted third party (henceforth
the center). Once the seller has sent the good, the center asks
the buyer for her feedback and forwards the payment to the
seller only if the buyer acknowledges that the good arrived
in the promised condition. The key question is how to pro-
ceed with the withheld payments following a negative report.
Obviously, if the center reimbursed every buyer who reports
negatively, a rational buyer would always do so. While we
could use the reports solely to determine the seller’s payment
and leave the surplus that this generates with the center, this
mechanism would not be efficient since buyers would take
into account the probability that the good is lost and, conse-
quently, would lower their bids. The idea of our mechanism is
that the report of one buyer—instead of determining whether
she herself receives a payback—determines whether another
buyer receives a payback. In addition to being fully efficient,
this mechanism is incentive compatible, interim individually
rational and ex ante budget balanced. Moreover, and in con-
trast to previous work on trust and reputation [e. g., Dellaro-
cas, 2003], our approach does not rely on knowing the sell-
ers’ cost functions or the distribution of buyer valuations. We
also show how to make escrow mechanisms robust against
colluding buyers by introducing cross-seller matching, where
every buyer is matched with a buyer from a different seller to

determine her payback. As a consequence, in large markets
like eBay, the chances for two colluders to be matched with
one another are very small and, thus, the expected utility for
collusion is negative even under the assumption of minimal
coordination costs.

The general escrow mechanism technique is applicable to a
wide class of settings. A market that is particularly in need for
a trust mechanism is Amazon Turk. One of the particularities
of this market is that the verification of a task, i.e. whether the
task was duly completed, is costly and it is therefore not un-
common that the verification of a task is itself made a task.
In fact, for every original task, a requester usually creates
two verification tasks and other workers are asked to vote if
the original task was properly executed. Unfortunately, this
scheme does not properly incentivize effort and fraudulent
behavior is a major problem. In ongoing work, we develop
an escrow mechanism for this market that provides proper
incentives and increases efficiency by reducing the number
of necessary verification tasks. Once we have designed the
mechanism and proven its theoretical properties, we will run
an experiment with different designs on Amazon Turk itself.
We believe that it will be particularly interesting to study the
optimal trade-off between the cognitive costs incurred by the
respective level of complexity and the mechanism’s theoreti-
cal properties.
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