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Abstract

Probabilistic abstract argumentation combines
Dung’s abstract argumentation framework with
probability theory in order to model uncertainty
in argumentation. In this setting, we address the
fundamental problem of computing the probability
that a set of arguments is an extension according
to a given semantics. We focus on the most pop-
ular semantics (i.e., admissible, stable, complete,
grounded, preferred, ideal), and show the follow-
ing dichotomy result: computing the probability
that a set of arguments is an extension is either
PTIME or FP#P_complete depending on the se-
mantics adopted. Our PTIME results are partic-
ularly interesting, as they hold for some seman-
tics for which no polynomial-time technique was
known so far.

1

Argumentation allows disputes to be modeled, which arise
between two or more parties, each of them providing ar-
guments to assert her reasons. Although argumentation is
strongly related to philosophy and law, it has gained re-
markable interest in Al as a reasoning model for repre-
senting dialogues, making decisions, and handling incon-
sistency and uncertainty [Bench-Capon and Dunne, 2007;
Besnard and Hunter, 2008; Rahwan and Simari, 2009].

A simple but powerful argumentation framework is that
proposed in the seminal paper [Dung, 19951, where the ab-
stract argumentation framework (AAF) was introduced. An
AAF is a pair (A, D) consisting of a set A of arguments, and
of a binary relation D over A, called defeat (or, equivalently,
attack) relation. Basically, an argument is an abstract entity
that may attack and/or be attacked by other arguments. For
instance, consider the following scenario (inspired by an ex-
ample in [Hunter, 2013]), where we are interested in deciding
whether to organize or not a BBQ party in our garden on Sat-
urday. Assume that our decision should be taken considering
the argument a, which is “Our friends will have great fun
at the party”, and the argument b, which is “Saturday will
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rain” (according to the BBC weather forecasting service).
This scenario can be modeled by the AAF A, whose set of
arguments is {a, b}, and whose defeat relation consists of the
defeat § = (b, a), meaning that the fun at the party is jeopar-
dized if it rains.

Several semantics for AAFs, such as admissible, stable,
preferred, complete, grounded, and ideal, have been proposed
[Dung, 1995; Dung et al., 2007; Baroni and Giacomin, 2009]
to identify “reasonable” sets of arguments, called extensions.
Basically, each of these semantics corresponds to some prop-
erties which “certify” whether a set of arguments can be prof-
itably used to support a point of view in a discussion. For in-
stance, a set S of arguments is an extension according to the
admissible semantics if it has two properties: it is conflict-
free (that is, there is no defeat between arguments in .S),
and every argument (outside .S) attacking an argument in .S
is counterattacked by an argument in S. Intuitively enough,
the fact that a set is an extension according to the admissible
semantics means that, using the arguments in .S, you do not
contradict yourself, and you can rebut to anyone who uses
any of the arguments outside S to contradict yours. The other
semantics correspond to other ways of determining whether
a set of arguments would be a “good point” in a dispute, and
will be described in the core of the paper. For any seman-
tics sem, the fundamental problem of verifying whether a set
S of arguments is an extension according to sem is denoted
as VER®*™(S), and its complexity, for the above-mentioned
semantics, has been addressed in [Dunne and Wooldridge,
2009; Dunne, 2009].

As a matter of fact, in the real world, arguments and defeats
are often uncertain, thus, several proposals have been made to
model uncertainty in AAFs, by considering weights, prefer-
ences, or probabilities associated with arguments and/or de-
feats. In this regard, [Dung and Thang, 2010; Li et al., 2011,
Thimm, 2012; Rienstra, 2012] have recently extended the
original Dung framework in order to achieve probabilistic ab-
stract argumentation frameworks (PrAFs), where uncertainty
of arguments and defeats is modeled by exploiting the proba-
bility theory. In particular, [Li et al., 2011] proposed a PrAF
where both arguments and defeats are associated with proba-
bility values. For instance, a PrAF 4 can be obtained from
the AAF A by considering the arguments a, b, and the defeat
0 as probabilistic events, having probabilities Pr(a) .9,
Pr(b) = .7, and Pr(d) = .9. Basically, this means that there



is some uncertainty about the fact that our friends will have
fun at the party, about the truthfulness of the BBC weather
forecasting service, and about the fact that the bad weather
forecast actually entails that the party will be disliked by our
friends.

The issue of how to assign probabilities to arguments and
defeats in abstract argumentation, with particular reference
to the PrAF proposed in [Li et al., 2011], has been deeply
investigated in [Hunter, 2012; 2013], where the justification
and the premise perspectives have been introduced. In this
paper, we do not address this issue, but, assuming that the
probabilities of arguments and defeats are given, we tackle
the probabilistic counterpart of the problem VER®*™(S), that
is, the problem PROB%™(S) of computing the probability
Prse™(S) that a set S of arguments is an extension accord-
ing to a given semantics sem. To this end, we consider the
PrAF proposed in [Li et al., 2011], which is based on the no-
tion of possible world. Basically, given a PrAF F, a possible
world represents a (deterministic) scenario consisting of some
subset of the arguments and defeats in /. Hence, a possible
world can be viewed as an AAF containing exactly the argu-
ments and the defeats occurring in the represented scenario.
For instance, considering the above-introduced PrAF 4, the
possible world ({a}, ) is the AAF representing the scenario
where only a occurs, while the possible world ({a, b}, {d})
is the AAF representing the scenario where all the arguments
and defeats occur.

In [Li et al., 2011] it was shown that a PrAF admits a
unique probability distribution over the set of possible worlds,
which assigns a probability value to each possible world co-
herently with the probabilities of arguments and defeats. This
follows from the assumption that arguments are viewed as
pairwise independent probabilistic events, while each defeat
is viewed as a probabilistic event conditioned by the oc-
currence of the arguments it relates, but independent from
any other event. Once shown that a PrAF admits a unique
probability distribution over the set of possible worlds, the
probability Pr3¢™(S) is naturally defined as the sum of the
probabilities of the possible worlds where the set S of argu-
ments is an extension according to the semantics sem. Un-
fortunately, as pointed out in [Li et al., 2011], computing
Prse™(S) by directly exploiting its definition would result
in an exponential time algorithm. However, this does not
mean that PROB%™(.S) is intractable, since it does not rule
out the possibility that polynomial time algorithms for com-
puting Pr5£™(.S) exist. Hence, the point becomes: what ac-
tually is the computational cost of computing Pr3™(S)? To
the best of our knowledge this question has not been answered
so far.

Main contributions. In this paper, we characterize the
computational complexity of the problem PROB%™(S) of
computing Pri¢™(S), where sem is one of the follow-
ing semantics: admissible, stable, complete, grounded,
preferred, ideal. The complexity of PROB%™(S) is re-
ported in (the rightmost column of) Table 1, which, for the
sake of completeness, also reports the results concerning

VER®**™(S) [Dunne and Wooldridge, 2009; Dunne, 2009].
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[ sem | VER*™(S) | PrROB¥X™(S) |
admissible PTIME PTIME
stable PTIME PTIME
complete PTIME FP#P_complete
grounded PTIME FP#P_complete
preferred coNP-complete | FP#P-complete
ideal coNP-complete | FP#P-complete

Table 1: Complexity of VER**™(.S) and PROB¥™(.S).

Our results are interesting from two standpoints. First,
comparing the complexity of PROB%™(.S) with that of its
deterministic counterpart VER*¢"*(.S) shows that (i) for some
semantics (that is, complete and grounded) VER®*®™(S) is
tractable while PROB*%"(.S) is not; (ii) for other semantics
(that is, admissible and stable) the two problems are both
tractable; and, finally, there are semantics (that is, preferred
and ideal) for which these problems are both intractable.

Second, our complexity analysis allows us to understand
for which semantics computing Pr3¢™ (S) is feasible in prac-
tice or not. Indeed, [Li er al., 2011] claimed that computing
the exact value of probability Pr5<™ (.S) requires exponential
time, and then proposed a Monte-Carlo simulation approach
to approximate Pr5"(S). The claim of [Li ez al., 2011] is
based on the implicit assumption that, in order to compute
Pr3£™(S), it is necessary to look at all the possible worlds
of F, which are exponential in number. However, as far as
the admissible and stable semantics are concerned, our re-
sults show that the exact value of Pr3f™(S) can be deter-
mined in polynomial time, without enumerating the possible
worlds. Hence, using approximate techniques for estimating
Pr3£™(S) is not needed for these semantics. In contrast, the
fact that PROB3™(S) is FP#F-complete for the other se-
mantics (complete, grounded, preferred, ideal) backs the use
of the approach of [Li et al., 2011] in these cases.

2 Preliminaries

In this section, we briefly recall some basic notions about
computational complexity, and concisely overview Dung’s
abstract argumentation framework, and its probabilistic ex-
tension introduced in [Li et al., 2011].

2.1 Complexity

The computational complexity of the problem addressed in
this paper is related to the complexity classes of counting
problems. A counting problem f is a function from strings
over a finite alphabet into integers. #P is the complexity
class of the functions f such that f counts the number of ac-
cepting paths of a nondeterministic polynomial-time Turing
machine [Valiant, 1979]. Although the problem addressed in
the paper is closely related to # P, strictly speaking, it cannot
belong to it, since the outputs of our problem are not integers.
In fact, we deal with the class F'P#F that is, the class of
functions computable by a polynomial-time Turing machine
with a # P oracle.



In the following, we will show that, depending on the
adopted semantics, the problem PROB*™ (.S) of computing
Pr3¢™(S) belongs to either F P#F or PTIME. We also show
lower bounds on the complexity of PROB%™(.S). In this re-
gard, note that a function is FP#P _hard iff it is # P-hard,
and thus to prove that a problem is ' P#¥-hard it suffices to
reduce a # P-hard problem to it.

2.2 Abstract Argumentation

An abstract argumentation framework [Dung, 1995] (AAF)
is a pair (A, D), where A is a finite set, whose elements are
referred to as arguments, and D C A x A is a binary relation
over A, whose elements are referred to as defeats (or attacks).
An argument is an abstract entity whose role is entirely deter-
mined by its relationships with other arguments. Given an
AAF A, we also refer to the set of its arguments and the set
of its defeats as Arg(A) and Def(A), respectively.

Given arguments a, b € A, we say that a defeats b iff there
is (a,b) € D. Similarly, a set S C A defeats an argument
b € A iff there is a € S such that a defeats b.

Aset S C A of arguments is said to be conflict-free if there
are no a,b € S such that a defeats b. An argument a is said
to be acceptable w.r.t. S C A iff Vb € A such that b defeats
a, there is ¢ € S such that ¢ defeats b.

Several semantics for AAFs have been proposed to iden-
tify “reasonable” sets of arguments, called extensions. We
consider the following well-known semantics [Dung, 1995;
Dung et al., 2007]: admissible (ad), stable (st), complete
(co0), grounded (gx), preferred (pr), and ideal (1d).

Aset S C A of arguments is said to be

an admissible extension iff S is conflict-free and all its
arguments are acceptable w.r.t. S;

a stable extension iff S is conflict-free and S defeats
each argument in A \ S;

a complete extension iff S is admissible and S contains
all the arguments that are acceptable w.r.t. S

a grounded extension iff .S is a minimal (w.r.t. C) com-
plete set of arguments;

a preferred extension iff S is a maximal (w.r.t. C) ad-
missible set of arguments;

an ideal extension iff S is admissible and S is contained
in every preferred set of arguments.

Note that, with a little abuse of notation, we denote as ideal
extension what in the literature is often denoted as ideal set.

Example 1 Consider the AAF (A, D) obtained by extending
the AAF A = ({a,b}, {01 = (b,a)}) presented in the intro-
duction as follows. The set A of arguments is {a,b, c}, where
c is the new argument “Saturday will be sunny” (according to
the Telegraph weather forecasting service). The set D of de-
feats is {61 = (b,a),d2 = (b, c),d3 = (c,b)}, where do and J3
encode the fact that arguments b and c attack each other. As
S = {a, c} is conflict-free and every argument in S is accept-
able w.r.t. S, it is the case that S is admissible. It is easy to
see that the sets {b}, {c}, and O are admissible extensions as
well. Since S is conflict-free and defeats b (the only argument
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in A\S) it is stable. As S is maximally admissible, it a pre-
ferred extension, while {c} is not, since a is acceptable w.r.t
{c}. It is easy to check that S is complete, while it neither is
grounded (since it is not minimally complete, as the emptyset
is complete) nor ideal (since it is not contained in {b} which
is a preferred extension).

Given an AAF A, aset S C Arg(.A) of arguments, and a
semantics sem € {ad, st, co, gr, pr, id}, we define the
function ext(A, sem, S) which returns frue if S is an exten-
sion according to sem, false otherwise.

2.3 Probabilistic Abstract Argumentation

We now review the probabilistic abstract argumentation
framework proposed in [Li er al., 2011].

Definition 1 (PrAF) A probabilistic argumentation frame-
work (PrAF) is a tuple (A, Pa, D, Pp) where (A, D) is an
AAF, and P4 and Pp are, respectively, functions assigning a
non-zero' probability value to each argument in A and defeat
in D, thatis, P4 : A — (0,1]NQand Pp : D — (0,1]NQ.

Basically, the value assigned by P4 to an argument a repre-
sents the probability that a actually occurs, whereas the value
assigned by Pp to a defeat (a,b) represents the conditional
probability that a defeats b given that both a and b occur.

The meaning of a PrAF is given in terms of possible
worlds, each of them representing a scenario that may occur
in the reality. Given a PrAF F, a possible world is modeled
by an AAF which is derived from F by considering only a
subset of its arguments and defeats. More formally, given a
PrAF F = (A, P4, D, Pp), a possible world w of F is an
AAF (A’ D) such that A C Aand D' C DN (A" x A').
The set of the possible worlds of F will be denoted as pw(F).
Example 2 As a running example, consider the PrAF F =
(A, Pa, D, Pp) where A and D are those of Example 1, and
assume that Pp(62) = Pp(d3) = 1 (meaning that arguments
b and c attack each other in all the possible scenarios), and
that Pa(c) = .2 (this corresponds to the assumption that
the Telegraph weather forecasting service has a low relia-
bility). Furthermore, recall that Pa(a) = .9, Pa(b) = .7,
Pp(61) = .9, as defined in the introduction. The set pw(F)
contains the following possible worlds:

wr = (0,0) w2 = ({a},0) ws=({b},0) ws=({c},0)
Ws = <{a7 b}7®> We = ({a,c},@) w7 = <{b7 C}7®>
ws = (A,0) wyo = ({a,b},{d1}) w0 = ({b,c},{d3})

wir = ({b; ¢}, {62}) wiz = ({b,c}, {02, 03}) wiz = (A, {01})
w14 = <A,{51,53}> w15 = <A,{(51,52}> wie = <A,D>
wir = (A, {d2}) wis = (A, {d3}) wio = (4,{02,03})

An interpretation for a PrAF F = (A, P4, D, Pp) is a
probability distribution function I over the set pw(F) of the
possible worlds. Assuming that arguments represent pair-
wise independent events, and that each defeat represents an
event conditioned by the occurrence of its argument events
but independent from any other event, the interpretation for
the PrAF F = (A, P4, D, Pp) is as follows. For each possi-
ble world w € pw(F), w is assigned by I the probability:

I(’LU) = HaEArg(w) PA(CL) X HaEA\ATg(w)(l - PA(a)) X
X [Isepesuw) Pp(0) X [seBuwnpesw) (I — Pp(9))

! Assigning probability equal to 0 to arguments/defeats is useless.



where D(w) is the set of defeats that may appear in the pos-
sible world w, that is D(w) = D N (Arg(w) x Arg(w)).
Hence, the probability of a possible world w is given by the
product of four contributions: (i) the product of the probabil-
ities of the arguments belonging to w; (i) the product of the
one’s complements of the probabilities of the arguments that
do not appear in w; (iii) the product of the conditional proba-
bilities of the defeats in w (recall that a defeat 6 = (a, b) may
appear in w only if both @ and b are in w); (iv) the product of
the one’s complements of the conditional probabilities of the
defeats that, though they may appear in w, they do not.

Example 3 Continuing our running example, the interpreta-
tion I for F is as follows. First of all, observe that, for each
possible world w € pw(F), if both arguments b and ¢ be-
long to Arg(w) and 62 € Def(w) or 03 ¢ Def(w), then
I(w) = 0. The probabilities of the other possible worlds are
the following:

I(wi) = (1 — Pa(a))x (1 — Pa(b))x (1 — Pa(c)) = .024;
I(ws) = .216; I(ws) = .056; I(ws) = .006;

I(ws) = Pa(a) x Pa(b) x (1= Pa(c)) x (1— Pp(61)) = .0504;
I(U)G) = .054,‘ I(’u)g) = .4536,‘ I(’w12) = .014,‘

I(wlg) = 1134, I(’w19) = .0126.

The probability that a set S of arguments is an extension
according to a given semantics sem is defined as the sum of
the probabilities of the possible worlds w for which S is an
extension according to sem, i.e., ext(w, sem, S) = true.

Definition 2 (Pr#"(S)) Given a PrAF F, a set S of argu-
ments, and a semantics sem, the probability Pr5™(S) that
S is an extension according to sem is

P,r,.s}_em(S) = Zwepw(}')/\ezt(w,sem,S) I(U))
The following example shows usages of this definition.

Example 4 In our running example, the probabilities that the
sets S1 = {b}, and Sy = {ac} are admissible are as follows:

Pr%d(Sl) :[(W3)—|—I(w5)+[(’UJ9)+[(’LU12)+[(’LU16)+[(U}19) =.7
P?”;—l:d(SQ) = I(w6)+ I(’LU16)—|— ](w19) =.18

It is easy to see that, as Sy is stable in the same possi-
ble worlds where it is admissible, Pr$t(Sy) = Prf_—d(Sg).
The probability that Sy is stable is as follows: Pr2t(S))
[(’wg) + I(w9)+ I(wlg) + ](’wm) = .637.

sSem

Obviously, computing Pr3™(.S) by directly applying Def-
inition 2 would require exponential time, since it relies on
summing the probabilities of an exponential number of possi-
ble worlds. However, this does not rule out the possibility that
efficient strategies for computing Pr5¢™ (.S) exist. In fact, in
the next section we determine tractable and intractable cases

sem(s).

for the problem of computing Prf

3 Complexity of Probabilistic Argumentation
We characterize the complexity of the following problem.

Definition 3 (Problem PROB?"(S)) Given a PrAF F
(A, Pa,D, Pp), a set S C A of arguments, and a seman-
tics sem in {ad, st, co, gr, pr, i1d}, PROB™(S) is the
problem of computing Prig™(S).
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In the complexity analysis, the size of the input of our prob-
lem is the sum of the sizes of A and D 2.

Our results are summarized in the rightmost column of Ta-
ble 1. We first show that PROB%™(.S) is tractable for the
admissible and stable semantics (Section 3.1). Next, we pro-
vide lower and upper bounds on the complexity PROB%™(.S)
for the other semantics (Section 3.2).

Due to space limitations, we only give a hint on some of
the proofs of our results.

3.1 Tractable Cases

We first show that PROB?_-d(S ) can be solved in polynomial

time. Then, we show a similar result for the stable semantics.
The tractability of PROB%d(S) follows from the follow-

ing lemma, which states that Pr?_-d(S ) can be determined by
evaluating an expression which only involves the probabili-
ties of the arguments and defeats of the PrAF.

Lemma 1 Givena PrAF F = (A, Py, D, Pp) and a set S C
A, Pr}a_-d(S) = Py(S) - Py(S) - P3(S), where®:
Pi(S) =1 ,es Pala),

Pa(S) =TI (atyep (1= Pol(a,b)), and

Na €S
Abe S

Ps(S) =TT uears (Pgl(s, d)+ Ps3(S, d)+ Pss(S, d)), where:
P31(S,d) = 1—Pa(d),
Puo(S,d) = Pa(d) < IT (qpyep (1=Po({d:b)).

Ab €S
Py3(S,d) = Pa(d) x <1 ~TI e D (1—PD(<d, b)))) x

<(1-1 i € (1-Pot(aa)) ).

This lemma can be proved by observing that the fact that
a set .S of arguments is admissible can be expressed as the
probabilistic event E(S) = e1(S) A e2(S) A e3(S), where:

e ¢1(9) is the event that all of the arguments in .S occur;

e e5(95) is the event that, given that e;(S) holds, S is
conflict-free; and

e e3(.9) is the event that, given that e; (.S) holds, for all the
arguments d in A\ S, one of the following events holds:

- e31(5, d): d does not occur,

— e32(5,d): d occurs and no defeat (d,b), with be S,
occurs,

- e33(S,d): d occurs, there is at least one argument
b € S such that (d,b) occurs, and there is at least
one argument a € S such that (a, d) occurs.

We point out that the occurrence of events e2(S) and e3(S)
is conditioned by the occurrence of event e;(.S), and that
e2(S) and e3(S) are independent from one another. More-
over, for each pair of distinct arguments d',d’ € A/S,

The sizes of the rational numbers encoding the probabilities of
arguments and defeats are assumed to be bounded by a constant.
Note that, an empty product evaluates to 1.



subevents e3q (59, d’), e32(S,d’) and e33(S,d’) are indepen-
dent from subevents e31(S,d"”), es2(S,d") and es3(S,d").
Finally, note that, for each d € A/S, subevents e3; (S, d),
e32(9, d) and e33(.9, d) are mutually exclusive.

Starting from the above considerations, it can be shown
that Pr(FE(S)) = Pr(e1(S))- Pr(e2(S))- Pr(es(S)), where
Pr(e;) denotes the probability of event e;. Moreover, it is
easy to see that Pr(e;(S5)) (resp., Pr(ez(S5))) is equal to the
value of expression Py (.5) (resp., P>(.5)) given in Lemma 1.
Furthermore, it can be shown that Pr(e3(S)) is equal to
P3(S) = Ilaears (P31(S,d) 4 Ps3(S,d) + Ps3(S,d)).
where P31 (S, d), Ps2(S,d) and Ps3(S, d) are the probabili-
ties of the mutually exclusive events e3; (.S, d), e32(S, d), and
es33(S, d), respectively.

Example 5 Continuing our running example, where S
{b} and S3 = {a,c}, Prja_-d(Sl) can now be computed by
applying Lemma 1 :

Pr?d(Sl) = P4s(b) X [(1—= Pa(a))+ Pa(a) x 14+ Pa(a) %
(1—=1) x (L= (1= Pp(61)))] x [(1 = Pa(c)) + Pale) x (1 -
Pp(d3)) + Pa(c) x (1= (1= Pp(d3))) x (1= (1= Pp(d2)))] =
TIX[1+.94+0] x[8+0+.2]=.7

Similarly, we can derive that Prja_-d(Sg) =.18.

The result of Lemma 1 allows us to give a polynomial time

algorithm to solve PROB%d(S): evaluate the expression of
Lemma 1 by iterating on the arguments and defeats in the

PrAF F. The complexity this algorithm is as follows.

Theorem 1 PROB]a_-d(S) can be solved in time O(]S| - | A|).

We now address the problem of computing the probability
that a given set .S of arguments is stable for a given PrAF F.
We show that PROBS® (S) can be solved in polynomial time
by exploiting the result of the following lemma.

Lemma 2 Given a PrAF F = (A, Py, D, Pp), and a set
S C A Pret(S) = Pi(S) - Pu(S) - P3(S), where

Py (S) and P»(S) are defined as in Lemma 1 and P3(S)
HdeA\s (P31(Sv d) + Ps2(S, d)) where
Ps1(S,d) = 1—Pa(d), and

Pua(8,d) = Pa(d) x (1 =11 (@qyep (1
Na € S

- Po((a, ).

Similar to the case of admissible semantics, the fact that a
set S of arguments is stable can be expressed as the proba-
bilistic event E'(S) = e1(S) A e2(S) A €5(S), where:

e ¢1(S) and ey(S) are the events introduced after

Lemma 1, and

e ¢5(S) is the event that, given that e; (.S) holds, for all the
arguments d in A\ S, one of the following events holds:
- e31(S,d): d does not occur,
— e55(S5,d): doccurs and it is defeated by .S, that is,
at least one defeat (a, d), with a € S, occurs.

Reasoning analogously to the case of Lemma 1 it can be
shown that Pr(E’(S)) is equal to P;(S)- P2(S)- P3(S).

Example 6 Considering again our running example, from
Lemma 2 we have that:
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Pr®(81) = Pa(b)x[(1—Pa(a))+Pa(a)x (1—(1—Pp(61)))] x
[(1 = Pa(c)) + Pa(c) x (1 — (1 — Pp(d2)))] = .637.
Reasoning analogously, P?“f—t (S2) results equal to .18.

The complexity of an algorithm for solving PROB]S_-t (9),
by exploiting Lemma 2, is stated in the following theorem.

Theorem 2 PROBSE(S) can be solved in time O(|S| - |A|).

Theorems 1 and 2 show that, for the admissible and stable
semantics, the problem of computing Pr%¢"(S) is tractable.

Thus, for PROB ji_d (S) and PROBS® (S) there is no need to re-
sort to approximate techniques for estimating Pr?_—d (S) and

Pr$t(S), as instead proposed in [Li et al., 2011] where a
Monte-Carlo simulation approach is adopted. In fact, our re-

sults show that PROB29(S) and PROBS® (S) belong to the
same complexity class as VER?(S) and VERST ().

3.2 Hard Cases

We now characterize the computational complexity of the
problem of computing the probability that a given set of ar-
guments is an extension according to the complete, grounded,
preferred, and ideal semantics. Specifically, we show that the
lower bound on the complexity of PROB%™(.S) for each of
these semantics is F'P#F. This result motivates the use of
approximate strategies, such as those adopted in [Li et al.,
2011], when dealing with these kinds of extensions. More-
over, we show that ' P#7 is also an upper bound on the com-
plexity of PROB%™ (.S) for each of these semantics, thus pro-
viding a tight complexity characterization for PROB%™(.S).

Theorem 3 For sem € {co, gr, pr, id}, it holds that
PROBS™(S) is F P#F-complete.

We give a hint on the F'P#F-hardness proof of Theo-
rem 3. The F'P#? hardness of PROB5:™(S) for sem € {co,
gr} is shown by providing a Cook reduction to our problem
from the # P-hard problem #PP2DNF (Partitioned Positive
2DNF) [Provan and Ball, 1983], that is, the problem of count-
ing the number of satisfying assignments of a DNF formula
¢ = C1VCs V. ..V} whose propositional variables are pos-
itive and can be partitioned into two sets X = {z1,...,z,}
and Y = {y1,...,Ym}, and each clause C; has the form
x; Ny, withz; € Xandy, €Y.

Given a #PP2DNF instance ¢, we construct the PrAF
Fs = (A, P4, D, Pp) such that (i) A contains an argument
for each propositional variable in ¢, an argument ¢, for each
clause Cy of ¢, and an argument s; (ii) D contains the defeats
(@i, ce) and (y;, ce) for each clause Cy = x; A y; of ¢, and
the defeats (s, z;) and (z;, z;) (resp., (s, y;) and (y;,y;)) for
each variable x; (resp., y;) of ¢; (iii) P4 assigns probability 1
to all the arguments in A; Pp assigns probability 1 to all the
defeats in D except the defeats (s, z;) and (s, y;), which are
assigned .5. As an example of this construction, the PrAF F
resulting from ¢’ = (21 Ay1)V(22Ay1)V(z3AY2) V(3 \Y3)
is represented by the direct graph shown in Figure 1(a). In
this graph, (i) every node represents an argument, (ii) every
edge represents a defeat, and (iii) for each argument/defeat,
its probability (if different from 1) is specified near to it.
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Figure 1: (a) PrAF Fy (b) Possible world w.

It can be shown that there is a bijection b : 7 — pw(F) be-
tween the set 7 of truth assignments of ¢ and the set pw(F)
of possible worlds. For instance, in the example above, the
truth assignment 7/ = x1 /1, 22 /0, 23/0,y1/1, y2/0, y3/0 for
¢’ one-to-one corresponds to the world w,, shown in Fig-
ure 1(b), where the fact that variable x1 (resp., y1) is assigned
1 by 7 is encoded by the occurrence of the defeat (s, 1)
(resp., (s,y1)) in w,.

We proved that, given a truth assignment 7 for the variables
of ¢, ¢ evaluates to frue under 7 iff S = {s} is not a complete
extension in the world w = b(7). Continuing our example, it
is easy to see that the truth assignment 7/ makes ¢’ true and
{s} is not a complete extension in w, since s defeats both x;
and y; which makes ¢; acceptable w.r.t {s}.

Furthermore, it can be shown that the number of satisfying
assignments #¢ of ¢ is equal to 2"T™ - (1— Pr§°({s})),
which completes the F'P#¥-hardness proof for PROBS(S).

To summarize, our complexity analysis shows that, while
the problem VER*“™(S) of verifying whether a set S of argu-
ments is an extension according to sem is intractable only for
the preferred and the ideal semantics, its probabilistic coun-
terpart PROB%¢" (.S) results to be intractable for the grounded
and the complete semantics as well.

4 Related work

Recently approaches for handling uncertainty in AAFs by
relying on probability theory have been proposed in [Dung
and Thang, 2010; Rienstra, 2012; Li et al., 2011; Thimm,
2012]. With the aim of modeling jury-based dispute resolu-
tions, [Dung and Thang, 2010] proposed a PrAF where uncer-
tainty is taken into account by specifying probability distri-
bution functions (PDFs) over possible worlds and shown how
an instance of the proposed PrAF can be obtained by speci-
fying a probabilistic assumption-based argumentation frame-
work (introduced by themselves). In the same spirit, [Rien-
stra, 2012] defined a PrAF as a PDF over the set of possible
worlds, and introduced a probabilistic version of a fragment
of ASPIC framework [Prakken, 2010] that can be used to in-
stantiate the proposed PrAF. Differently from the two pre-
vious approaches, [Li et al., 2011] proposed a PrAF where
probabilities are directly associated with arguments and de-
feats, instead of being associated with possible worlds. [Li et
al., 2011] claimed that computing the probability Pr(S) that
a set S of arguments belongs to an extension requires expo-
nential time for every semantics, and then proposes a Monte-
Carlo simulation approach to approximate Pr(.S). In [Li et
al., 2011], as well as in [Dung and Thang, 2010], [Rienstra,
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2012], Pr(S) is defined as the sum of the probabilities of the
possible worlds where S is an extension, according to a given
semantics. [Thimm, 2012], instead, did not define a proba-
bilist version of a classical semantics, but introduced a new
probabilistic semantics. This semantics is based on specify-
ing a class of PDFs, called p-justifiable PDFs, over sets of
possible AAFs, and shown that this probabilistic semantics
generalizes the complete semantics.

Though in the above-cited works probability theory is rec-
ognized as a fundamental tool to model uncertainty, a deeper
understanding of the role of probability theory in abstract
argumentation was developed only later in [Hunter, 2012;
2013], where the connection among argumentation theory,
classical logic, and probability theory was investigated.

Besides the approaches that model uncertainty in AAFs
by relying on probability theory, many proposals have been
made where uncertainty is represented by exploiting weights
or preferences on arguments and/or defeats [Bench-Capon,
2003; Amgoud and Vesic, 2011; Amgoud and Cayrol, 2002;
Modgil, 2009; Dunne et al., 2011; Coste-Marquis et al.,
2012], or by relying on the possibility theory [Amgoud and
Prade, 2004; Alsinet et al., 2008a; 2008b].

Although the approaches based on weights, preferences,
possibilities, or probabilities to model uncertainty have been
proved to be effective in different contexts, there is no com-
mon agreement on what kind of approach should be used
in general. In this regard, [Hunter, 2012; 2013] observed
that the probability-based approaches may take advantage
from relying on a well-established and well-founded theory,
whereas the approaches based on weights or preferences do
not conform to well-established theories yet.

The computational complexity of computing extensions
has been throughly investigated for AAFs [Dunne and
Wooldridge, 2009; Dunne, 2009], for the case of adding
weights to AAFs [Dunne et al., 2011; Coste-Marquis ef al.,
2012], and for the case of using preferences [Amgoud and
Vesic, 2011]. To the best of our knowledge, this work is the
first one characterizing the computational complexity of the
problem of computing the probability that a set of arguments
is an extension according to a given semantics.

5 Conclusions and future work

In this paper we focused on the probabilistic argumenta-
tion framework proposed in [Li et al., 2011], and character-
ized the complexity of computing the probability that a set
of arguments is an extension according to a given seman-
tics. We showed that the complexity of this problem is ei-
ther PTIME or FP#F, depending on the considered se-
mantics. Extending the complexity study presented in this
paper to other AAF semantics, such as the semi-stable [Cam-
inada, 20061, the stage [Caminada, 20101, the CF2 [Baroni
et al., 2005] and the prudent [Coste-Marquis et al., 2005]
semantics, is an interesting direction for future work. An-
other promising direction is that of characterizing the com-
plexity of the probabilistic version of the credulous/sceptical
acceptance problem, that is, the problem of computing the
probability that an argument belongs to any/every extension
according to a given semantics.
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