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Abstract

In recommendation systems, probabilistic matrix factorization (PMF) is a state-of-the-art collaborative filtering method by determining the latent features to represent users and items. However, two major issues limiting the usefulness of PMF are the sparsity problem and long-tail distribution. Sparsity refers to the situation that the observed rating data are sparse, which results in that only part of latent features are informative for describing each item/user. Long tail distribution implies that a large fraction of items have few ratings. In this work, we propose a sparse probabilistic matrix factorization method (SPMF) by utilizing a Laplacian distribution to model the item/user factor vector. Laplacian distribution has ability to generate sparse coding, which is beneficial for SPMF to distinguish the relevant and irrelevant latent features with respect to each item/user. Meanwhile, the tails in Laplacian distribution are comparatively heavy, which is rewarding for SPMF to recommend the tail items. Furthermore, a distributed Gibbs sampling algorithm is developed to efficiently train the proposed sparse probabilistic model. A series of experiments on Netflix and Movielens datasets have been conducted to demonstrate that SPMF outperforms the existing PMF and its extended version Bayesian PMF (BPMF), especially for the recommendation of tail items.

1 Introduction

With the emerging of big data, recommender systems play a more and more important role to provide personalized recommendation and improve the user experience [Adomavicius and Tuzhilin, 2005]. In the last decade, the collaborative filtering (CF) methods based on matrix factorization (MF) [Koren et al., 2009] have shown their ability to build accurate prediction models and are widely adopted in commercial world such as Amazon, Google and Netflix [Dror et al., 2012]. MF methods predict the user preference by determining the latent features of users and items. More precisely, MF method factorizes the rating matrix into two low-rank matrices, one for latent user factor and the other for latent item factor. By multiplying these two latent factors, we can complete the original incomplete rating matrix and do recommendation.

Even though a variety of MF methods [Berry et al., 1999; Salakhutdinov and Mnih, 2007; 2008; Chen et al., 2011; Shi et al., 2013; Bauer and Nanopoulos, 2014] have been proposed and lead to promising recommendation results, they are limited in modern recommendation systems due to the sparse and large-scale rating data. The sparsity of data refers to the lack of observed rating data that makes it difficult and unreliable to predict the user preference. One accompanying phenomenon is long-tail effect where a large fraction of items have few ratings [Anderson, 2006]. Although the amount of users relating to each individual tail item is small in absolute numbers, collectively they cover a substantial fraction of all users. Additionally, a user’s rarer purchases in e-commerce are also more informative of their tastes than their purchases of popular items. Hence, making use of the tail items is important to predict the user preference in modern recommendation systems. In such sparse observed rating data, the number of items that each user are interested in is very small. Recall the principle of MF methods, each user factor measures how much the user likes items that score high on the corresponding item factor [Koren et al., 2009]. Thus, each user can be characterized well by a few latent features, i.e., the user factor vector in latent feature space should be sparse. This is the main motivation of our work.

For the sake of dealing with sparse rating data, probabilistic matrix factorization (PMF) [Salakhutdinov and Mnih, 2007] was proposed based on the assumption that the latent factors follow Gaussian distribution. This assumption makes sense when the observations are continuous, however it is less justified when the data are on an ordinal scale [Lakhmirayanan et al., 2011]. Later, Bayesian matrix factorization (BPMF) [Salakhutdinov and Mnih, 2008] is estimated by imposing Gaussian-Wishart priors over the factor vectors and tries to generate a non-Gaussian distribution via a product of two multivariate Gaussians. Recently, a sparse covariance prior is adopted in [Shi et al., 2013] to enforce the user and item factors and make each latent feature reflect the semantics more properly. To date, PMF and its variants become the arguably representative CF methods, but they can not guarantee that each user is effectively represented by the most informative latent features. In real applications, obtaining proper
user/item representation is crucial to complete the sparse rating matrix especially for the cell values corresponding to the tail items.

We therefore present a sparse probabilistic matrix factorization method (SPMF) by utilizing Laplace distribution to model the item/user factor vector. Laplace distribution [Mohamed et al., 2011] makes the most elements of each factor vector close to zero, which on the one hand is beneficial for SPMF to distinguish the relevant and irrelevant latent features for each user/item. Meanwhile, the tails in Laplace distribution are comparatively heavy, which on the other hand is rewarding to identify the tail items and partially solve the long-tail problem. Because Laplace distribution is non-smooth, the Bayesian inference of SPMF is not analytically tractable. In this paper, we express it as a scale-mixture of Gaussian distribution and exponential density, and employ the Markov chain Monte Carlo technique to perform the Bayesian inference. The second distinguishing feature of our work is the distributed Gibbs sampling algorithm for training the SPMF model, which can efficiently deal with large-scale, sparse and very imbalanced dataset such as 1M MovieLens and 100M Netflix data.

The rest of the paper is organized as follows. The related work is described in Section 2. Section 3 gives the proposed sparse probabilistic matrix factorization model and the distributed Gibbs sampling algorithm for model inference. A series of experimental results on real world datasets are listed and discussed in Section 4. A brief conclusion and future work are shown in Section 5.

2 Related Work

Our proposed model can be taken as a variant of Probabilistic Matrix Factorization. Let us briefly review PMF and Bayesian PMF.

2.1 Probabilistic Matrix Factorization

Probabilistic Matrix Factorization (PMF) is a probabilistic linear model with Gaussian observation noise [Salakhutdinov and Mnih, 2007]. Figure 1(a) shows the graphical model of PMF using the plate convention. The conditional distribution of observed rating data $R \in \mathbb{R}^{M \times N}$ on the latent user factor $U \in \mathbb{R}^{D \times M}$ and item factor $V \in \mathbb{R}^{D \times N}$ is modeled via

$$p(R|U, V, \sigma^2) = \prod_{i=1}^{M} \prod_{j=1}^{N} N(R_{ij}|U_i^T V_j, \sigma^2) I_{ij}$$

(1)

where $M$ is the number of users, $N$ is the number of items, $D$ is the number of latent features. $N(x|\mu, \sigma^2)$ denotes Gaussian distribution with mean $\mu$ and variance $\sigma^2$. $I_{ij}$ is an indicator function, $I_{ij} = 1$ if the $i$th user is associated with the $j$th item, otherwise $I_{ij} = 0$. The user factor and item factor are assumed to follow Normal distribution, i.e.,

$$p(U|\sigma^2_U) = \prod_{i=1}^{M} N(U_i|0, \sigma^2_U I)$$

(2)

$$p(V|\sigma^2_V) = \prod_{j=1}^{N} N(V_j|0, \sigma^2_V I)$$

(3)

In [Salakhutdinov and Mnih, 2007], maximizing the log-posterior of (1) is implemented by minimizing the sum-of-squares error function with quadratic regularization terms. However, restricting all features to the same regularization level limits the flexibility of the model. Moreover, it is computationally very expensive to search for appropriate values of the regularization parameters.

2.2 Bayesian Probabilistic Matrix Factorization

Bayesian probabilistic matrix factorization (BPMF) [Salakhutdinov and Mnih, 2008] introduces Gaussian-Wishart priors for the hyperparameters, as shown in Figure 1(b). Among them, the prior distributions over $U$ and $V$ are assumed to be Gaussian:

$$p(U|\mu_U, \Lambda_U) = \prod_{i=1}^{M} N(U_i|\mu_U, \Lambda_U^{-1})$$

(4)
\[ p(V|\mu, \Lambda) = \prod_{j=1}^{N} N(V_j|\mu, \Lambda^{-1}) \quad (5) \]

The hyperparameters \( \Theta = \{ \mu, \Lambda \}, \Theta_v = \{ \mu_v, \Lambda_v \} \) are assumed to be Gaussian-Wishart distribution. By maximizing the log-posterior of the model over both parameters and hyper parameters, BPMF can automatically control the model complexity. Later, Shi et al. [Shi et al., 2013] proposed sparse covariance matrix factorization (SCMF) by imposing Laplace prior on the covariance matrices of \( U \) and \( V \) to consider the feature correlations and prevent overfitting. Although BPMF and SCMF obtain promising results, they, like PMF, assume that the factors follow Gaussian distribution, which is not justified especially when the data are extremely sparse.

In the next section, we will give a sparse probabilistic matrix factorization model and a distributed inference algorithms based on Gibbs sampling technique.

3 Sparse Probabilistic Matrix Factorization

To achieve sparsity, the sparsity-favoring distributions can be employed which prefer a high excess kurtosis, i.e., a high peak with heavy tails. The set of sparsity-favoring distributions includes spike-and-slab, Student-t, Laplace, and Gamma distribution [Polson and Scott, 2010]. Among them, Laplace distribution is log-concave, leading to a posterior whose log density is a concave function and has a single local maximum, which is essential to design robust and easy-to-use algorithm [Paninski, 2005]. The probability density function (P.D.F.) of Laplace distribution is defined as:

\[ L(x|\mu, \rho) = \frac{1}{2\rho} \exp(-\frac{|x-\mu|}{\rho}), \quad (6) \]

Figure 2: The P.D.F of Gaussian distribution with \( (\mu = 0, \sigma = 1) \) and Laplace distribution with \( (\mu = 0, \rho = 1) \).

As shown in Figure 2, Laplace distribution has higher excess kurtosis than Gaussian distribution at the mean point, which means that the variable \( x \) has greater chance to concentrate close to zero. Meanwhile, Laplace distribution has two comparative heavy tails allowing for occasional large values, which is beneficial for model the tail items in MF-based collaborative filtering methods.

3.1 SPMF Model

In SPMF, the conditional distribution of the observed ratings \( R_{ij} \) is still i.i.d. normal distribution with mean \( U_i^T V_j \) and variance \( \sigma^2 \), as shown in (1). To get a full Bayesian approach, we introduce an inverse Gamma distribution \( (\Gamma^{-1}(\alpha, \beta)) \) with shape \( \alpha \) and rate \( \beta \) to model the Gaussian noise variance \( \sigma^2 \):

\[ p(\sigma^2|\alpha, \beta) = \frac{\beta^\alpha}{\Gamma(\alpha)}(\sigma^2)^{-(\alpha+1)} \exp(-\frac{\beta}{\sigma^2}), \quad (7) \]

The inverse Gamma distribution is already proved to be effective in modeling the unknown variance of a normal distribution [Witkovsky, 2001].

In order to effectively characterize each user and item, we try to select the most informative latent features to represent them. Thus, we employ Laplace distribution to model the latent user factor \( U \) with zero mean and \( \eta_u \) scale, and model the latent item factor \( V \) with zero mean and \( \eta_v \) scale.

\[ p(U|\eta_u) = \prod_{i=1}^{M} L(U_i|0, \eta_u) \]
\[ p(V|\eta_v) = \prod_{j=1}^{N} L(V_j|0, \eta_v) \quad (8) \]

Here, we introduce the Generalized Inverse Gaussian (GIG) distribution to model the scale \( \eta_u \) and \( \eta_v \) of Laplace distribution for obtaining a fully Bayesian treatment of SPMF and enhancing the model robustness. In [Zhang et al., 2012], it has been demonstrated that Laplace mixture with GIG is beneficial to define a regularizer for variable selection, which is useful for our SPMF model to select the most informative latent features for each item or user. Let \( x = (\eta_v)_k \), then

\[ GIG(x|\gamma, a, b) = \frac{(a/b)^{\gamma/2}}{2K_\gamma(\sqrt{ab})} x^{\gamma-1} \exp\left(-\frac{ax + b/x}{2}\right) \quad (9) \]

where \( K_\gamma(\cdot) \) is a modified Bessel function of the second kind with the index \( \gamma \). The distribution of \( \eta_v \) has the similar form.

According to the Bayesian theory, the posterior distribution over latent factors \( U \) and \( V \) can be modeled as

\[ p(U, V|R, \sigma^2, \eta_u, \eta_v) = p(R|U, V, \sigma^2)p(U|\eta_u)p(V|\eta_v) \]
\[ \propto p(R|U, V, \sigma^2)p(U|\eta_u)p(V|\eta_v). \quad (10) \]

Then, the overall generative process can be summarized as follows.

- Draw scales \( (\eta_u)_k \) and \( (\eta_v)_k \) from GIG\((\gamma, a, b)\).
- Draw each user factor vector \( U_i \) from \( L(0, (\eta_u)_k) \) and each item factor vector \( V_j \) from \( L(0, (\eta_v)_j) \).
- Draw \( \sigma^2 \) from \( \Gamma^{-1}(\alpha, \beta) \).
- Draw each observed rating \( R_{ij} \) from \( N(U_i^T V_j, \sigma^2) \).

and the graphical model of SPMF is shown in Figure 1(c).

3.2 Inference

Markov chain Monte Carlo (MCMC)-based methods are widely applied to approximate the predictive distribution (like
For the scale of Laplace distribution, \((\eta_v)_i\), it follows GIG distribution as shown in (9), i.e.,
\[
p((\eta_v)_i|(\lambda_v)_i, p, a, b) = \text{GIG}(\gamma + 1, (\lambda_v)_i + a, b)
\]
Since it is inefficient to do sampling directly from GIG distribution, we convert the posterior distribution to a special case of GIG distribution by setting \(\gamma = -1/2\). In this case, GIG distribution becomes an inverse Gaussian distribution, thus we can sampling \((\eta_v)_i\) with
\[
p((\eta_v)_i|(\lambda_v)_i, \gamma, a, b) = G^{-1}\left(\frac{(\lambda_v)_i + a}{b}, (\lambda_v)_i + a\right)
\]

### Sample parameters \(\sigma^2\):

Based on (17), the posterior distribution of \(\sigma^2\) by fixing other variables can be written as
\[
p(\sigma^2|R, U, V) = \Gamma^{-1}(\alpha_{\sigma^2}, \beta_{\sigma^2})
\]
\[
\alpha_{\sigma^2} = \frac{M \times N}{2} + 1 + \alpha
\]
\[
\beta_{\sigma^2} = \frac{1}{2} \sum_{ij}(R_{ij} - U_i^T V_j)^2 + \beta
\]

The sampling scheme about parameters \(V_j\) and hyperparameters \((\lambda_v)_j\) and \((\eta_v)_j\) is similar to \(U_i\), \((\lambda_v)_i\) and \((\eta_v)_i\), respectively.

### 3.3 Distributed Sampling

Note that the columns of \(U\) and \(V\) are independent, we can sample them in parallel. More precisely, when sampling \(U\), the \(i\)-th column of \(U\), can be obtained by using only the \(i\)-th column of rating matrix \(R\), which holds the \(i\)-th user’s preference, and all the columns of \(V\). In such a setting, we can use a parallel broadcast-join [Blanas et al., 2010] to efficiently infer SPMF model.

![Figure 3: Parallel sampling of factor \(U\) by broadcast-join.](Image 346x224 to 526x336)
back its result. This strategy contains multithreaded mappers that leverage all cores of the worker machines for sampling $U$.

The computational complexity of inferring the parameter $U$ and its corresponding hyperparameters is $O(T(\hat{M}D^3 + \hat{C}D^2))$, where $T$ is the number of iterations, $D$ is the number of latent features, $\hat{M}$ and $\hat{C}$ are the maximum number of users and the maximum observed ratings in all machines. The sampling process for $V$ works analogously and its computational complexity is $O(T(\hat{N}D^3 + \hat{C}D^2))$, where $\hat{N}$ is the maximum number of items in all machines. Thus, the total cost of inferring process is $O(T(\hat{M}D^3 + \hat{N}D^3 + \hat{C}D^2))$. Obviously, the computational complexity of our algorithm is linearly scalable to the size of rating data matrix, thus, it is practical for handling large-scale dataset.

4 Experimental Results and Discussions

In this section, we compare SPMF with other baseline methods PMF and BPMF using the MovieLens and Netflix datasets.

4.1 Methodology

Datasets: In our experiment, we use MovieLens$^1$ data with 1M ratings and Netflix$^2$ data with 100M ratings, where the ratings are ordinal values on the scale 1 to 5. These two datasets are extensively used in the literature to test the performance of recommendation systems. The statistical properties of the datasets are summarized in Table 1. Density indicates the percentage of non-zero cells in rating matrix. Netflix is more challenging than MovieLens. In Netflix, there are over 30% of the items having less than 10 ratings.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Users</th>
<th>Items</th>
<th>Ratings</th>
<th>Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens</td>
<td>6,040</td>
<td>3,952</td>
<td>1M</td>
<td>4.26%</td>
</tr>
<tr>
<td>Netflix</td>
<td>480,198</td>
<td>17,770</td>
<td>100M</td>
<td>1.18%</td>
</tr>
</tbody>
</table>

Parameter setting: In PMF, the regularization parameters are tuned from the candidate set \{10$^{-3}$, 10$^{-2}$, 10$^{-1}$, 1, 10$^1$, 10$^2$, 10$^3$\}. Following [Salakhutdinov and Mnih, 2008], we set $\mu_0 = 1$, $v_0 = D$, $W_0 = I_{D \times D}$, and variance $\sigma^2 = 1/2$ for BPMF. We employ the code$^3$ given by the authors.

In the proposed SPMF, we adopt an uninformative prior for the noise variance, i.e., initializing the shape and rate of inverse Gamma distribution via $\alpha = \beta = 0$. Meanwhile, the prior of inverse Gaussian distribution on hyperparameters $\eta_i$ is initialized by setting $a = 1/D$ and $b = D$, here $a$ is a part of scale in (16) which plays an important role to control the sparsity. Smaller $a$ leads to more sparse factor vector. The reason that we use this setting is that the size of latent features ($D$) in SPMF may affect the sparsity of latent factor vectors. For example, when $D$ is small, i.e., there are few features, then each latent factor vector may be related to most features, which means that the factor vector will be dense. Otherwise, larger $D$ may lead to sparse factor vector. Thus, we can say $D$ is inverse proportional to the sparsity of factor vector.

Evaluation: The Root Mean Square Error (RMSE) is used to measure the performance of our proposed SPMF and the baselines (PMF and BPMF).

$$RMSE = \sqrt{\frac{1}{|\Omega|} \sum_{(i,j) \in \Omega} (R_{ij} - \hat{R}_{ij})^2}$$

where $|\Omega|$ is the number of observed ratings in testing data, $\hat{R}_{ij}$ is the predicted rating value of the $i$-th user for the $j$-th item. Smaller RMSE indicates better recommendation.

4.2 Results and Discussions

In experiments, we randomly select 90% data as training data and the remaining ratings as testing data for ten times, and the average results on testing data are recorded. When selecting training data, every item and user appears at least once.

Effect of latent feature size

We are firstly interested in evaluating the effect of the number of latent features ($D$) on the proposed SPMF and baselines (PMF and BPMF). Table 2 shows the performance of these models with different latent feature sizes on two datasets.

<table>
<thead>
<tr>
<th>Number of latent features</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMF</td>
<td>1.20</td>
</tr>
<tr>
<td>BPMF</td>
<td>1.15</td>
</tr>
<tr>
<td>SPMF</td>
<td>1.10</td>
</tr>
</tbody>
</table>

Figure 4: Demonstration of convergence on Netflix data with $D = 50$.

It can be seen that SPMF and BPMF outperforms PMF, which indicates that automatically learning the regularization parameters is beneficial to enhance the model robustness, esp., avoid overfitting problem. With the increase of $D$, the performances of both SPMF and BPMF steadily improve. To be excited, SPMF consistently performs better than BPMF on all latent feature sizes, and larger $D$ leads to bigger improvement (e.g., SPMF outperforms BPMF by over 1.09% to 1.54% on MovieLens data, 2.73% to 3.46% on Netflix from $D = 10$ to 150). Furthermore, we show the convergence process along iterations (taking Netflix as an example) in Figure 4, which verifies that SPMF like BPMF does not overfit. The factors of PMF are randomly initialized. The factors in BPMF and SPMF are initialized with the MAP estimations obtained by PMF. Since BPMF and PMF assume that the factors follow Gaussian distribution, so that BPMF starts better than SPMF. The main difference between SPMF and BPMF is that SPMF is the prior over the latent factors, which demonstrates that

---

$^1$http://www.grouplens.org/node/73

$^2$http://www.netflixprize.com

$^3$http://www.cs.toronto.edu/~rsalakhu/BPMF.html
imposing a sparse-favoring distribution on latent factors does bring performance gain especially on sparse Netflix data.

<table>
<thead>
<tr>
<th>D</th>
<th>PMF</th>
<th>BPMF</th>
<th>SPMF</th>
<th>PMF</th>
<th>BPMF</th>
<th>SPMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.8788±0.0019</td>
<td>0.8404±0.0024</td>
<td>0.8312±0.0021</td>
<td>0.9367±0.0019</td>
<td>0.9208±0.0015</td>
<td>0.8957±0.0012</td>
</tr>
<tr>
<td>30</td>
<td>0.8605±0.0021</td>
<td>0.8346±0.0021</td>
<td>0.8256±0.0025</td>
<td>0.9319±0.0015</td>
<td>0.9156±0.0023</td>
<td>0.8890±0.0009</td>
</tr>
<tr>
<td>50</td>
<td>0.8855±0.0024</td>
<td>0.8320±0.0022</td>
<td>0.8233±0.0022</td>
<td>0.9339±0.0025</td>
<td>0.9143±0.0031</td>
<td>0.8852±0.0015</td>
</tr>
<tr>
<td>70</td>
<td>0.8896±0.0016</td>
<td>0.8313±0.0024</td>
<td>0.8207±0.0008</td>
<td>0.9343±0.0038</td>
<td>0.9133±0.0025</td>
<td>0.8833±0.0017</td>
</tr>
<tr>
<td>100</td>
<td>0.8896±0.0010</td>
<td>0.8312±0.0007</td>
<td>0.8192±0.0011</td>
<td>0.9389±0.0014</td>
<td>0.9128±0.0013</td>
<td>0.8821±0.0016</td>
</tr>
<tr>
<td>150</td>
<td>0.8894±0.0011</td>
<td>0.8310±0.0010</td>
<td>0.8182±0.0012</td>
<td>0.9443±0.0010</td>
<td>0.9125±0.0013</td>
<td>0.8809±0.0009</td>
</tr>
</tbody>
</table>

Even though larger $D$ can lead to better performance for SPMF and BPMF, it also increases the model complexity because running the Gibbs sampling on more parameters is computationally much more expensive. As listed in Table 3, more running time is needed by both SPMF and BPMF when $D$ grows. All experiments are conducted on the PCs with Intel Core i3-2120 3.3GHz processor and 4 GB RAM. Here SPMF-1 indicates non-distributed sampling. SPMF-4 and SPMF-8 use four and eight machines for distributed sampling respectively. The change of RMSE (less than 0.00001) is taken as the stop condition for both methods. Obviously, distributed sampling in SPMF is helpful to speed up the inferring process.

### Long tail recommendation

In modern recommendation systems, only a small part of items are popular, while a large part of items have few rating information. However, such unpopular items, also called as long tail items [Anderson, 2006], often play an important role for recommendation, esp., in commercial world. For example, Amazon successfully makes most of their profit from the long tail products rather than the best selling products.

In order to investigate how our proposed SPMF method deal with the long tail items, we firstly ranking items according to their rating frequency, and then almost evenly separated them into ten groups. Figure 5(a) demonstrates the number of ratings in ten item groups for MovieLens dataset, where the x-axis refers to the boundary of rating frequency in each group. Obviously, they follow long tail distribution. Figure 5(b) and (c) give the average RMSE of each item group for MovieLens and Netflix respectively, which are obtained by recommendation results SPMF, BPMF and PMF with setting $D = 50$. As expected, the proposed SPMF model outperforms two baselines especially for the items in the long tail part.

This result further verifies that SPMF integrating with sparsity-favoring distribution (Laplace distribution) on latent factors has ability to handle sparse rating data. The main reason is that BPMF imposes Gaussian prior on V, while SPMF assumes $V$ is generated from Laplace distribution. Such sparsity prior can effectively partition the elements (in each factor vector) into a large set which is close to zero with high probability and a small set which has significant mass on large values. Thus, SPMF can model the long tail items well and significantly enhance the recommendation performance especially for unpopular items.

### 5 Conclusions and Future Work

In this paper we propose a sparse probabilistic matrix factorization model and a distributed Gibbs sampling algorithm to infer the model. The experimental results have demonstrated that the model can be efficiently trained and successfully applied on sparse and large-scale data by comparing with the state-of-the-art MF-based CF methods. One distinguishing characteristic of our model is that it has ability to deal with long tail items. This makes SPMF have potential commercial value, e.g., it can be used to explore the long tail market and boost the one-stop shopping convenience.

The proposed model benefits from the Laplace distribution for modeling the latent factor, however, we have to empirically tune the size of latent features. It will be nice if we can automatically find the proper $D$. One more thing is that the Gibbs sampling method for log-linear model has to cost large memory, thus, we will transfer it into robust MF problem [Wang et al., 2012] to reduce the space complexity. Another possible direction is to extend the model and make it able to do cold-start recommending which is a challenging issue [Houlsby et al., 2014]. Last but not least, it is interesting to apply the model in other domains such as e-commerce with large-scale and online data.
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Figure 5: Comparison of three methods with respect to ten item groups on MovieLens and Netflix.


