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Abstract
Multi-label learning has been extensively studied in the area of bioinformatics, information retrieval, multimedia annotation, etc. In multi-label learning, each instance is associated with multiple independent class labels, the label information can be noisy and incomplete. In addition, multi-labeled data often has noisy, irrelevant and redundant features of high dimensionality. As an effective data preprocessing step, feature selection has shown its effectiveness to prepare high-dimensional data for numerous data mining and machine learning tasks. Most of existing multi-label feature selection algorithms either boil down to solving multiple single-labeled feature selection problems or directly make use of imperfect labels. Therefore, they may not be able to find discriminative features that are shared by multiple labels. In this paper, we propose a novel multi-label informed feature selection framework MIFS, which exploits label correlations to select discriminative features across multiple labels. Specifically, to reduce the negative effects of imperfect label information in finding label correlations, we decompose the multi-label information into a low-dimensional space and then employ the reduced space to steer the feature selection process. Empirical studies on real-world datasets demonstrate the effectiveness and efficiency of the proposed framework.

1 Introduction
Recent years has witnessed an increasing number of applications involving multi-labeled data in which each instance is associated with multiple labels simultaneously [Zhang and Zhou, 2006; Hua and Qi, 2008; Katakis et al., 2008; Song et al., 2008; Tang et al., 2009; Gopal and Yang, 2010]. For example, in bioinformatics, a gene may be related to multiple functions [Elisseeff and Weston, 2001]; in information retrieval, each document may cover several topics [Huang et al., 2012]; in image processing, an image may be annotated with different scenes [Boutell et al., 2004].

*Indicates equal contribution.

Normally, multi-labeled data in the aforementioned applications such as gene sequences, texts and images are represented by feature vectors with very high dimensionality. The high dimensionality of multi-labeled data not only significantly increases the memory storage requirements and computational costs for many learning algorithms, but also limits the usage of these learning algorithms in real applications due to the curse of dimensionality [Duda et al., 2012]. Previous studies on feature selection have shown that the most discriminative information are usually carried by only a subset of relevant features [Liu and Motoda, 2007]. In other words, many noisy, redundant, and irrelevant features which negatively affect the learning performance can be eliminated.

However, it is not easy to directly perform feature selection on multi-labeled data due to its unique characteristics. First, different from traditional single-labeled feature selection problems where class labels are mutually exclusive, different classes in multi-labeled data are typically not independent but inherently correlated. For example, in text categorization, “sports” are more closely related to the category of “athletics” than to the category of “soap stars”. Therefore, it is crucial to find some common features for the classes of “sports” and “athletics”. Second, multiple labels of instances are often annotated by human beings. It is natural for us to make some incorrect or incomplete annotations especially when we are provided with hundreds or even thousands of labeling options. Therefore, it is important to seek a reasonable way of exploiting the label correlation for multi-labeled feature selection. Existing methods for multi-labeled feature selection either transform the problem to multiple single-labeled sub-problems or directly make use of the flawed labels. Not surprisingly, they do not perform well in finding relevant features that are shared by multiple labels.

To tackle above challenges in multi-labeled feature selection problem, in this paper, we propose a multi-label informed feature selection framework, named MIFS. In particular, we first map the label information into a low-dimensional reduced space that captures the correlations among multiple labels. Then we employ the reduced space instead of the original noisy and incomplete label information to guide the feature selection phase. In this way, it alleviates the negative influences of imperfect label information to find relevant features across multiple labels. The major contributions of this paper are summarized as follows:
• Introducing a principled way of exploiting label correlations for feature selection in the presence of noisy and incomplete label information;
• Proposing a novel multi-label informed feature selection framework MIFS which is able to select discriminative features across multiple class labels;
• Developing an efficient algorithm to address the optimization issue of MIFS and;
• Conducting experiments on multiple benchmark datasets to demonstrate the effectiveness and efficiency of the proposed MIFS framework.

The remainder of this paper is organized as follows. In Section 2, we introduce the proposed multi-label informed feature selection framework MIFS with an efficient alternating optimization algorithm. In Section 3, empirical evaluations on benchmark datasets are given to show the superiority of the proposed framework. In Section 4, we briefly review related work on multi-label feature selection. The conclusion and future work are presented in Section 5.

2 Multi-Label Informed Feature Selection
Framework - MIFS

In this section, we first summarize some symbols used throughout this paper and then introduce the formulation of the proposed MIFS framework.

2.1 Preliminaries

We use bold uppercase character to denote matrix (e.g., $A$), bold lowercase character to denote vector (e.g., $a$), the $i$-th entry of $a$ as $a_i$, $(i,j)$-th entry of $A$ as $A_{ij}$, $i$-th row of $A$ as $A_i$, transpose of $A$ as $A^T$, trace of $A$ as $\text{Tr}(A)$ if $A$ is square matrix. For any matrix $A \in \mathbb{R}^{n \times d}$, its Frobenius norm is defined as $\|A\|_F = \sqrt{\sum_{i=1}^{n} \sum_{j=1}^{d} A_{ij}^2}$, its $\ell_{2,1}$-norm is $\|A\|_{2,1} = \sum_{i=1}^{n} \sqrt{\sum_{j=1}^{d} A_{ij}^2}$. Suppose that in the multi-labeled dataset, we have $n$ instances $x_1, \cdots, x_n \in \mathbb{R}^d$ and $k$ different labels $Y = \{c_1, \cdots, c_k\}$. Each instance $x_i$ is associated with a subset of labels in $Y_i$, we represent this subset of labels by a binary vector $y_i = [y_i^1, \cdots, y_i^k] \in \{0,1\}^k$ where $y_i^j = 1$ ($j = 1, \cdots, k$) if and only if $x_i$ is associated with label $c_j$. Following the expression of MATLAB, we denote the data matrix as $X = [x_1; x_2; \cdots; x_n] \in \mathbb{R}^{n \times d}$ and label matrix as $Y = [y_1; y_2; \cdots; y_n] \in \{0,1\}^{n \times k}$.

2.2 Formulation

In multi-label learning problems, each instance is attributed with multiple class labels and these labels may be correlated with each other. Therefore, during the feature selection process, it is beneficial to explicitly take the label correlations into consideration. In this way, we are able to find common features for strongly correlated labels and different features for weakly correlated labels. However, it is problematic to directly extract label correlations from multiple labels. In reality, multi-labeled data often consists of hundreds or even thousands of human annotated labels. It is inevitable to make some incorrect and incomplete labeling during the arduous annotation work. It is inappropriate to directly apply multiple labels for feature selection in the presence of flawed labels.

Motivated by Latent Semantic Indexing (LSI) [Dumais, 2004], we propose an effective way to decompose the multi-labeled output space to a low-dimensional space, and employ this low-dimensional space to guide the feature selection process. One encouraging property of this low-dimensional space is that most of the structures in the original output label space can be explained and recovered. Meanwhile, noisy information in the output space is greatly reduced [Yu et al., 2005]. Mathematically, it decomposes the multi-labeled output space $Y$ to a product of two low-dimensional matrices $V \in \mathbb{R}^{n \times c}$ and $B \in \mathbb{R}^{c \times k}$ by minimizing the following reconstruction error:

$$\min_{V,B} \|Y - VB\|_F^2,$$ (1)

where $V$ denotes the latent semantics of the multi-label information. It can be interpreted that we cluster the original $k$ labels into $c$ different clusters, each cluster has a specific semantic meaning. For example, in text categorization, labels of “sports” and “athletics” are more likely to encode similar latent semantic meanings. $B$ is a coefficient matrix, and each column in $B$ shows the coefficient of each label in these $c$ latent semantic variables.

Since the low-dimensional latent semantics matrix $V$ encodes label correlations and greatly reduces the noise in the original multi-label output space, we take advantage of it to perform feature selection via a regression model and the features that are most related to the latent semantics $V$ are selected. In particular, we propose to perform label decomposition and feature selection simultaneously via the following optimization problem:

$$\min_{W,V,B} \|WX - V\|_F^2 + \alpha \|Y - VB\|_F^2 + \gamma \|W\|_{2,1},$$ (2)

where $W$ is a feature coefficient matrix and each row of $W$ measures the importance of $i$-th feature in approximating the latent semantics $V$. The $\ell_{2,1}$-norm regularization term is imposed on $W$ to ensure that $W$ is sparse in rows, i.e., it achieves joint feature sparsity for all $c$ latent semantic variables. The parameter $\alpha$ balances the contribution of feature learning and label decomposition. The other parameter $\gamma$ controls the sparsity of the model.

In addition, since we employ low-dimensional latent semantics $V$ to guide the feature selection process, we need to ensure that local geometry structures are consistent between the input space $X$ and the reduced low-dimensional semantics $V$. In other words, if two instances are close to each other in the input space $X$ then they should also be close to each other in the latent semantic space $V$ by minimizing the following:

$$\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} S_{ij}(V_i - V_j)^2$$

$$= \text{Tr}(V^T (A - S)V)$$

$$= \text{Tr}(V^T LV)$$ (3)

where $L = A - S$ is the graph laplacian matrix and $A$ is a diagonal matrix with $A_{ii} = \sum_{j=1}^{n} S_{ij}$. $V_i$ denotes the
latent semantics of $y_i$ and $S_{ij}$ is some similarity measure of instances $x_i$ and $x_j$. In this paper we follow [Cai et al., 2010] to build a nearest neighbor graph to effectively model local geometry structure in the input space $X$ and the affinity graph is defined as:

$$S_{ij} = \begin{cases} \exp(-\frac{||x_i-x_j||^2}{\sigma^2}), & x_i \in N_p(x_j) \text{ or } x_j \in N_p(x_i) \\ 0, & \text{otherwise}, \end{cases}$$

where $N_p(x_i)$ denotes the $p$-nearest neighbors of instance $x_i$.

Integrating the local geometry structure of the data, the final objective function for the multi-label informed feature selection (MIFS) can be formulated as follows:

$$\min_{W,V,B} \|XW - V\|_F^2 + \alpha\|Y - VB\|_F^2 + \beta \text{Tr}(V^T LV) + \gamma\|W\|_{2,1},$$

(4)

where $\beta$ is a parameter that measures how the local geometry structure of the data is preserved in the latent semantic space. It can be observed from the objective function of MIFS in Eq. (4) that the latent semantics $V$ involves in three terms; it captures label correlations, preserves local geometry structure and guides feature selection process simultaneously. The feature coefficient matrix $W$ involves in two terms, it makes $X$ approximate $V$ via a regression model and achieves feature selection by an $\ell_{2,1}$-norm regularization. There are three variables in the above objective function, we will introduce an efficient way to obtain these model parameters in the next subsection.

### 2.3 Optimization Algorithm for MIFS

It can be observed that the objective function of MIFS in Eq. (4) is not convex w.r.t. all these variables $V$, $B$ and $W$ jointly. In addition, it is also not smooth due to the $\ell_{2,1}$-norm regularization term on $W$. Therefore, following [Nie et al., 2010], we relax the term $\|W\|_{2,1}$ by $2\text{Tr}(W^T DW)$, where $D$ is a diagonal matrix with its diagonal element $D_{ii} = \frac{1}{\sqrt{W_{i,i}^2 + \epsilon}}$ and $\epsilon$ is a small positive constant.

To optimize the objective function $\Theta(W, V, B) = \|XW - V\|_F^2 + \alpha\|Y - VB\|_F^2 + \beta \text{Tr}(V^T LV) + 2\gamma\text{Tr}(W^T DW)$, we propose to use an efficient alternating optimization algorithm. Specifically, in each iteration, we update one variable while fix the other two variables since the objective function is convex when any two variables are fixed.

In addition, the objective function is differentiable, thus we can apply gradient descent method in an alternating way to update the model parameters. By taking the derivative of objective function w.r.t. variables $W$, $V$ and $B$ respectively, we have the following formulations:

$$\begin{align*}
\frac{\partial \Theta}{\partial W} &= 2[(X^T(XW - V) + \gamma DW)] \\
\frac{\partial \Theta}{\partial V} &= 2[(V - XW) + \alpha(VB - Y)B^T + \beta \text{Tr}(V^T LV)] \\
\frac{\partial \Theta}{\partial B} &= 2\alpha V^T(VB - Y).
\end{align*}$$

(5)

With these, the update rule of the alternating algorithm for MIFS is summarized as follows:

$$\begin{align*}
W &\leftarrow W - \lambda_W \frac{\partial \Theta}{\partial W} \\
V &\leftarrow V - \lambda_V \frac{\partial \Theta}{\partial V} \\
B &\leftarrow B - \lambda_B \frac{\partial \Theta}{\partial B},
\end{align*}$$

(6)

where $\lambda_W$, $\lambda_V$ and $\lambda_B$ are stepsizes for these three gradient descent update rules. In each iteration, it needs $O(ndc + n^2)$ operations to update all these three variables. Hence, the chosen of suitable stepizes is of crucial importance to accelerate the convergence rate and to reduce the total running time of MIFS, especially for large-scale (large $n$) and high-dimensional (large $d$) problems. In the current work, we employ Armijo rule [Bertsekas, 1999] to adaptively determine the stepsize $\lambda_W$, $\lambda_V$, and $\lambda_B$ in each iteration.

After obtaining the model parameters, we rank each feature according to the value of $\|W_{i,:}\|_2 (i = 1, ..., d)$ in a descending order and return the top ranked features. The pseudocode of the multi-label informed feature selection framework MIFS is illustrated in Algorithm 1.

### 3 Experimental Study

In this section, we conduct experiments on real-world multi-labeled datasets to assess the performance of the proposed multi-label informed feature selection framework MIFS.

#### 3.1 Data Sets

Experiments are conducted on four publicly available benchmark datasets, including one image dataset (i.e. Scene [Boutell et al., 2004]) and three text datasets from RCV1 [Lewis et al., 2004]. The Scene dataset consists of 400 images from Corel stock photo library and some personal images. Each image is associated with a subset of six semantic scenes (bench, sunset, fall foliage, field, urban, and mountain). RCV1, i.e., Reuters Corpus Volume 1, is an archive of over 80,000 newswire stories. Each document is represented with TF-IDF format and has been cosine normalized. From the RCV1 repository, we choose three representative multi-labeled text datasets Topics, Regions, and Industries. Details of these datasets are listed in Table 1.

---

1https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
Table 1: Details of four benchmark datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Training</th>
<th># Test</th>
<th># Features</th>
<th># Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scene</td>
<td>1211</td>
<td>1196</td>
<td>294</td>
<td>6</td>
</tr>
<tr>
<td>Topics</td>
<td>3000</td>
<td>3000</td>
<td>14171</td>
<td>101</td>
</tr>
<tr>
<td>Regions</td>
<td>11575</td>
<td>13953</td>
<td>7236</td>
<td>228</td>
</tr>
<tr>
<td>Industries</td>
<td>6967</td>
<td>9967</td>
<td>18894</td>
<td>354</td>
</tr>
</tbody>
</table>

3.2 Experimental Settings

Following the standard way to validate supervised feature selection, we evaluate the proposed MIFS framework on classification task. To have a fair comparison with existing methods, we decompose the multi-labeled classification problem into multiple binary classification problems, and then employ SVM to learn these binary classifiers with a five-fold cross validation. The SVM implementation in the Liblinear tool-box [Fan et al., 2008] is used in the experiments.

Two widely adopted evaluation criteria based on F-measure, i.e., macro-average and micro-average are used to measure the performance of multi-label classification algorithms. F-measure is one of the most popular metric for evaluation of binary classification [Yu et al., 2005] and it is defined as the harmonic mean of precision and recall:

\[ \text{F-measure} = \frac{2 \times TP}{2 \times TP + FP + FN}, \]

where TP denotes the number of true positives, FP denotes the number of false positives and FN denotes the number of false negatives.

Micro-average can be considered as a weighted average of F-measure over all k labels:

\[ \text{Micro-average} = \frac{\sum_{i=1}^{k} 2 \times TP_i}{\sum_{i=1}^{k} (2 \times TP_i + FP_i + FN_i)}. \]

Macro-average is an arithmetic average of F-measure of all output labels:

\[ \text{Macro-average} = \frac{1}{k} \sum_{i=1}^{k} \frac{2 \times TP_i}{2 \times TP_i + FP_i + FN_i}. \]

TP\(_i\), FP\(_i\) and FN\(_i\) denotes the number of true positives, false positives and false negatives in the \(i\)-th class label, respectively. The higher the micro-average and macro-average values are, the better the classification performance is.

MIFS is measured against the following state-of-the-art feature selection methods for multi-label classification problems. The number of selected features are varied as \(\{2\%, 4\%, ..., 20\%\}\) of total number of features.

1. F-Score: Fisher Score [Duda et al., 2012] selects features by assigning similar feature values to the instances within the same class and different feature values to instances from different classes. The features with the highest discriminative power are selected.

2. RFS: Robust Feature Selection [Nie et al., 2010] applies \(\ell_{2,1}\)-norm regularization for both the loss function and the regularization term. It is robust to outliers in the input space and is able to select features across all instances with a joint sparsity.

3. CSFS: Convex Semi-supervised multi-label Feature Selection [Chang et al., 2014] is a convex algorithm designed for large-scale multi-label feature selection problems. In this experiment, we adopt its supervised version for a fair comparison.


3.3 Experimental Results

In MIFS, there are some parameters need to be set in advance. First, to model the local geometry structure in the input space \(X\), we set the parameters \(\sigma^2\) and \(\rho\) as 1 and 5, respectively. There are three important regularization parameters \(\alpha\), \(\beta\) and \(\gamma\) in MIFS. Similarly, RFS, CSFS and SFUS also have different regularization parameters. For a fair comparison between these feature selection methods, we tune these regularization parameters for all methods with a grid-search strategy by varying its value in the range of \(\{10^{-6}, 10^{-3}, 10^{-2}, 0.1, 0.2, 0.4, 0.6, 0.8, 1, 10\}\). For all these methods, we report the best results of the optimal parameters in terms of classification performance. The experiments are repeated 5 times and averaged.

Figure 1 and Figure 2 show the classification performance of different feature selection algorithms in terms of Micro-average and Macro-average on four datasets. To have a more comprehensive comparison, we also use the Statlog’ ordering method [Michie et al., 1994] to list the average ranks of these four feature selection algorithms. The ranks are presented in Table 2. The following observations can be found from Figure 1, Figure 2 and Table 2.

1. With the increase of the number of selected features, the classification performance first tends to increase and then keeps stable or even degrades.
2. MIFS and the other two multi-labeled learning algorithms CSFS and SFUS obtains better Micro-average
Table 2: The comprehensive rank of different methods.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>F-score</th>
<th>RFS</th>
<th>CSFS</th>
<th>SFUS</th>
<th>MIFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scene</td>
<td>4.00</td>
<td>3.10</td>
<td>2.25</td>
<td>3.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Topics</td>
<td>4.05</td>
<td>2.55</td>
<td>4.75</td>
<td>2.30</td>
<td>1.15</td>
</tr>
<tr>
<td>Regions</td>
<td>3.80</td>
<td>3.30</td>
<td>2.45</td>
<td>3.50</td>
<td>1.00</td>
</tr>
<tr>
<td>Industries</td>
<td>3.50</td>
<td>3.95</td>
<td>2.30</td>
<td>2.25</td>
<td>1.75</td>
</tr>
</tbody>
</table>

and Macro-average than single-labeled feature selection algorithms F-score and RFS on these four datasets. It shows that when performing feature selection, it is beneficial to explicitly incorporate the multi-label information into the model.

3. MIFS outperforms the other two multi-labeled learning algorithms CSFS and SFUS in most cases. It demonstrates that by decomposing the label information to a low-dimensional semantic space, we can still capture the label correlations and alleviate the negative effects of flawed labels to find relevant features.

4. On datasets Scene, Topics, and Regions, the proposed MIFS outperforms other four methods significantly when the percentage of select features are less than 14%. This observation shows that MIFS can achieve good classification performance even when a few number of features are selected.

3.4 Convergence Analysis

As mentioned before, the proposed alternating optimization algorithm monotonically decreases the objective function value in Eq. (4) iteratively until convergence. In addition, the Armijo update rule can accelerate the convergence process significantly. In this subsection, we conduct an empirical experiment to show the efficiency of the alternating optimization algorithm with Armijo update rule. In the experiment, the parameters $\alpha$, $\beta$, and $\gamma$ are all fixed as 0.1. The following stopping criterion is used:

$$\frac{\|\Theta^t - \Theta^{t-1}\|}{\Theta^{t-1}} < 10^{-5},$$

where $\Theta^t$ indicates the objective function value in the $t$-th iteration.

Figure 3 shows the convergence of the proposed alternating optimization algorithm with/without Armijo update rule on the Scene dataset.

3.5 Running Time Comparison

In this subsection, we show the efficiency of the proposed MIFS framework by comparing its running time with other baseline methods. In Table 3, we show the running time that each method needs to converge to the optimal solution. SFUS and CSFS perform an eigen-decomposition and matrix inverse computation each iteration which require $O(d^3)$ operations, respectively. Hence, they are not suitable to handle high-dimensional data. RFS also needs to compute the matrix inverse each iteration, which requires $O(n^3 + n^2d)$. In contrast, MIFS only requires simple matrix multiplication operations, its computational complexity is $O(ndc + n^2)$ each iteration. In a nutshell, compared with the state-of-the-art methods RFS, SFUS and CSFS, the proposed MIFS method is more computationally efficient.

3.6 Parameter Sensitivity Study

MIFS has three important parameters: $\alpha$, $\beta$, and $\gamma$. The parameter $\alpha$ measures the contribution of the multi-label decomposition process. The parameter $\beta$ controls how strongly the low-dimensional latent semantics preserves the local geometry structure in the original input space. The third parameter $\gamma$ controls the sparseness of the proposed model.
we briefly review some related work on these two aspects.

Over the past two decades, numerous feature selection methods have been proposed [Tibshirani, 1996; Peng et al., 2005; Li et al., 2015; 2016a]. Recently, sparse learning based methods have received increasing attention due to their good performance and interpretability. Typically, these methods embed the feature selection process into the classification model such as these two phases complement with each other. Among these approaches, $\ell_{2,1}$-norm regularization based methods are extremely popular [Liu et al., 2009; Nie et al., 2010; Yang et al., 2011; Ma et al., 2012; Chang et al., 2014; Li et al., 2016b] due to its ability to handle multi-class problems. By imposing the $\ell_{2,1}$-norm sparse regularization, the feature coefficients are guaranteed to be sparse across multiple targets. However, these methods cannot be directly applied for multi-label feature selection as they do not explicitly consider the label correlations in the feature selection process.

With the prevalence of multi-labeled data in many real-world applications, multi-label learning emerges to be another hot research topic. Similar to many data mining and machine learning tasks, multi-label learning also suffers from the curse of dimensionality. An effective strategy is to exploit the label correlations to reduce the feature dimensionality. To tackle this issue, MLLS extracts a common subspace shared among multiple labels [Ji et al., 2008]. MDDM projects the original data into a low dimensional space by maximizing the dependence between the original feature description and the associated class labels [Zhang and Zhou, 2010]. SFUS joint selects features via a sparse regularization and uncovers the shared feature subspace of original features [Ma et al., 2012]. These work are different from our proposed MIFS framework - (1) Most of exiting multi-label learning methods focus on transforming the original feature space to a new space, while our method performs feature selection directly which preserves the physical meanings of the original data; (2) To reduce the negative effects of imperfect label information, we decompose it to a low-dimensional space and take advantage of it to perform feature selection with sparse regularization.

5 Conclusion and Future Work

In this study, we propose a novel multi-label informed feature selection framework MIFS. The proposed method has two appealing properties. First, it makes use of latent semantics of the multi-labels to guide the feature selection phase. Therefore, it alleviates the negative affects of noisy and incomplete labels in finding relevant features. Second, it exploits the label correlations in the output space to find features that are shared across multiple labels. An efficient alternating optimization algorithm is developed to solve the optimization problem of MIFS. Empirical studies on real-world datasets demonstrate the efficiency and efficacy of the proposed framework. Future research can be focused on investigating how to perform online multi-labeled feature selection in which data samples arrive in a streaming fashion.
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