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Abstract

A fundamental artificial intelligence challenge is how to design agents that intelligently trade off exploration and exploitation while quickly learning about an unknown environment. However, in order to learn quickly, we must somehow generalize experience across states. One promising approach is to use Bayesian methods to simultaneously cluster dynamics and control exploration; unfortunately, these methods tend to require computationally intensive MCMC approximation techniques which lack guarantees. We propose Thompson Clustering for Reinforcement Learning (TCRL), a family of Bayesian clustering algorithms for reinforcement learning that leverage structure in the state space to remain computationally efficient while controlling both exploration and generalization. TCRL-Theoretic achieves near-optimal Bayesian regret bounds while consistently improving over a standard Bayesian exploration approach. TCRL-Relaxed is guaranteed to converge to acting optimally, and empirically outperforms state-of-the-art Bayesian clustering algorithms across a variety of simulated domains, even in cases where no states are similar.

1 Introduction

Developing agents that trade off exploration and exploitation while making decisions under uncertainty is a fundamental problem in AI, with applications in domains such as healthcare, robotics, and education. Typical solutions, based on optimism under uncertainty, treat under-sampled states and actions as high-value to encourage exploration. However, recent breakthroughs have come from observing that a non-optimistic Bayesian posterior sampling approach [Thompson, 1933] can outperform optimistic methods empirically [Chapelle and Li, 2011; Osband et al., 2013], while achieving strong theoretical guarantees [Agrawal and Goyal, 2013; Osband et al., 2013].

Another fundamental problem is that of generalization. We typically know a ground state space, but learning over it directly can be slow due to data sparsity. In many cases, there are similarities between states, which can be exploited to speed learning. Much work seeks to find these similarities in order to aggregate the state space [McCallum, 1996; Chapman and Kaelbling, 1991; Lin and Wright, 2010], and there is a rich literature on other feature-based generalization approaches such as deep neural networks [Mnih et al., 2015].

These problems are usually solved separately. Either we explore/exploit without generalization (e.g. [Osband et al., 2013; Auer and Ortner, 2007]), or we learn to generalize while including some amount of random exploration (e.g. [Timmer and Riedmiller, 2006; McCallum, 1996]). These areas are non-trivial to combine because acting with respect to a representation which is too compact may prevent us from collecting the kind of data necessary to refine it. To do both at once, we need some uncertainty over not just the transitions and rewards given the most likely representation, but also over the representation itself. Ideally, we could tackle exploration and generalization simultaneously in a way that guarantees asymptotically optimal performance, while also ensuring good performance given limited data. However, this is more challenging and has been less well-studied, especially if we desire powerful nonlinear generalization methods such as clustering.

A Bayesian approach to clustering state dynamics might be to use a prior that specifies states which are likely to share parameters, and sample from the resulting posterior to guide exploration. With limited data, this approach will prefer a smaller model and improve initial performance, but performance will continue to improve as more data leads us to consider dissimilar states to be distinct. However, sampling exactly from a clustering prior is intractable, as there are \( O(n^n) \) interdependent clusterings to consider among \( n \) states. Therefore, past work has used Gibbs sampling, an MCMC technique, to sample approximately from a clustering prior [Asmuth et al., 2009]; unfortunately, these methods are computationally expensive and lack guarantees except in the limit of infinite runtime.

We propose Thompson Clustering for Reinforcement Learning (TCRL), a family of simple-to-understand Bayesian algorithms for reinforcement learning in discrete MDPs with a medium/small state space. TCRL carefully trades off exploration and exploitation using posterior sampling while simultaneously learning a clustering of the dynamics. Unlike MCMC approaches, both variants of TCRL are computationally efficient, run quickly in practice, and require
no parameter tuning. TCRL-Theoretic achieves near-optimal Bayesian regret bounds, while improving empirically over a standard Bayesian exploration approach. And TCRL-Relaxed is guaranteed to converge to optimal behavior while empirically showing substantial improvement over state-of-the-art Bayesian state clustering algorithms across a variety of domains from the literature, even when no states are similar.

2 Setting and Background

We consider Markov decision problems, but depart slightly from the standard Markov Decision Process (MDP) formulation by defining the dynamics in terms of relative outcomes [Leffler et al., 2007; Asmuth et al., 2009]. Relative outcomes are useful in situations where a small number of events can summarize the dynamics, although they can encode any MDP. Specifically, we assume a discrete state space $S$ and an action set $A$. In addition, one is given a set of relative outcomes $O$ such that after taking an action $a \in A$ from a state $s \in S$ the agent observes an outcome $o \in O$. The agent knows the reward function $R(s, a, o)$, which deterministically outputs a scalar value in $[r_{\min}, r_{\max}]$, and the transition function $T(s, a, o)$, which deterministically outputs a next state $s'$. However, it does not know the distribution over relative outcomes at each state. Experience comes in episodes of maximum length $\tau$. The goal of the agent is to learn from experience to maximize the sum of rewards over time. For example, in an educational setting the state might be a partial history of problems and responses, an action might be to give a problem, and the outcomes indicate the student response, giving us reward and allowing us to determine how to update the state. In keeping with past posterior sampling work [Osband et al., 2013; Asmuth et al., 2009], we focus on state spaces small enough to plan in exactly.

PSRL. Posterior Sampling for Reinforcement Learning (PSRL) [Osband et al., 2013; Strens, 2000] translates posterior sampling [Thompson, 1933], a state-of-the-art exploration/exploitation method [Chapelle and Li, 2011], to reinforcement learning over an MDP. Given a prior distribution over possible MDPs, PSRL samples an MDP from the posterior, solves the sampled MDP, and then runs that policy for an episode. Despite this very general formulation, the existing PSRL work in the non-factored MDP setting [Osband et al., 2013] learns the parameters of each state in $S$ independently, due to the independent parameter priors used.

3 Related Work

Combining generalization with state-of-the-art exploration A small amount of past work has explored simultaneously generalizing and using state-of-the-art methods to control exploration in a way that provides guarantees. Typically such generalization has been guided by known properties of the environments, such as linear-quadratic systems [Abbasi-Yadkori and Szepesvári, 2011] or factored MDPs with known structure [Osband and Van Roy, 2014]. We are not aware of another approach which combines powerful nonlinear generalization with state-of-the-art exploration in a way that is guaranteed to both run efficiently and converge to optimal behavior.

General State Aggregation Generalization in reinforcement learning is widely studied. Due to space, we discuss the most related work, state aggregation. Typically, these approaches focus on aggregating states instead of state-action pairs, aside from some recent work on aggregating state-action pairs given a fully-specified states [Anand et al., 2015], and work considering homomorphisms among actions when clustering at the state level [Taylor et al., 2009]. State aggregation work often lacks formal guarantees [Lin and Wright, 2010; Timmer and Riedmiller, 2006; Singh et al., 1995]. Limited work has focused on careful exploration while clustering, either in deterministic systems [Timmer and Riedmiller, 2007], when selecting among a small number of models/aggregations [Ortner et al., 2014] or when clustering is used solely to decrease computation [Ortner, 2013].

Further, we focus on clustering dynamics, not states: clustered states share similar relative outcomes, but may have different values and transitions. Thus the focus here is not on speeding planning but on more efficient learning. Related work clustering outcome dynamics either assumes a known clustering [Leffler et al., 2007; Brunskill et al., 2009] or makes additional assumptions, e.g. that states can be clustered in a very small number of ways [Diuk et al., 2009].

Bayesian State Aggregation iPOMDP [Doshi-Velez, 2009] is a Bayesian method to learn in a POMDP environment while growing the state space. iPOMDP lacks guarantees when run for a finite time, is quite computationally expensive, and it is unclear how to leverage a known MDP state space in iPOMDP.

Bayesian RL Work in Bayesian reinforcement learning (e.g. Guez et al., 2013; Wang et al., 2005) provides methods to optimally explore while learning an optimal policy. However, these approaches are typically computationally intractable, and are based on maximizing discounted returns across episodes which can lead to incomplete learning [Scott, 2010], in contrast to our approach which is guaranteed to converge to optimal behavior.

BOSS The most related work is Best of Sampled Set (BOSS) [Asmuth et al., 2009] which uses posterior sampling (with added optimism), and an (optional) clustering prior. Its theoretical guarantees are contingent upon drawing exact samples from the posterior, but empirically BOSS only draws approximate samples when using a clustering prior. BOSS clusters dynamics on a state-level, in contrast to our more flexible state-action clustering method. We experimentally compare to an enhanced version of their MCMC-based clustering method.

4 TCRL

Although PSRL (see Section 2) has good theoretical and empirical performance, Osband et al. 2013 uses priors which treat the parameters of each state as independent (unless factored structure is known [Osband and Van Roy, 2014]). This leaves room for improvement by considering richer priors, such as assuming (some) nearby states share similar relative outcomes. For example, honking a horn on a robotic car likely
has the same effect in most places, while the effects of turning are highly state-dependent. A good clustering of dynamics across state-action pairs would help us require less data about honking while preserving the distinction between turning in different locations.

A principled way to approach this problem is to formalize the intuition that many state-action pairs are similar as a clustering prior, and use it in the PSRL framework [Osband et al., 2013]. Ideally we could sample exactly from this clustering prior; however, this is known to be intractable. Past work [Asmuth et al., 2009] used MCMC approaches to draw an approximate sample given such a prior, but this approach is computationally expensive, sensitive to initialization, and lacks guarantees.

Here we present Thompson Clustering for Reinforcement Learning (TCRL), a family of approaches each of which leverage the structure of the state space to efficiency cluster while simultaneously retaining good performance without a need for parameter tuning. The key idea of our TCRL approaches is that they prefer to cluster states that are nearby in the original state space. Although it may be possible to construct examples where this causes TCRL to underperform, we believe this is a good fit for many real-world domains. For example, in e-commerce, a user’s preferences are unlikely to drastically change after a single advertisement. Or in education, the state of a student is unlikely to change much after a single problem.

We introduce two specific algorithms which vary in the details of how this structure is used: TCRL-Relaxed and TCRL-Theoretic. However, both of these approaches cluster states separately for each action, ensuring a more flexible representation than an typical state-clustering approach.

### 4.1 Preliminaries: Choosing among a small number of clusterings

Let us first examine the simplified case of clustering the dynamics of two states, A and B, given some fixed action \( a \). This will form a key building block for our approaches. One can define a prior probability \( P(C) \), where \( C \) is the event that the two states are clustered (i.e. share identical dynamics given \( a \)). Given a set of data \( D \) (consisting of \((s, a, o)\) tuples where \( s = A \) or \( s = B \)), we then need to compute \( P(D|C) \) and \( P(D|¬C) \). Once these are computed we can compute the posterior probability that these states are clustered:

\[
P(C|D) = \frac{P(D|C)P(C)}{P(D|C)P(C) + P(D|¬C)P(¬C)}. \tag{1}
\]

Associated with the pair \((s,a)\) is a continuous parameter vector \( \theta \), where the \( i \)th component \( \theta_i \) denotes the probability of generating the \( i \)th relative outcome given \( s \) and \( a \). Then \( P(D|C) \) can be computed as \( P(D|C) = \int P(D|\theta, C)P(\theta|C)d\theta \) and similarly for \( P(D|¬C) \). Since \( \theta \) are the parameters of a categorical distribution over relative outcomes, the conjugate prior is a Dirichlet, and a closed-form solution to this integral for Dirichlet distributions is well-known. For \( N \) observations, the Dirichlet has parameters \( \alpha_1, \ldots, \alpha_N \), and the integral is

\[
P(D|\alpha_1, \ldots, \alpha_N) = \int P(D|\theta)P(\theta|\alpha_1, \ldots, \alpha_N)d\theta \]

which is equal to:

\[
\frac{\Gamma(\sum_i \alpha_i)}{\Gamma(\sum_i n_i + \alpha_i)} \prod_{i=1}^N \frac{\Gamma(n_i + \alpha_i)}{\Gamma(\alpha_i)}, \tag{2}
\]

where \( n_i \) is the number of occurrences of the \( i \)th outcome in the dataset.

To compute \( P(D|C) \), we first sum up the counts of the data over both A and B, that is let \( n_i = n_i,A + n_i,B \), and then compute the probability of the data as in (2). To compute \( P(D|¬C) \), since states A and B are separate, their respective datasets \( D_A \) and \( D_B \) are conditionally independent given \( ¬C \), so we can simply multiply the likelihoods.

\[
P(D_A, D_B|¬C) = P(D_A|¬C)P(D_B|¬C), \tag{3}
\]

So, if we are given two states, we can sample from a simple clustering posterior exactly in constant time. Similarly, if we have a very small number of different clusterings we wish to choose between (e.g. all clustered, predefined half clustered, none clustered), we simply calculate the data likelihood for each cluster using equation (2) and multiply across clusters as in equation (3). However, so far we have not addressed how to scale up in order to perform clustering over a full state space. TCRL-Theoretic and TCRL-Relaxed offer two different solutions to this problem.

### 4.2 TCRL-Theoretic

There are \( O(n^m) \) interdependent clusterings to consider among \( n \) states, so, if we wish to generate an exact sample from a posterior efficiently, we must reduce the clustering space. TCRL-Theoretic utilizes the structure of the state space to reduce the space of clusterings in a way that (as we will show experimentally) is sufficient to enable improvements in learning, while retaining near-optimal theoretical guarantees on the expected Bayesian regret. The general approach to reducing the space is to partition the states into
of possible clusterings is that a large part of the benefit is due to the independence to run during the next episode. For details see Algorithm 1.

The runtime of the clustering step is $O((\log n)^2)$, allowing the procedure to remain highly efficient and scalable. Note that a large part of the benefit is due to the independence among clustering decisions between depths: the total number of possible clusterings is $O((\log n)^{\log n})$, so this does not reduce to making the total number of clusterings very small, unlike some previous work [Diuk et al., 2009; Vien et al., 2013; Ortner et al., 2014].

Next we calculate the probability of each of the clusterings with $(\log n)^2$ computations. We use a prior on this clustering scheme which puts 0.5 probability on unclustering and 0.5 on clustering by the other depths. The reason for putting more probability mass on the unclustered hypothesis is to reduce the risk of clustering too aggressively.

Note that TCRL-Theoretic samples exactly from the posterior at each step. This allows us to bound the expected regret of TCRL-Theoretic. We define regret as in Osband et al. [Osband et al., 2013]:

$$R(T) = \sum_{e=1}^{T} V^* - V_{\pi_e},$$

where $V^*$ is the optimal expected per-episode reward, and $V_{\pi_e}$ is the expected reward of running the policy generated at episode $e$, $\pi_e$, for one episode. Now we present the following theorem.

**Theorem 4.1.** The Bayesian regret of TCRL-Theoretic is at most:

$$O((r_{\text{max}} - r_{\text{min}})T^{1/2} \sqrt{n} \log T \log(|S||A|T)).$$

Theorem 4.1 does not require a separate proof as it follows directly from the guarantees of PSRL [Osband et al., 2013], the only difference being scaling to $[r_{\text{min}}, r_{\text{max}}]$ due to the rewards not necessarily being in $[0, 1]$. Note that this is a Bayesian bound, which means that it applies assuming MDPs are truly drawn from the (in our case clustering) prior distribution; however, there is a close connection between frequentist and Bayesian regret [Osband et al., 2013].

### 4.3 TCRL-Relaxed

In order to sample exactly from the posterior (and thus retain the regret bounds of PSRL) while remaining efficient, TCRL-Theoretic restricts the set of clusterings severely, by only considering clusterings within each depth. A richer set of possible clusterings would likely improve performance if we...
could sample over them efficiently. TCRL-Relaxed is an approximate posterior sampling method that lacks regret guarantees, but it allows more powerful clusterings, remains computationally efficient, and is guaranteed to converge to the optimal policy in the true (unclustered) MDP.

TCRL-Relaxed uses a semi-greedy agglomerative clustering approach. For each action it iterates through pairs of states, clustering them based on the procedure for clustering two states (Section 4.1). Note that, in contrast to TCRL-Theoretic, this is an approximation because the decisions of future states are dependent on how we clustered past states, but we do not integrate over future clustering decisions when calculating the probability of clustering a pair.

In order to define the sequence of pairwise clustering decisions, we exploit structure in the state space to build a directed acyclic graph (DAG). To construct this DAG, we traverse the state space in a breadth-first fashion, ignoring states we have seen before, following edges based on the possible transitions (as defined by relative outcomes) from any given state. All parents of a state s which we reach before s are considered its parents in the DAG (and therefore, their ancestors are also the ancestors of s). Note that unlike TCRL-Theoretic, we do not attempt to balance the DAG. See Algorithm 3 in section 8 for full details about how the DAG was constructed.

For each node, we walk through its ancestors in the DAG, testing whether the node (and all others clustered with it so far) can be added to the cluster of the next ancestor. See Figure 2 for an example, and Algorithm 2 for the pseudocode. Although clustering only with ancestors has its limitations (siblings cannot be directly clustered, although they can indirectly cluster through a common parent), ancestors are likely to have much more data than siblings as they are closer to the start state, so the benefit of clustering with them is larger. Further, clustering only with ancestors can often greatly increase computational efficiency (from $O(n^2)$ to $O(n \log n)$ if the state space is naturally balanced.

**Theorem 4.2.** TCRL-Relaxed converges to optimal behavior in the limit of infinite experience.

**Proof.** Recall we are in the finite-horizon setting, where experience comes in episodes of maximum length $\tau$. First, we show that if, under an optimal policy $\pi^*$ in the true MDP, state-action pair $(s,a)$ could be visited, it will be visited an infinite number of times by TCRL-Relaxed. Consider the decision of whether to cluster state A with a cluster C. Consider the case where C is composed of one or more states that share true parameters $\theta_C$, but these are different from A’s true parameters $\theta_A$. Observe that when making this decision, the probability of choosing not to cluster is always non-zero and goes to one as more data is collected from A and C due to the consistency of the Bayesian hypothesis test. Since this probability is non-zero and approaches one, following edges based on the possible transitions (as defined by relative outcomes) from any given state. All parents of a state s which we reach before s are considered its parents in the DAG (and therefore, their ancestors are also the ancestors of s). Note that unlike TCRL-Theoretic, we do not attempt to balance the DAG. See Algorithm 3 in section 8 for full details about how the DAG was constructed.

For each node, we walk through its ancestors in the DAG, testing whether the node (and all others clustered with it so far) can be added to the cluster of the next ancestor. See Figure 2 for an example, and Algorithm 2 for the pseudocode. Although clustering only with ancestors has its limitations (siblings cannot be directly clustered, although they can indirectly cluster through a common parent), ancestors are likely to have much more data than siblings as they are closer to the start state, so the benefit of clustering with them is larger. Further, clustering only with ancestors can often greatly increase computational efficiency (from $O(n^2)$ to $O(n \log n)$ if the state space is naturally balanced.

**Theorem 4.2.** TCRL-Relaxed converges to optimal behavior in the limit of infinite experience.

**Proof.** Recall we are in the finite-horizon setting, where experience comes in episodes of maximum length $\tau$. First, we show that if, under an optimal policy $\pi^*$ in the true MDP, state-action pair $(s,a)$ could be visited, it will be visited an infinite number of times by TCRL-Relaxed. Consider the decision of whether to cluster state A with a cluster C. Consider the case where C is composed of one or more states that share true parameters $\theta_C$, but these are different from A’s true parameters $\theta_A$. Observe that when making this decision, the probability of choosing not to cluster is always non-zero and goes to one as more data is collected from A and C due to the consistency of the Bayesian hypothesis test. Since this probability is non-zero and approaches one, following edges based on the possible transitions (as defined by relative outcomes) from any given state. All parents of a state s which we reach before s are considered its parents in the DAG (and therefore, their ancestors are also the ancestors of s). Note that unlike TCRL-Theoretic, we do not attempt to balance the DAG. See Algorithm 3 in section 8 for full details about how the DAG was constructed.

For each node, we walk through its ancestors in the DAG, testing whether the node (and all others clustered with it so far) can be added to the cluster of the next ancestor. See Figure 2 for an example, and Algorithm 2 for the pseudocode. Although clustering only with ancestors has its limitations (siblings cannot be directly clustered, although they can indirectly cluster through a common parent), ancestors are likely to have much more data than siblings as they are closer to the start state, so the benefit of clustering with them is larger. Further, clustering only with ancestors can often greatly increase computational efficiency (from $O(n^2)$ to $O(n \log n)$ if the state space is naturally balanced.

**Algorithm 2 TCRL-Relaxed**

1: Input: MDP with unknown dynamics, initial states $I$
2: for $\epsilon = 1$ to $\infty$ do
3:   for $a \in A$ do
4:     $C_a = DoCluster(I)$
5:     Sample parameters $\theta_{ac}$ for each cluster $c \in C_a$
6:     Create MDP $M$, using parameters $\theta_{ac}$
7:     Solve $M$ to get an optimal policy $\pi$
8:     Run $\pi$ for an episode and update posterior
9: procedure DoCluster(I)
10: dag = BuildDAG(I), clusters = {}  
11: for $s \in dag.TraverseBreadthFirst()$ do
12:     clusters[s] = [s], aClusters = []
13:     for anc $\in$ dag.getAncestors(s) do
14:         aClusters.union(clusters[anc])
15:     for ac $\in$ aClusters do
16:         if SampleMerge(ac, clusters[s]) then
17:             ac.add(clusters[s])
18:             for $s'$ in clusters[s] do:
19:                 clusters[$s'$] = ac
20:     return clusters
21: end procedure
22: procedure SampleMerge(s1,s2)
23: Compute posterior probability using data based on eqns (2) and (1), using a prior of 0.5 and $\forall i, \alpha_i = 1$
24: Return true with posterior probability, false otherwise
25: end procedure

Figure 2: The first 4 clustering decisions that could be made by TCRL-Relaxed on an example DAG. In this run TCRL-Relaxed chose not to cluster first pair of states.
sible deterministic policies to deploy. So for a contradiction, assume that in the limit of infinite data, with probability $\epsilon > 0$ we choose a policy $\hat{\pi}$ with expected reward worse than $\pi^\star$. In this case, we know that since $\hat{\pi}$ is sampled an infinite number of times, the outcome distributions for the (s,a) pairs that could be visited under $\hat{\pi}$ will converge to the true distributions. Therefore, the value of $\hat{\pi}$ in the sampled MDP will converge to its true value. However, as we showed above, any (s,a) pairs that appear in $\pi^\star$ will also be sampled an infinite number of times, so the value of $\pi^\star$ will converge to its true value in the sampled MDP. Since the value of $\pi^\star$ is by definition greater than $\hat{\pi}$, and the planning step picks the optimal policy in the sampled MDP, we will converge to putting zero probability on $\hat{\pi}$, a contradiction.

### 5 Simulation Results

Here we test performance on several MDP environments, averaging results over 100 runs unless otherwise indicated.

**Baselines** First, to evaluate the usefulness of clustering, we compare against a straightforward tabular approach which does not generalize between states: PSRL with independent parameter priors. Second, we compare TCRL to a powerful MCMC clustering method similar to that used in BOSS [Asmuth et al., 2009]. Specifically, we take the Chinese restaurant process (CRP) prior used as the BOSS cluster prior [Asmuth et al., 2009], and improve it by clustering states separately for each action, so that this approach, like TCRL, performs clustering of state-action pairs. Given this prior and an action, a typical Gibbs sampling approach is used following Asmuth et al. 2009, where we repeatedly iterate through states, sampling from the conditional distribution over clusters for the current state given that the clustering of the other states is fixed. As with the TCRL approaches, after we sample a clustering we sample the parameters from each state to get an MDP, and then solve the MDP to obtain the policy to use for the next episode.

This baseline MCMC clustering method has several parameters; unfortunately, it is not always clear how to set them. First $\alpha$, the CRP concentration parameter must be set. We choose the value of 0.5 recommended by Asmuth et al. 2009. Second, since MCMC has no clear termination criterion, we must choose how long to run it. Since fast runtime is often very important, we control for time by, at each iteration, first running TCRL-Relaxed, and then running MCMC for the amount of time TCRL-Relaxed took. Note that controlling for time is always a somewhat inexact science (we are not claiming to have fully optimized either MCMC or TCRL methods). For environments similar to those studied by Asmuth et al. 2009, we also compare running MCMC for the fixed number of iterations (i.e. sweeps across all variables) recommended by Asmuth et al. 2009. Finally, one must set the initialization for MCMC. We compare two logical alternatives: Either all states are initialized in a single cluster (MCMC-Together), or all states are initialized in separate clusters (MCMC-Separate). We label the fixed iterations variant MCMC-Separate-Long.

**Riverswim** RiverSwim [Strehl and Littman, 2008] is a 6-state chain MDP previously used to showcase PSRL [Osband et al., 2013]. For a diagram and complete description of the environment, see [Osband et al., 2013]. We used a horizon of 20 and defined 5 relative outcomes for moving left and right or staying with some reward. The results in this environment (Figure 3) show that MCMC-Together performs poorly, being unable to uncluster sufficiently given limited time. Interestingly, despite being given more runtime, MCMC-Separate-Long performs worse than MCMC-Separate, perhaps because the short runtime means MCMC-Separate is more likely to avoid over-clustering. TCRL-Theoretic matches the performance of the best MCMC approach, while TCRL-Relaxed performs uniformly better than any MCMC approach. In Table 1, we found the TCRL approaches to be over 600x faster in this environment than a typical MCMC approach.

**MarbleMaze** MarbleMaze [Asmuth et al., 2009; Russell et al., 1994] is a 36-state gridworld MDP previously used to showcase the benefit of MCMC clustering in BOSS [Asmuth et al., 2009]. For a diagram and complete description of the environment, see [Asmuth et al., 2009]. We used a horizon of 30 and a set of 5 outcomes denoting whether the agent moved in each cardinal direction or hit a wall (in keeping with past work [Asmuth et al., 2009], the coordinates of the goal and pits are assumed to be known). In Figure 4 we see that TCRL-Relaxed outperforms PSRL and the time-limited MCMC variants by a large margin, while MCMC-Separate-Long appears to slightly outperform it. However, in Table 1 we see in our experiment that variant took over 200x times longer than TCRL-Relaxed. By the end of 1000 episodes, TCRL-Theoretic also outperforms both time-limited MCMC variants. Interestingly, we see that MCMC-Together starts off much better than MCMC-Separate (and PSRL), but over time begins to flatten off, and by 500 episodes MCMC-Separate and PSRL are poised to overtake it. This is likely because aggressive clustering boosts early performance, but in order to reach optimal performance more and more distinctions are needed, which MCMC-Together is unable to make given limited time. On the other hand, MCMC-Separate does not appear to improve much over PSRL, likely because it has insufficient time to identify useful clusterings.

**SixArms** Six Arms [Strehl and Littman, 2008] is a 7-state MDP arranged in a spoke pattern, where each of the six outer states has very different dynamics/rewards, which presents a challenge for an approach based on clustering. For a diagram and environment description, see [Strehl and Littman, 2008]. We used a horizon of 10 and 14 relative observations; mov-

<table>
<thead>
<tr>
<th>Method</th>
<th>RiverSwim Time</th>
<th>MarbleMaze Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCMC-Separate-Long</td>
<td>290.38 ms</td>
<td>1253.47 ms</td>
</tr>
<tr>
<td>TCRL-Relaxed</td>
<td>0.47 ms</td>
<td>4.72 ms</td>
</tr>
<tr>
<td>TCRL-Theoretic</td>
<td>0.23 ms</td>
<td>1.28 ms</td>
</tr>
</tbody>
</table>

Table 1: Average time to sample a single clustering on RiverSwim and MarbleMaze.
6 Discussion

Overall, TCRL-Relaxed leverages the structure of the state space along with its pairwise Bayesian clustering to outperform PSRL and either choice of time-limited MCMC initialization, with the exception of the 200-state grid where it matched the best MCMC variant, TCRL-Theoretic, although worse in performance than TCRL-Relaxed, always improves over PSRL, typically by a substantial amount, and has stronger guarantees. In contrast to TCRL which requires no parameter tuning, MCMC is extremely sensitive to initialization when time-limited. In the 200-state grid, initializing together does well and initializing separately does very poorly, but the opposite is true in RiverSwim. Using a large number of MCMC iterations (as specified by [Asmuth et al., 2009]) can improve performance, but in our experiments doing this takes 200x-600x longer than TCRL-Relaxed. Further, our MarbleMaze results show variants of MCMC can level off before reaching optimal performance, in contrast to TCRL. Finally, we find it encouraging that in SixArms, where we expected clustering to have little benefit, TCRL-Relaxed is able to improve.

7 Conclusion

In this work we developed TCRL-Theoretic and TCRL-Relaxed, two Bayesian approaches which allow us to generalize across states via clustering the dynamics while carefully controlling exploration. Unlike typical MCMC approaches, our techniques have no parameters to tune, and exploit the structure of the state space to remain computationally efficient. Further, TCRL-Relaxed is guaranteed to achieve optimal performance, while TCRL-Theoretic has stronger guarantees of achieving near-optimal Bayesian regret. We showed in simulation that our approaches improve over PSRL, with TCRL-Relaxed typically also outperforming both time-limited MCMC approaches by a substantial margin. One limitation we hope to address in future work is that TCRL struggles to scale to very large state spaces, in part due to the complexity of the required offline planning step. Approximate or online planning may be helpful here. Also, it would be interesting to investigate larger or continuous outcome spaces.
8 Appendix

Algorithm 3 Subroutine for TCRL-Relaxed

procedure BUILD_DAG(I)
    fringe = [I], seen = [], ancestors = {}, clusters = {}
    while fringe is not empty do
        s = fringe.pop()
        if s ∈ seen then continue
        seen.add(s);
        for child ∈ s.children() do
            if child ∈ seen then continue
            ancChild = ancestors[s].add(s)
            if child ∈ fringe then ancestors[child].add(ancChild)
        end for
    end while
end procedure

Algorithm 4 Subroutine for TCRL-Theoretic

procedure BUILD_TREE(I)
    tree.setRoot(I), fringe = [I], seen = [], backptrs = []
    while fringe is not empty do
        s = fringe.removeFirst()
        if seen.contains(s) then continue else
            seen.add(s)
            children = GET_AT_LEAST_TWO_CHILDREN(s, seen, fringe)
            tree.setChildren(s, children), fringe.add(children)
        end if
    end while
    return tree
end procedure

procedure GET_TWO_CHILDREN(parent, seenOuter, fringeOuter)
    Summary: Traverses the graph to try to get exactly two new children, may go over to handle likely orphans (immediate children without a link back to parent)
    children = parent.children(), ret = {}, fringe = {children}, seen = {}, workingOnSubChildren = false
    while fringe.size() > 0 and ret.size() < 2 do
        newFringe = {}
        for s in fringe do
            if seen.contains(node) or (!workingOnSubChildren
            and re.size() ≥ 2 and node.children().contains(parent)) then
                continue
            if !seenOuter.contains(s) and
                !fringeOuter.contains(s) then
                ret.add(s)
                if ret.size() ≥ minDegree and workingOnSubChildren then
                    break
                    seen.Add(s)
                for subChild in s.getChildren() do
                    newFringe.Add(subChild)
                end for
                workingOnSubChildren = true, fringe = newFringe
            end if
        end for
    end while
end procedure
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