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Abstract

Image captioning aims to describe an image with a concise, accurate, and interesting sentence. To build such an automatic neural captioner, the traditional models align the generated words with a number of human-annotated sentences to mimic human-like captions. However, the crowd-sourced annotations inevitably come with data quality issues such as grammatical errors, wrong identification of visual objects and sub-optimal sentence focuses. During the model training, existing methods treat all the annotations equally regardless of the data quality. In this work, we explicitly engage human consensus to measure the quality of ground truth captions in advance, and directly encourage the model to learn high quality captions with high priority. Therefore, the proposed consensus-oriented method can accelerate the training process and achieve superior performance with only supervised objective without time-consuming reinforcement learning. The novel consensus loss can be implemented into most of the existing state-of-the-art methods, boosting the BLEU-4 performance by maximum relative 12.47% comparing to the conventional cross-entropy loss. Extensive experiments are conducted on MS-COCO Image Captioning dataset demonstrating the proposed human consensus-oriented training method can significantly improve the training efficiency and model effectiveness.

1 Introduction

Visual content understanding has become an emerging research topic in the multimedia research areas recently. In the conventional multimedia retrieval systems, the image or video items can be retrieved by keywords, image snippets or video clips, whilst the textual descriptions can be searched by visual content. Furthermore, in the modern multimedia intelligent system, the underlying semantics in the vision and language are demanding elements for human to efficiently manage big volumes of images and videos. Image captioning system automatically generates descriptions for visual contents, which can benefit applications such as multimedia retrieval, data management and recommender system [Li et al., 2020], etc. Notably, the challenging image captioning task requires the model to accurately identify and interpret visual features into high-level natural language descriptions. The current approaches for image captioning follow the encoder-decoder architecture. In particular, the convolutional neural network (CNN) encoder projects the image into a feature vector conserving the salient elements, and the decoder language model generates natural language descriptions by maximising the posterior probability of word predictions given the image representations.

In the standard MSCOCO Image Captioning dataset, each image comes with five annotations shown in Figure 1. The captions are annotated by different online annotators. Although they are all human-annotated captions, the quality is apparently different. The captions may be correct, but they are often come with poor grammar and lack of information. For example, in Figure 1, a good example like the second sentence gives all the details about the giraffe and its interaction of drinking water, but the bad annotation such as the third caption only describes the pure motion of bending down. In addition, instead of describing the items from the image, the
annotators may write some “one-caption-fit-all” captions. In the bottom example of Figure 1, the fourth sentence is the longest, but it does not include any useful information from the given visual content. During the training, the existing models are encouraged to generate captions via supervised objectives. They treat all the annotations of the same image equally during training without considering the quality of different labels.

The successive work mainly focuses on improving the performance with fine-grained visual representations. There are several ways to improve visual encodings, for example, the objects from the images are detected to form a detailed description [Yao et al., 2017], and the visual attention mechanisms are equipped to focus on salient areas while generating captions [Xu et al., 2015; Anderson et al., 2018]. However, despite the benefits from the visual information, the cross-entropy objectives encourage the model to fully rely on the ground-truth annotations, lacking the self-critical evaluation mechanism to adjust the gradient.

Built on the encoder-decoder baselines, the policy gradient reinforcement learning captioning models [Rennie et al., 2017; Zha et al., 2019] are further proposed to minimise the gap between the cross-entropy loss and the evaluation metrics. The captioning task is formulated as a sequential decision-making problem, in which the language policy is directly optimised based on rewards from the caption evaluator. However, in practice, the reinforcement learning cannot start from scratch, due to the fact that the action searching space is tremendous with random initialisation. The normal practice is to “warm-up” the policy network with supervised training, followed by very slow fine-tuning process with reinforcement learning loss. This process is time-consuming, with turbulent learning curve and the performance is over-sensitive to network initialisation.

To alleviate the intrinsic annotation imperfect and model fine-tuning inefficient deficiencies, in this work, we introduce a Human Consensus-Oriented (HCO) objective to improve model performance with faster training. The proposed consensus loss can automatically assess human annotation quality in advance, aiming to encourage the model to learn more accurate and informative training samples in priority. To evaluate the effectiveness of the proposed training objective, we perform comprehensive experiments on both basic and advanced models, and demonstrate prominent improvements on different metrics.

The contributions in this paper are three-fold:

1. To the best of our knowledge, it is the first work to explicitly identify and tackle the annotation quality issues in image captioning, which allows the model to efficiently learn the higher quality annotations in priority.
2. The proposed consensus loss is agnostic to the base model, so it can be easily implemented into most of the existing methods to improve the performance with supervised training.
3. Quantitative and qualitative experiments are conducted on the challenging COCO Captioning dataset. The results show that in the supervised learning setting, our model outperforms all the cross-entropy trained baseline models. In the reinforcement learning fine-tuning, the method still achieves competitive performance comparing the state-of-the-arts.

The rest of the paper is organised as follows: Section 2 reviews visual captioning methods, Section 3 introduces the consensus loss and the framework, Section 4 describes experiments, and Section 5 summarises the proposed method.

2 Related Work

2.1 Visual Captioning

Recently, visual captioning has been widely studied in the computer vision and natural language processing fields. The existing deep captioning models follow the encoder-decoder framework, aiming to map the visual content into a full sentence [Karpathy and Fei-Fei, 2017] or a paragraph [Krause et al., 2017; Wang et al., 2018; Luo et al., 2019], given the image or video [Gao et al., 2019; Yang et al., 2018; Song et al., 2018] representations. Benefiting from the feature extraction ability of convolutional neural networks, the early captioning work focuses on preserving effective image representations to generate high quality descriptions. In [Vinyals et al., 2015], Vinyals et al. proposed a CNN-LSTM architecture to recurrently predict the caption word-by-word to form a full sentence based on the CNN-encoded image features.

Attention Model

The successive models focus on improving the visual representations by different attention mechanism designs. The attention mechanism can be categorised into three types: the visual attention [Xu et al., 2015], language attention [You et al., 2016], and hybrid attention [Lu et al., 2017]. The visual attention [Xu et al., 2015; Anderson et al., 2018] aligns the salient image areas while generating word sequence to improve the relevance of the generated caption. The language attention [You et al., 2016] detects semantics of the given image, and then the decoder refer to these semantic attributes when generating the captioning. The hybrid methods [Lu et al., 2017] combines visual and textual attention to simultaneously consider both types of information. The more recent attention-based models take a step further to entirely utilise the Transformer attention [Herdade et al., 2019; Wang et al., 2020] to encode visual features and decode word sequences.

Reinforcement Learning

Another line of work formulate image captioning as a reinforcement learning problem [Rennie et al., 2017; Zha et al., 2019; Luo et al., 2019]. In the reinforcement learning setting, the action is predicting next word, the state is the visual features, current word embeddings and context vectors, and the reward is the evaluation score of a group of sampled captions. Most of the existing methods need to warm-up the network with supervised training, then utilise the REALFORCE [Williams, 1992] algorithm to optimise the gradient for model fine-tuning. The SCST model [Rennie et al., 2017]
The Consensus Loss (CL) is designed to address the annotation quality issue, in which the annotated captions have different levels of quality. In the training dataset, each image has several captions from different annotators as shown in Figure 1. The existing methods force the model to learn these captions equally without considering the quality of themselves. The proposed consensus loss explicitly puts different learning weights for different quality of training examples.

**Ground Truth Consensus Scores**

We denote the reference captions of the given image $I$ as $R^I = \{R^I_1, \cdots, R^I_M\}$, where $M$ is the number of ground-truth annotations of image $I$. Before the model training, we split $R^I$ into $M$-folds. For each caption $R^I_i$, we measure the consensus score $C_{score}(R^I_i)$ based on the common interest among all the other $M-1$ human annotators. These $M-1$ references can be denoted as $Q^I_i$ for simplicity.

The choice of consensus score measurement is not limited to the existing metrics, however, in practice, we adopt CIDEr [Vedantam et al., 2015] to quantify the label quality. CIDEr calculates the cosine similarity between the candidate sentence and a set of reference sentences. In particular, the sentence is represented by a vector of term frequency-inverse document frequency (TF-IDF) weightings for all the $n$-gram phrase, where $n = 1, 2, 3, 4$ in practice. Finally, all the $n$-gram cosine similarities are averaged to form a single score for each candidate sentence.

The $C_{score}(R^I_i)$ is computed as follows:

$$C_{score}(R^I_i, Q^I_i) = \sum_{j=1}^{M-1} \frac{r^n(R^I_i) \cdot r^n(Q^I_i)}{\|r^n(R^I_i)\| \|r^n(Q^I_i)\|}$$

where $r^n$ is the TF-IDF weightings of all the $n$-gram phrases for the corresponding sentence.

**Cross-Entropy with Consensus Loss**

The standard cross-entropy (CE) loss measures the classification model performance based on the probability outputs from the model. The loss of the entire sentence is measured as the mean of all the words’ CE loss. The standard CE loss simply treats all the annotations as golden standards, and gives different quality captions with the same weights.

The consensus loss adjusts the sentence-level loss, which increases the weights of high quality examples, but reduces the loss of the low quality ones. Therefore, higher penalty will be given to model if the “good” captions are not learned well. Meanwhile, the poorly written captions will be assigned with lower loss, so the model will not learn too much about bad examples. This follows the common practice of human learning behaviour: We learn well-written articles in the school first, and later we have the ability to identify poorly-written negative examples.

We write the simple Consensus Loss (CL) as:

$$CL(I, S) = -C_{score}(R^I_i) \frac{1}{N} \sum_{t=1}^{N} \log p_t(S_t),$$

where $N$ is the length of caption, $R^I_i$ is the $i$-th annotation for image $I$, $p_t \in [0, 1]$ is the likelihood for the correct word $S_t$. 
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Figure 2: The overview of the proposed human consensus-oriented captioner. Annotations with higher quality are encouraged to be learned in priority.

further introduces a baseline subtracted from the reward to reduce the variance caused by Monte-Carlo sampling. In the CAVP model [Zha et al., 2019], the model improves the visual policy with previous context, and optimises the network with the Actor-Critic policy gradient method.

**2.2 Dataset Bias**

The deep intelligence systems rely on large volume of training data, so the bias in data could be magnified during gradient descent. It is commonly existed in various tasks such as object detection, word embedding, and image captioning. In particular, in the object detection, the RetinaNet [Lin et al., 2018] tackles the class imbalance problem by down-weighting the loss of already well-classified instances, therefore guiding the model to learn more on the hard examples. The word embedding model [Bolukbasi et al., 2016] identifies and equalises the gender-related and gender-neutral words, while maintaining good clustering performance. The image captioning models [Hendricks et al., 2018] also focus on gender-specific word generates, and they increase the penalty for the wrongly generated gender words while model training.

**3 The Proposed Approach**

In this section, we introduce the proposed Human Consensus-Oriented (HCO) image captioning model. As shown in the Figure 2, during the encoding phase, the object regions in the input image are firstly detected by Faster-RCNN. Then, in the decoding phase, the language model generates word sequences based on the visual representation. During the word prediction, the visual attention is engaged to shift the sentence focus on the salient object regions.

**3.1 Problem Formulation**

We denote the image captioning task formally in this section. The original RGB image is denoted as the input $I$. The final objective of the image captioning model is to generate a description $S = \{S_1, \ldots, S_N\}$ given $I$, where $N$ is the length of caption.

**3.2 Consensus Loss**

The Consensus Loss (CL) is designed to address the annotation quality issue, in which the annotated captions have different levels of quality. In the training dataset, each image has
Intuitively, the sentence with poor quality will have low loss contribution, whilst the high quality examples are learned in priority benefited from the high loss contribution. The loss of the perfect learned sentences will have zero CL loss, so it will not be contributing to model training any more despite its consensus score.

Variants of Consensus Loss
The extract composition and acquisition of consensus loss are not fixed, we introduce some alternative designs of the consensus loss. The different weights of CL loss and consensus evaluation metrics are compared in Section 4.5 and Section 4.6, respectively.

Balancing Factor. The proportion of consensus loss can be further adjusted empirically to balance the standard cross-entropy and consensus loss. We use the Consensus Loss with balancing factor $\alpha$ in practice:

$$\text{CL}(I, S) = -(1 + \alpha C_{\text{score}}(R^I_1)) \cdot \frac{1}{N} \sum_{t=1}^{N} \log p_t(S_t) \quad (4)$$

Label Quality Measurements. The calculation of consensus score can be reshaped to other automatic evaluation metrics or expert annotations. The commonly adopted metrics automatically measure the similarity of the candidate caption with reference annotations, such as BLEU [Papineni et al., 2002], METEOR [Banerjee and Lavie, 2005], CIDEr [Vedantam et al., 2015], etc.

3.3 Human Consensus-Oriented Captioner
The consensus loss can be implemented in most of the image captioning models trained by cross entropy loss. In this section, we briefly introduce two consensus-based models built on CNN-LSTM and Transformer framework.

CNN-LSTM
We implement consensus loss on the state-of-the-art Topdown attention-based model [Anderson et al., 2018]. The visual features are extracted from Faster-RCNN, and the LSTM language decoder is equipped with visual attention to adaptively shift sentence focus.

Transformer
Similar to CNN-LSTM model, the visual features are extracted from Faster-RCNN, however, the Transformer model [Vaswani et al., 2017] utilises a self-attention mechanism to generate sentence without using recurrent units. During decoding phase, the visual region features are attended to calculate the relevance scores and output the context vectors.

4 Experiments
4.1 Experimental Settings
Dataset
We evaluate the proposed HCO model on the MS-COCO [Lin et al., 2014] image captioning dataset following the “Karpathy” [Karpathy and Fei-Fei, 2017] split. The Train, Val, Test splits contain 113 287, 5 000, 5 000 images, respectively.

Evaluation Metrics
The performance is evaluated using automatic language evaluation metrics: BLEU [Papineni et al., 2002], METEOR [Banerjee and Lavie, 2005], Rouge-L [Lin, 2004], and CIDEr [Vedantam et al., 2015]. BLEU-$n$ indicates the $n$-gram precision of the candidate caption, METEOR considers both precision and recall, and CIDEr measures the $n$-gram similarity with considering TF-IDF weights.

4.2 Baselines
We compare the proposed HCO with a number of state-of-the-art methods (see Table 1) including: NIC [Vinyals et al., 2015], Adaptive [Lu et al., 2017], Att2all and Att2in [Rennie et al., 2017], Topdown [Anderson et al., 2018], Standard Transformer and Object Transformer [Herdade et al., 2019], CAVP [Zha et al., 2019].

In the following comparison, CL- indicates reshaping the original Cross-Entropy Loss to the proposed Consensus Loss. RL- denotes the model is optimised with Reinforcement Learning (Self-critical model from [Rennie et al., 2017]). All the models with region visual features use Faster-RCNN with ResNet-101 [Anderson et al., 2018]. The specific variations will be discussed in the following sections.

4.3 Implementation Details
The RGB image is encoded with ResNet-101 convolutional neural network, and the regions are detected via Faster-RCNN. The model is optimised using Adam with learning rate of $5e^{-4}$. Different settings are implemented in the CNN-LSTM and Transformer architectures. The details will be released in the Github repository.

CNN-LSTM. In the LSTM language decoder, the hidden state is empirically set as 1024, with 1-layer. In the attention module, the encoding size is 1024.

Transformer. In the Transformer attention framework, the embedding dimension is 512, the positional encoding size is 2048, and the number of attention layer is 6.

4.4 Comparison with State-of-The-Art
Quantitative Analysis
We compare our model with state-of-the-art methods on MS-COCO dataset. All the visual features are using Faster-RCNN region features for fair comparison, so some of the reported results are slightly higher than the original papers. As

<table>
<thead>
<tr>
<th>Method</th>
<th>Base</th>
<th>Attention</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIC</td>
<td>CNN-LSTM</td>
<td>No</td>
<td>Global</td>
</tr>
<tr>
<td>Adaptive</td>
<td>CNN-LSTM</td>
<td>Yes</td>
<td>Region</td>
</tr>
<tr>
<td>Att2all</td>
<td>CNN-LSTM</td>
<td>Yes</td>
<td>Region</td>
</tr>
<tr>
<td>Att2in</td>
<td>CNN-LSTM</td>
<td>Yes</td>
<td>Region</td>
</tr>
<tr>
<td>Topdown</td>
<td>CNN-LSTM</td>
<td>Yes</td>
<td>Region</td>
</tr>
<tr>
<td>CAVP</td>
<td>CNN-LSTM</td>
<td>Yes</td>
<td>Region</td>
</tr>
<tr>
<td>Transformer</td>
<td>Transformer</td>
<td>Yes</td>
<td>Region, Obj. Rel.</td>
</tr>
</tbody>
</table>

Table 1: Comparison methods summary.
shown in the Table 2, all the compared models are trained on the standard cross-entropy (CE) loss without reinforcement learning. Our CL-trained model CL-Topdown improves the CE-trained Topdown baseline with 3.2% relatively improvement on CIDEr. It also surpasses the more recent state-of-the-art model Object Transformer model, which is very significant because the Object Transformer method utilises more powerful Transformer model and uses auxiliary region box relationship features. Another comparison demonstrated in the Table 3 compare the models after the reinforcement learning fine-tuning process. The RL-optimised CL-RL-Topdown further improves the CIDEr by 5.27, and also performs better than the original RL-Topdown. This shows that the CL loss can also provides self-critical RL training with a better starting point.

**Qualitative Analysis**

We present case studies in Figure 3 to intuitively understand the HCO model performance. The proposed model is able to generate sentences with accurate observation of salient objects from the images in most of the cases. Besides, comparing to the baseline method, it is able to describe more interesting elements. For example, in the first picture, rather than only describing the rider on the street, our model finds the interesting point “train”, and gains higher CIDEr score since it is the human annotators’ common interest. Similar phenomena also appear in the third and forth pictures, in which the interesting elements of “sprinkles” and “clock” are accurately identified. Moreover, in the second picture, it not wrong that the zebra is “standing”, but the motion of “grazing” is more accurate. In addition, the grammar and language usages of the generated captions are more appropriate.

### 4.5 Ablation Study

**Effectiveness of Consensus Loss**

In this section, a number of state-of-the-art methods are implemented with consensus loss to compare the effectiveness of the consensus loss (Table 4). All the CNN-LSTM based models (see Table 1) are implemented with Faster-RCNN visual features, and the hidden size of 1-layer LSTM is 512. The Transformer model parameters remain the same.

From the comparison, we can clearly observe that the consensus loss works in all the compared methods without auxiliary visual information. In particular, the CL loss boosts BLEU-4 score of the Att2in model by 12.47% relatively. Similarly, the Adaptive model has a giant relative increment of 12.08% and 9.75% for BLEU-4 and CIDEr, respectively. Notably, when the standard Transformer model utilises CL loss, the performance nearly achieves the heavy Object Transformer model.

<table>
<thead>
<tr>
<th>Model</th>
<th>B-4</th>
<th>M</th>
<th>Rouge</th>
<th>CIDEr</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIC</td>
<td>30.34</td>
<td>25.05</td>
<td>53.58</td>
<td>96.29</td>
</tr>
<tr>
<td>Adaptive</td>
<td>30.88</td>
<td>25.40</td>
<td>53.82</td>
<td>98.26</td>
</tr>
<tr>
<td>Att2in</td>
<td>31.83</td>
<td>25.73</td>
<td>54.50</td>
<td>102.29</td>
</tr>
<tr>
<td>Att2all</td>
<td>33.25</td>
<td>26.25</td>
<td>55.19</td>
<td>105.60</td>
</tr>
<tr>
<td>Topdown</td>
<td>36.20</td>
<td>27.00</td>
<td>56.40</td>
<td>113.50</td>
</tr>
<tr>
<td>Transformer</td>
<td>34.96</td>
<td>27.58</td>
<td>55.82</td>
<td>111.89</td>
</tr>
<tr>
<td>Obj. Trans.</td>
<td>35.49</td>
<td>27.98</td>
<td>56.58</td>
<td>115.37</td>
</tr>
<tr>
<td>CL-Topdown</td>
<td>37.08</td>
<td>27.85</td>
<td>57.22</td>
<td>117.10</td>
</tr>
<tr>
<td>CL-Transformer</td>
<td>35.65</td>
<td>27.68</td>
<td>56.42</td>
<td>114.75</td>
</tr>
</tbody>
</table>

Table 2: Performance comparison on MSCOCO Karpathy test split w/o reinforcement learning

<table>
<thead>
<tr>
<th>Model</th>
<th>B-4</th>
<th>M</th>
<th>Rouge</th>
<th>CIDEr</th>
</tr>
</thead>
<tbody>
<tr>
<td>RL-Att2all</td>
<td>34.20</td>
<td>26.70</td>
<td>55.70</td>
<td>114.00</td>
</tr>
<tr>
<td>RL-Topdown</td>
<td>36.30</td>
<td>27.70</td>
<td>56.90</td>
<td>120.10</td>
</tr>
<tr>
<td>RL-Obj. Trans.</td>
<td>38.60</td>
<td>28.70</td>
<td>58.40</td>
<td>128.30</td>
</tr>
<tr>
<td>RL-CAVP</td>
<td>38.60</td>
<td>28.30</td>
<td>58.50</td>
<td>126.30</td>
</tr>
<tr>
<td>CL-RL-Topdown</td>
<td>36.56</td>
<td>27.56</td>
<td>57.31</td>
<td>122.37</td>
</tr>
<tr>
<td>CL-RL-Transformer</td>
<td>37.13</td>
<td>28.23</td>
<td>57.65</td>
<td>126.13</td>
</tr>
</tbody>
</table>

Table 3: Performance comparison on MSCOCO Karpathy test split w/ reinforcement learning
Table 4: Effectiveness of Consensus Loss. The models remain the identical structure, but the loss function is replaced with consensus loss.

<table>
<thead>
<tr>
<th>Model</th>
<th>Cross-Entropy</th>
<th>Consensus Loss</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B-4 M Rouge-L</td>
<td>B-4 M Rouge-L</td>
<td>B-4 CL</td>
</tr>
<tr>
<td>NIC</td>
<td>30.34 25.05 53.58 96.29</td>
<td>32.95 25.54 54.32 101.84</td>
<td>8.60 % 5.76 %</td>
</tr>
<tr>
<td>Adaptive</td>
<td>30.88 25.40 53.82 98.26</td>
<td>34.61 26.45 55.58 107.84</td>
<td>12.08 % 9.75 %</td>
</tr>
<tr>
<td>Att2in</td>
<td>31.83 25.73 54.50 102.29</td>
<td>35.80 26.87 56.33 111.47</td>
<td>12.47 % 8.97 %</td>
</tr>
<tr>
<td>Att2all</td>
<td>33.25 26.25 55.19 105.60</td>
<td>36.36 27.05 56.64 112.97</td>
<td>9.35 % 6.98 %</td>
</tr>
<tr>
<td>Topdown</td>
<td>33.14 26.45 55.37 106.14</td>
<td>36.52 27.42 56.90 114.22</td>
<td>10.20 % 7.61 %</td>
</tr>
<tr>
<td>Trans.</td>
<td>34.96 27.58 55.82 111.89</td>
<td>35.65 27.68 56.42 114.75</td>
<td>1.97 % 2.56 %</td>
</tr>
<tr>
<td>Obj. Trans.</td>
<td>35.49 27.98 56.58 115.37</td>
<td>36.25 28.10 56.73 117.73</td>
<td>2.14 % 2.05 %</td>
</tr>
</tbody>
</table>

Table 5: Balancing factor comparison. Performance comparison on MSCOCO Karpathy test split. The backbone model is Topdown.

<table>
<thead>
<tr>
<th>Model</th>
<th>B-4</th>
<th>M</th>
<th>Rouge</th>
<th>CIDEr</th>
</tr>
</thead>
<tbody>
<tr>
<td>α = 0.5</td>
<td>36.55</td>
<td>27.76</td>
<td>56.89</td>
<td>114.60</td>
</tr>
<tr>
<td>α = 1</td>
<td>37.26</td>
<td>28.00</td>
<td>57.20</td>
<td>116.42</td>
</tr>
<tr>
<td>α = 2</td>
<td>37.20</td>
<td>28.03</td>
<td>57.10</td>
<td>117.51</td>
</tr>
<tr>
<td>α = 5</td>
<td>36.66</td>
<td>27.86</td>
<td>57.02</td>
<td>115.67</td>
</tr>
<tr>
<td>α = 10</td>
<td>37.12</td>
<td>27.85</td>
<td>57.02</td>
<td>116.84</td>
</tr>
<tr>
<td>Pure CL</td>
<td>37.08</td>
<td>27.85</td>
<td>57.22</td>
<td>117.10</td>
</tr>
</tbody>
</table>

Figure 5: Variants of consensus measurement. X-axis: Training steps; Y-axis: Evaluation scores in Val split.

5 Conclusion and Future Work

In this work, we propose a human consensus-oriented model for image captioning. Towards retaining common interests among the references, the proposed model explicitly leverages the consensus scores to encourage captioner to learn high quality examples in priority. The model boosts the caption generation performance without overwhelming training time effectively, and generates the concise, accurate and interesting examples efficiently. The experiments demonstrate the effectiveness of the proposed consensus-oriented captioner.
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