Cross-denoising Network against Corrupted Labels in Medical Image Segmentation with Domain Shift

Qinming Zhang\textsuperscript{2*}, Luyan Liu\textsuperscript{1*†}, Kai Ma\textsuperscript{1}, Cheng Zhuo\textsuperscript{2}, Yefeng Zheng\textsuperscript{1†}

\textsuperscript{1}Tencent Jarvis Lab, Shenzhen, China
\textsuperscript{2}Zhejiang University, Hangzhou, China
{qinmingzhang, czhuo}@zju.edu.cn, {luyanliu, kylekma, yefengzheng}@tencent.com

Abstract

Deep convolutional neural networks (DCNNs) have contributed many breakthroughs in segmentation tasks, especially in the field of medical imaging. However, \textit{domain shift} and \textit{corrupted annotations}, which are two common problems in medical imaging, dramatically degrade the performance of DCNNs in practice. In this paper, we propose a novel robust cross-denoising framework using two peer networks to address domain shift and corrupted label problems with a peer-review strategy. Specifically, each network performs as a mentor, mutually supervised to learn from reliable samples selected by the peer network to combat with corrupted labels. In addition, a noise-tolerant loss is proposed to encourage the network to capture the key location and filter the discrepancy under various noise-contaminant labels. To further reduce the accumulated error, we introduce a class-imbalanced cross learning using most confident predictions at the class-level. Experimental results on REFUGE and Drishti-GS datasets for optic disc (OD) and optic cup (OC) segmentation demonstrate the superior performance of our proposed approach to the state-of-the-art methods.

1 Introduction

The performance of current deep convolutional neural networks (DCNNs) highly depends on two assumptions: (1) training and test data are drawn from the same feature space with the same distribution; and (2) training data is associated with accurate annotations. However, the performance of established DCNN models usually degrades when tested on unseen data, especially when there exists significant appearance difference between training (source domain) and test (target domain) data, which is referred as the domain shift problem. To mitigate such problem, tremendous domain adaptation (DA) methods have been proposed [Tzeng \textit{et al.}, 2017; Chen \textit{et al.}, 2018b; Tsai \textit{et al.}, 2018] Nevertheless, most of the current DA solutions assume that the ground-truth labels in training data are flawless, thus ignore an inevitable problem—labels may be corrupted in the real world [Han \textit{et al.}, 2018]. This unique challenge inspires us to consider one problem: “How can we learn a robust domain adaptive model from data with noisy annotations?”.

Domain shift is a common problem in the field of medical imaging, since images are obtained from special medical devices, where different imaging modalities or even different settings of the same device could introduce significant variations in images. Recently, many approaches are emerging to address the domain shift problem in image segmentation. Li \textit{et al.} [2019] proposed a bidirectional learning method with self-supervised learning to learn a better segmentation model and in return improve the image translation model. Vu \textit{et al.} [2018] proposed an entropy-based adversarial training approach targeting structure adaptation from source domain to target domain. Additionally, manual annotation with a pixel-level accuracy is indeed inefficient and error-prone. The wrong-labelled samples, behaving as “noise”, can potentially degrade the performance of DCNN, thus it is challenging to learn from data with domain shift and noisy annotations.

Aiming to alleviate the above problems, we propose a robust cross-denoising framework that is resilient to noisy annotations and domain shift. We design two different networks playing roles as peer reviewers to selectively learn from the data with reliable clean labels and adaptively correct the training error. Furthermore, we introduce a class-imbalanced self-learning strategy to estimate the most reliable labels for the target domain. Fig. 1 illustrates the main idea of previous DA
methods and our proposed robust cross-denoising method. We evaluate the cross-denoising model against the state-of-the-art methods on the REFUGE dataset [Fu et al., 2019] and the Drishti-GS dataset [Sivaswamy et al., 2014]. In this nutshell, our main contributions of this paper are summarized as follows:

1) We firstly (to the best of our knowledge) propose a robust learning method against noisy labels in medical image segmentation with domain shift.

2) We propose a cross-reviewing framework that identifies high-quality data and a noise-tolerant loss to focus on the noise-free part in noisy labels, which can significantly reduce the negative effects of noisy labels and boost the performance of two peer networks.

3) We introduce a class-imbalanced cross learning strategy in an iterative cross-training procedure. The presented novel approach enables generating target labels with higher confidence and accuracy.

4) We demonstrate that this robust framework achieves state-of-the-art on optic disc (OD) and optic cup (OC) segmentation tasks with domain shift and noisy labels.

2 Related Works

Domain Adaptation. Recently, there are increasing studies proposed to address the domain shift problem with domain adaptation techniques. Many approaches have achieved promising performance on natural image datasets. For instance, Chang et al. [2019] proposed a DICE framework, disentangling the representation of an image into a domain-invariant structure component and a domain-specific texture component, to advance domain adaptation for semantic segmentation. Aiming to address the problem of semantic inconsistency incurred by global feature alignment, Luo et al. [2018] took a close look at the category-level joint distribution and aligned each class with an adaptive adversarial loss. For medical image segmentation, Dou et al. [2018] proposed a plug-and-play domain adaptation module (DAM) by adapting the source and target domains in the feature space, to solve the cardiac structure segmentation problem across different modalities. The latest study on medical data that is closely related to our work is [Wang et al., 2019b], which presented a patch-based output space adversarial learning framework to jointly segment the OD and OC from different fundus image datasets. However, all these existing DA methods rely on training data with clean annotations whose performance would be degraded dramatically once the annotations are corrupted or ambiguous.

Noisy Labeling. Training DCNNs with the presence of corrupted labels is a challenging task, which has attracted numerous researchers working towards solutions. Among those works, one of the representative methods is [Jiang et al., 2017], which proposed a MentorNet to supervise the training of a StudentNet and select samples that were probably correct. Another work, [Han et al., 2018], introduced a co-teaching strategy to robustly train the deep neural networks under noisy supervision. For medical imaging, Xue et al. [2019] proposed an iterative learning strategy for imperfectly labeled skin lesion image classification, combating the lack of clean annotated medical data. Existing approaches on robust learning about noisy labeling are mostly focused on the image classification task, which leaves segmentation with corrupted labels an unsolved problem. In this paper, we provide a novel solution to address the medical image segmentation task with both domain shift and contaminated label problems at the same time.

3 Method

The overall architecture of our proposed robust cross-denoising network is shown in Fig. 2, which consists of two different networks working as peer reviewers in an unsupervised domain adaption fashion. In this section, we firstly illustrate the architecture of the proposed cross-denoising network. Then, a robust cross-denoising learning algorithm is designed to learn an accurate and robust model from contaminated labels. Last but not least, we propose a noise-tolerant loss and a class-imbalanced cross learning strategy to learn critical information from corrupted labels, which are elaborated in Sections 3.2 and 3.3, respectively.

3.1 Robust Cross-Denoising Network

Network Architecture. As shown in Fig. 2, our proposed cross-denoising network (CD-Net) consists of two different networks (i.e., N1, N2), both of which include a segmentation network (resp. S1, S2) and a discriminator (resp. D1,
D2). N1 and N2, playing roles as two experts, can generate different decision boundaries, thus there should be differences in their learning abilities and opinions. For network N1, we follow the spirit of DeepLabv2 [Chen et al., 2016] architecture with ResNet101 [He et al., 2015] as backbone to achieve initial segmentation results. For network N2, in order to learn discriminative features different from N1, we adopt DeepLabv3+ architecture with MobileNetv2 as backbone [Chen et al., 2018a]. To boost the segmentation ability of N1 to the same level of N2, we design a novel spatial pyramid pooling (ASSP) structure [Chen et al., 2018a] with multi-attention mechanism [Fu et al., 2018] for N1, which is shown in Fig. 3, so as to enhance the feature expression ability and enrich the multi-scale information of the network. As regard to D1 and D2, we adopt the same architecture, which is a 5-layer fully convolutional network. D1 and D2 are trained to distinguish between the source prediction and the target prediction by adversarial learning, and guide the segmentation network to focus on the local structure similarity. In the testing stage, we only use N1 to generate the final segmentation results.

**Robust Cross-denoising Learning.** Our proposed robust cross-denoising algorithm is shown in Algorithm 1. With a subset data $C_k$ (step 3), we train two different networks $N_1$ and $N_2$ to select a proportion of samples with small training loss (steps 6 and 7). Based on the observation of deep networks [Yu et al., 2019], easy cases can be learned firstly, and then the networks gradually fit to the hard cases with the number of epochs increased. Therefore, in a noisy dataset, the network learns clean and easy parts of data in the early stage, and thus has the abilities to filter out noisy pattern using loss values. The number of filtered samples is controlled by remember rate $\gamma$, which increases (step 13) until it filters out all the potential noisy data. Since the learning and filtering ability of networks is not strong enough in early epochs, the remember rate is initialized with a small value and becomes larger when epochs increase. After then, the selected high-quality data from one network is fed into its peer network as reliable knowledge to update parameters (steps 9 and 10). Since two networks have different structure and learning abilities, they can filter different types of error introduced by noisy labels. Although the error caused by noisy labels is propagated back from one network itself, the other network can adaptively correct the training error with a prediction disagreement between two networks. Based on such peer-review strategy, each network selects its small-loss samples as the high-quality data, and updates its peer network by such clean samples to further reduce the training error.

**Overall Training Objective.** The proposed cross-denoising domain adaptation network includes two loss functions: noise-tolerant segmentation loss and noise-robust adversarial loss. Among the high-quality data selected by the network, not all of them are clean data, some of them may be mixed with noisy data. In order to learn from clean labels and corrupted labels, respectively, we separate the data into two groups, i.e., data with reliable label (clean data) and noisy label (noisy data) based on the prediction confidence. For the noise-tolerant segmentation loss $\mathcal{L}_{\text{seg}}$, it consists of segmentation loss for clean data and corrupted data which is shown in Eq. (1) and will be elaborated further in Section 3.2. When the instance is grouped in clean data, the noise-filtering segmentation loss is equal to $\mathcal{L}_{\text{clean}} (\omega = 0)$; otherwise, it is formulated as $\mathcal{L}_{\text{noise}} (\omega = 1)

\begin{equation}
\mathcal{L}_{\text{seg}}(p, y) = (1 - \omega)\mathcal{L}_{\text{clean}} + \omega\mathcal{L}_{\text{noise}}.
\end{equation}

Since the unlabeled data in the target domain can be regarded as the extreme case of data with noisy labels. The direct prediction in the target domain is usually inaccurate and noisy, which affects the convergence and generalization of adversarial learning. To maximize prediction certainty, an “entropy map” is multiplied by the predictions for the target domain image, which increases the loss weight for the pixels with inaccurate and noisy estimated labels, and reduces the loss weight for accurate and clean estimated labels. The entropy map of the predicted result in the target domain is defined as: $F(X_i) = -\sum_{x \in X_i} p_x \log(p_x)$. We adopt the entropy map as an indicator to weight the noise-robust adversarial loss $\mathcal{L}_{\text{adv}}$, which is defined as:

\begin{equation}
\mathcal{L}_{\text{adv}}(X_S, X_T) = -E[\log(D(G(X_S)))]
- E[(\lambda_{\text{ent}}F(X_T) + \epsilon) + \log(1 - D(G(X_T)))],
\end{equation}

where $\lambda_{\text{ent}}$ is the weight parameter corresponding to information entropy map, and $\epsilon$ is to ensure the stability of the training process in the case of a small $F(X_T)$.

The training objective function for our proposed noise-robust segmentation method can be formulated as the following min-max criterion:

\begin{equation}
\mathcal{L}_{\text{our}} = \min_{G} \max_{D} \mathcal{L}_{\text{seg}}(p, y) + \lambda_{\text{adv}} \mathcal{L}_{\text{adv}},
\end{equation}

\begin{algorithm}
\caption{Cross-denoising Algorithm}
\begin{algorithmic}[1]
\STATE **Input:** The source domain training set $X_S$, model parameters $\Omega^1$ and $\Omega^2$, noise ratio $\beta$, remember rate $\gamma$, learning rate $\delta$, epoch number $T$, iteration numbers $K$ and $M$.
\ENDINPUT
\FOR {$t = 1$ to $T$}
\STATE Initialize $\gamma = \gamma_0$
\STATE Randomly sample a subset $C_k$ from $X_S$
\STATE \COMMENT{Sample $\gamma$ of small-loss instances from each peer network as high-quality data:}
\FOR {$k = 1$ to $K$}
\STATE Compute the overall loss function by Eq. (3)
\STATE $C_k^1 = \text{argmin}_C \mathcal{L}_{\text{seg}}(C_k^1 | \omega = 0)$ and $C_k^2 = \text{argmin}_C \mathcal{L}_{\text{seg}}(C_k^2 | \omega = 0)$
\STATE \COMMENT{Exchange the high-quality data $C_k^1$ and $C_k^2$ to update the peer network $N_2$ and $N_1$}
\ENDFOR
\STATE Update $\Omega^1 = \Omega^1 - \delta \nabla \mathcal{L}_{\text{seg}}(C_k^2)$
\STATE Update $\Omega^2 = \Omega^2 - \delta \nabla \mathcal{L}_{\text{seg}}(C_k^1)$
\ENDFOR
\STATE Update $\gamma = \min \left\{ \frac{1}{\gamma(1 - \beta)}, 1 - \beta \right\}$
\STATE Output model parameters $\Omega^1$ and $\Omega^2$.
\ENDFOR
\end{algorithmic}
\end{algorithm}
where $\lambda_{adv}$ denotes the hyperparameter controlling the weights of the adversarial loss, which is empirically set as 0.001.

### 3.2 Learning from Corrupted Labels

Since clean data can obtain small loss while remaining corrupted data large loss, we use a hybrid segmentation loss composed of the common cross-entropy loss and the Dice coefficient loss, which are shown in the second term and third term in Eq. (4), respectively. Given images $X$ in source domain $S$ and target domain $T$ with the size $h$ (height) by $w$ (width), set $c$ as the number of classes, the clean data segmentation loss can be concretized as:

$$
L_{clean}(p, y) = 1 - \lambda_1 \sum_{i=1}^{h \times w \times c} y_i \log(p_i) - \lambda_2 \sum_{i=1}^{h \times w \times c} \frac{y_i \cdot p_i}{y_i^2 + p_i^2},
$$

where $p_i = G(X) \in \mathbb{R}^{(h \times w \times c)}$ is the softmax output of the segmentation network, and $y_i$ is the ground-truth. $\lambda_1$ and $\lambda_2$ are the weights to improve network training, which are empirically set as 0.05 and 1, respectively. For the corrupted data, since the incorrect annotations are mostly around the boundary in practice, the annotations inside the segmented regions are more reliable. Inspired by this observation, we propose to selectively learn from noisy labels. The noisy data segmentation loss shown in Eq. (5) prevents the network from overfitting the noisy pixels while keeping the ability to learn from the reliable pixels in noisy data:

$$
L_{noise}(p, y) = 1 - \lambda_1 \sum_{i=1}^{h \times w \times c} \mathcal{B}(y_i) \log(p_i) - \lambda_2 \sum_{i=1}^{h \times w \times c} \frac{\mathcal{B}(y_i) \cdot p_i}{\mathcal{B}(y_i)^2 + p_i^2},
$$

$$
\mathcal{B}(y'_i) = \exp\left(-\frac{\max(D(y'_i)) - D(y'_i)^2}{2 \cdot \delta^2}\right), \quad c = 1, 2, ..., C,
$$

where $\mathcal{B}(y_i)$ denotes the boundary distance map. As boundary is generally more vulnerable to noise in a medical image, we calculate the distance $D(y_i)$ to the nearest boundary for each pixel $y_i$, and get the maximum of $D(y_i)$ in class-level region, namely $\max(D(y_i))$. $\delta$ represents the standard deviation, which can be defined as $\delta = \max(D(y_i))/2.58$ because 99% of Gaussian distribution is in range ($-2.58 \times \delta, 2.58 \times \delta$). With respect to $\mathcal{B}(y'_i)$, the center of the region in each class has a larger value, and the closer to the boundary, the smaller the value. Such noise-tolerant loss $L_{noise}$ encourages the network to capture the key location in the center and filter out the discrepancy in the boundary under various noise-contaminated labels.

### 3.3 Class-imbalanced Cross Learning

In case of unsupervised domain adaptation with ambiguous labels, it is more challenging to estimate the results accurately. Using the predictions of the learned model as the latent variables for the target image, which is called “Pseudo Label” (PL), is an alternative way to solve such intractable problem. Because of the presence of corrupted labels and different class distributions, the predictions are not robust to the noisy disturbance and the levels of prediction difficulty among classes are different. The vanilla self-learning does not take such issue into consideration, and selects pseudo labels using universal confidence for each class. We propose a class-imbalanced cross learning strategy to solve this issue (shown in Algorithm 2), in which we select the pseudo labels with most confident predictions at class-level and feed them into the peer network to be resistant to noise. Specifically, we use the trained segmenter to predict the latent target labels (step 2), and rank the prediction values of each category (step 4) to select the pixels with value greater than the confidence threshold as pseudo labels (step 7). The generated pseudo labels are fed into the peer discriminator (step 9) to adaptively correct the adversarial error of companion, which is robust to the noise based on above discussions in Section 3.2. The algorithm is conducted in an iterative cross training procedure.

#### 4 Experiments

### 4.1 Datasets

In this study, we verify our approach on two public optic disc (OD) and optic cup (OC) segmentation datasets, including the REFUGE challenge dataset [Fu et al., 2019] and the Drishti-GS dataset [Sivaswamy et al., 2014] (Table 2). We refer the REFUGE training set as the source domain, the REFUGE validation set and Drishti-GS dataset as the target domains 1 and 2, respectively. The source domain contains some ground truth labels and imperfect labels, while the target domain contains no labels. Each target domain is further split into a training set and test set. The source and target domain images are acquired by different scanners resulting in different color and texture characteristics of the images. Extensive experiments on these two public databases with different noise levels and noise ratios are conducted to verify the effectiveness of our proposed approach.

We generate three types of noisy labels as shown in Fig. 4: i) enlarge the label mask by dilation, ii) shrink the labels by erosion, and iii) deform the labels by elastic deformation. Varying the amount of dilation, erosion, and deformation, we
generate corrupted noisy datasets with different noise levels, which are measured as function $\alpha = \sum_{i=1}^{c} (1 - D_{I_i})$, where $D_{I_i}$ is the Dice coefficient between generated noisy labels and ground-truth of class $i$. Specifically, we empirically set low noise level as $0.1 \leq \alpha \leq 0.4$ and high noise level as $0.4 \leq \alpha \leq 0.7$. We also set different noise ratio $\beta$ that represents portion of corrupted samples randomly selected from the training set, where $\beta \in (0.1, 0.5, 0.9)$.

### 4.2 Implementation Details

The proposed method is implemented using PyTorch on 4 Tesla P40 GPU with 96 GB memory in total. We use the Stochastic Gradient Descent optimizer with a momentum of 0.9 to train the segmentation network, and the Adam optimizer to train the discriminator. The initial learning rates are $2.5 \times 10^{-4}$ and $1 \times 10^{-4}$ for the segmentation network and the discriminator, respectively.

### 4.3 Quantitative Results

We compare our proposed method with the state-of-the-art unsupervised DA methods including BDL [Li et al., 2019], pOSAL [Wang et al., 2019b], and BEAL [Wang et al., 2019a] for the OD and OC segmentation on different noise levels and noise ratios. The Dice coefficients (DI) of OD and OC are used as evaluation criteria.

#### Comparative Study.

Table 1 presents the performance comparison of all the methods transferring from the REFUGE training set to the REFUGE validation set (REF) and the Drishti-GS test set (DGS), respectively. (*, *) represents $(D_{I_{disc}}, D_{I_{cap}})$.

Table 2: Summary of datasets used in the experiments.

![Figure 4: Examples of generated noisy labels. Each row from (a) to (b) represents dilated, eroded and non-rigidly transformed labels respectively. (a) Original images, (b) ground-truth, (c)-(h) labels with low noise level, (f)(g)(h) labels with high noise level.](image)

We observe that when using a pretrained model at low noise level, the performance shows no sign of declining at some cases. This indicates that the pretrained model can improve model robustness [Hendrycks et al., 2019] and take the mild noise as a form of “data augmentation”, which relaxes the learning criterion and boosts the performance of competitors and our method. When training at high noise level, the performances of the competitor methods are declining sharply with the increase of noise ratio. In contrast, our method can detect the most reliable data and learn from samples prone to be corrupted, thus we can learn more discriminative features and achieve better performance. More specifically, in the hardest case of 0.9 noisy ratio, our method beats the best competitor pOSAL with 17.6% $D_{I_{disc}}$ and 12.6% $D_{I_{cap}}$ improvement when training from scratch.

The results on the Drishti-GS dataset (DGS) have the similar trends as REF. Because the distributions of RFUGE and
Figure 5: Results of different methods for OD and OC segmentations with different noise levels at noise ratio of 0.5. Each row presents one typical example. (a) Original image, (b) ground-truth, (c)(g)(k) BEAL method [Li et al., 2019], (d)(h)(l) pOAL method [Wang et al., 2019b], (e)(i)(m) BEAL method [Wang et al., 2019a], and (f)(j)(n) our proposed method. Segmentation boundaries for OD and OC are shown in red and black, respectively.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>0.1</th>
<th>0.5</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CICL</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>NTL</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>DI&lt;sub&gt;disc&lt;/sub&gt;</td>
<td>94.6</td>
<td>95.0</td>
<td>95.1</td>
</tr>
<tr>
<td>DI&lt;sub&gt;cup&lt;/sub&gt;</td>
<td>87.7</td>
<td>88.4</td>
<td>88.9</td>
</tr>
<tr>
<td>DI&lt;sub&gt;disc&lt;/sub&gt;</td>
<td>83.8</td>
<td>89.7</td>
<td>92.6</td>
</tr>
<tr>
<td>DI&lt;sub&gt;cup&lt;/sub&gt;</td>
<td>72.6</td>
<td>81.5</td>
<td>83.6</td>
</tr>
<tr>
<td>DI&lt;sub&gt;disc&lt;/sub&gt;</td>
<td>80.1</td>
<td>84.7</td>
<td>88.9</td>
</tr>
<tr>
<td>DI&lt;sub&gt;cup&lt;/sub&gt;</td>
<td>71.5</td>
<td>77.3</td>
<td>80.3</td>
</tr>
</tbody>
</table>

Table 3: Test accuracy with different strategies from the REFUGE training set to the REFUGE validation set with noisy ratios at 0.1, 0.5, 0.9, respectively. CD refers to cross-denoising learning by two different networks. CICL is the class-imbalanced cross learning. NTL means the noise-tolerant loss.

5 Conclusion

This paper presented a novel cross-denoising framework, exploring the noisily annotated source domain images and unannotated target domain images to improve the segmentation results of target images. In conjunction with a robust adversarial learning and a noise-tolerant loss, the domain shift and noisy labels problems can be solved simultaneously. Extensive experiments on OD and OC segmentation have demonstrated the advantages of our approach over the state-of-the-art alternatives. In addition to medical image, the method can also be valid for segmentation tasks where other types of images are not labeled accurately.
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