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Abstract

Neural machine translation (NMT) generates the next target token given as input the previous ground truth target tokens during training while the previous generated target tokens during inference, which causes discrepancy between training and inference as well as error propagation, and affects the translation accuracy. In this paper, we introduce an error correction mechanism into NMT, which corrects the error information in the previous generated tokens to better predict the next token. Specifically, we introduce two-stream self-attention from XLNet into NMT decoder, where the query stream is used to predict the next token, and meanwhile the content stream is used to correct the error information from the previous predicted tokens. We leverage scheduled sampling to simulate the prediction errors during training. Experiments on three IWSLT translation datasets and two WMT translation datasets demonstrate that our method achieves improvements over Transformer baseline and scheduled sampling. Further experimental analyses also verify the effectiveness of our proposed error correction mechanism to improve the translation quality.

1 Introduction

Neural machine translation (NMT) [Bahdanau et al., 2014; Sutskever et al., 2014; Vaswani et al., 2017; Song et al., 2018; Hassan et al., 2018] have witnessed great progress due to the development of deep learning. The popular NMT models adopt an encoder-attention-decoder framework, where the decoder generates the target token based on previous tokens in an autoregressive manner. While its popularity, NMT models suffer from discrepancy between training and inference and the consequent error propagation [Bengio et al., 2015; Ranzato et al., 2016; Wu et al., 2019]. During inference, the decoder predicts the next token given previous generated tokens as input, which is discrepant from that in training, where the previous ground-truth tokens as used as input for next token prediction. Consequently, the previous predicted tokens may have errors, which would cause error propagation and affect the prediction of next tokens.

Previous works have tried different methods to solve the above issues, where some of them focus on simulating the data that occurs in inference for training, such as data as demonstration [Venkatraman et al., 2015], scheduled sampling [Bengio et al., 2015], sentence-level scheduled sampling [Zhang et al., 2019], or even predict them in different directions [Wu et al., 2018; Tan et al., 2019]. While being effective to handle the prediction errors occurred in inference during model training, these methods still leverage the predicted tokens that could be erroneous as the conditional information to predict the next token. Forcing the model to predict correct next token given incorrect previous tokens could be particularly hard and misleading for optimization, and cannot solve the training/inference discrepancy as well as error propagation effectively.

In this paper, moving beyond scheduled sampling [Bengio et al., 2015], we propose a novel method to enable the model to correct the previous predicted tokens when predicting the next token. By this way, although the decoder may have prediction errors, the model can learn the capability to build correct representations layer by layer based on the error tokens as input, which is more precise for next token prediction than directly relying on previous erroneous tokens as used in scheduled sampling.

Specifically, we introduce two-stream self-attention, which is designed for language understanding in XLNet [Yang et al., 2019], into the NMT decoder to correct the errors while translation. Two-stream self-attention is originally proposed to solve the permutation language modeling, which consists of two self-attention mechanisms: the content stream is exactly the same as normal self-attention in Transformer decoder and is used to build the representations of the previous tokens, while the query stream uses the positional embedding as the inputs to decide the position of the next token to be predicted. In our work, we reinvent two-stream self-attention to support simultaneous correction and translation in NMT, where the content stream is used to correct the previous predicted tokens (correction), and the query stream is used to simultaneously predict the next token with a normal left-to-right order based on the corrected context (translation).

We conduct experiments on IWSLT 2014 German-English, Spanish-English, Hebrew-English and WMT 2014 English-
German and English-Romanian translation datasets to evaluate the effectiveness of our proposed error correction mechanism for NMT. Experimental results demonstrate that our method achieves improvements over Transformer baseline on all tasks. Further experimental analyses also verify the effectiveness of error correction to improve the translation accuracy.

Our contributions can be summarized as follows:

- To the best of our knowledge, we are the first to introduce an error correction mechanism during the translation process of NMT, with the help of the newly proposed two-stream self-attention.
- Experimental results on a variety of NMT datasets and further experimental analyses demonstrate that our method achieves improvements over Transformer baseline and scheduled sampling, verifying the effectiveness of our correction mechanism.

2 Background

In this section, we introduce the background of our work, including the standard encoder-decoder framework, exposure bias and error propagation, and two-stream self-attention mechanism.

Encoder-decoder framework. Given a sentence pair \((x, y) \in (X, Y)\), the objective of an NMT model is to maximize the log-likelihood probability \(P(y|x; \theta)\), where \(\theta\) is the parameters of NMT model. The objective function is equivalent to a chain of the conditional probability: \(P(y|y_0, x; \theta) = \prod_{t=1}^{n} P(y_t|y_{<t}, x; \theta)\), where \(n\) is the number of tokens in target sequence \(y\) and \(y_{<t}\) means the target tokens before position \(t\). The encoder-decoder structure [Sutskever et al., 2014; Cho et al., 2014] is the most common framework to solve the NMT task. It adopts an encoder to transform the source sentence \(x\) as the contextual information \(h\) and a decoder to predict the next token \(y_0\) based on the previous target tokens \(y_{<t}\) and \(h\) autoregressively. Specifically, for the \(t\)-th token prediction, the decoder feeds the last token \(y_{t-1}\) as the input to predict the target token \(y_t\). Besides, an encoder-decoder attention mechanism [Bahdanau et al., 2014] is used to bridge the connection between source and target sentence.

Exposure bias and error propagation. Exposure bias [Ranzato et al., 2016] is a troublesome problem in the language generation. During the training stage for language generation, it always takes ground truth tokens as the model input. However, at the test stage, the decoder depends on its previous predictions to infer next token. Figure 1 illustrates an example of the discrepancy between training and inference in autoregressive sequence generation. Once an incorrect token is predicted, the error will accumulate continuously along the inference process. To alleviate this problem, the common solution is to replace some ground truth tokens by predicted tokens at the training time, which is named as scheduled sampling. However, scheduled sampling still cannot handle the exposure bias perfectly since it only attempts to predict the next ground truth according to the incorrect predicted tokens but cannot reduce the negative effect from incorrect tokens. Therefore, we propose a novel correction mechanism during translation to alleviate the error propagation.

Two-stream self-attention. XLNet is one of the famous pre-trained methods [Radford et al., 2019; Devlin et al., 2019; Yang et al., 2019; Song et al., 2019] for natural language processing. It first proposed a two-stream self-attention mechanism, which consists of a content stream and a query stream for permutation language modeling. For token \(y_t\), it can see tokens \(y_{<t}\) in the content stream while only see tokens \(y_{<t}\) in the query stream. Beneficial from two-stream self-attention mechanism, the model can predict the next token in any position with the corresponding position embedding as the query, in order to enable permutation language modeling. Besides, Two-stream self-attention also avoids the pre-trained model to use [MASK] token into the conditioned part during the training, where the [MASK] token would bring mismatch between pre-training and fine-tuning. In this paper, we leverage the advantages of two-stream self-attention to design a novel error correction mechanism for NMT.

3 Method

Previous NMT models [Bahdanau et al., 2014; Vaswani et al., 2017] generate the next tokens \(y_t\) from the probability (i.e., \(y_t \sim P(y_t|y_{<t}, x; \theta)\)). If \(y_t\) is predicted with error and taken as the next decoder input, can we force model to automatically build correct hidden representations that are close to the ground truth token \(y_t\). In this case, the consequent token generation can build upon the previous correct representations and become more precise. A natural idea is to optimize the model to maximize the correction probability \(P(y_t|y_{t}', y_{<t}, x; \theta)\) simultaneously when maximizing the probability of next token prediction \(P(y_{t+1}|y_{t}', y_{<t}, x; \theta)\). However, the previous NMT decoder does not well support this correction mechanism. Inspired by the two-stream self-attention in XLNet [Yang et al., 2019], we leverage the content stream to maximize \(P(y_t|y_{t}', y_{<t}, x; \theta)\) and the query stream to maximize \(P(y_{t+1}|y_{t}', y_{<t}, x; \theta)\), which can well meet the requirements of simultaneous correction and translation.

In order to introduce our method more clearly, in the following subsections, we first introduce the integration of two-stream self-attention into NMT model, and then introduce the error correction mechanism for NMT based on two-stream self-attention.
3.1 NMT with Two-Stream Self-Attention

Inspired by XLNet [Yang et al., 2019], we incorporate the idea of two-stream self-attention to modify the decoding of NMT framework. Specifically, the encoder is the same as the standard NMT model, and the decoder is incorporated with two-stream self-attention where the positional embedding is taken as input in query stream for prediction while content stream is used to build context representations. Different from that in XLNet, we make two modifications: 1) we remove the permutation language modeling in XLNet since the decoder in NMT usually only uses left-to-right generation, and 2) we let the decoder to predict the whole sequence rather than partial sentence in XLNet. Figure 2a and Figure 2b show the differences between the standard NMT and the NMT with two-stream self-attention.

We formulate the NMT with two-stream self-attention as follows. For the decoder, we feed the positions \( \{p_1, \ldots, p_n\} \) to the query stream to provide the position information for the next token prediction, and the sequence \( \{y_1, \ldots, y_n\} \) plus its positions \( \{p_1, \ldots, p_n\} \) to the content stream to build contextual information. For the \( l \)-th layer, we define the hidden states of query/content streams as \( q^l_t \) and \( c^l_t \). The updates for the query and content streams are as follows:

\[
q^l_{t+1} = \text{Attention}(Q = q^l_t, KV = c^l_{<t}; h, \theta_{l+1})
\]
\[
c^l_{t+1} = \text{Attention}(Q = c^l_t, KV = c^l_{<t}; h, \theta_{l+1}),
\]

where \( h \) represents the hidden states from encoder outputs and \( \theta_{l+1} \) represents the parameters of the \( l+1 \) layer, \( Q \) and \( KV \) represents the query, key and value in self-attention. Both the query and content stream share the same model parameters. The states of key and value can be reused in both query and content streams. Finally, we feed the outputs of the query stream from the last layer to calculate the log-probability for the next target-token prediction. During inference, we first predict the next token with the query stream, and then update the content stream with the generated token. The order of query and content stream will not affect the predictions since the tokens in the query stream only depend on the previously generated tokens of the content streams.

3.2 Error Correction based on Two-Stream Self-Attention

Benefiting from the two-stream self-attention, we can naturally introduce an error correction mechanism on the content stream. The content stream is originally designed to build the representations of previous tokens, which is used in query stream for next token prediction. In order to correct errors, the content stream also needs to predict the correct tokens given incorrect tokens as input.

In order to simulate the prediction errors in the input of the content stream, we also leverage scheduled sampling [Bengio et al., 2015] to randomly sample tokens either from the ground truth \( y = \{y_1, \ldots, y_n\} \) or the previously predicted tokens \( y' = \{y'_1, \ldots, y'_n\} \) with a certain probability as the new inputs \( \bar{y} = \{\bar{y}_1, \ldots, \bar{y}_n\} \), where \( \bar{y}_n \) is sampled from the probability distribution \( P(y_n|y_{<t}, x; \theta) \). For inputs \( \bar{y}_t \), it equals to \( y_t \) with a probability \( p(\cdot) \) otherwise \( y'_t \). For each token \( y'_t (y'_t \neq y_t) \) predicted by the query stream in step \( t \), we force the content stream to predict its corresponding ground truth token \( y_t \) again. The loss function for the error correction mechanism (ECM) is formulated as:

\[
\mathcal{L}_{ECM}(y|\bar{y}, x; \theta) = -\sum_{t=1}^{n} 1(\bar{y}_t \neq y_t) \log(P(y_t|y_{<t}, x; \theta)).
\]

In the mechanism, the content stream can learn to gradually correct the hidden representations of error tokens toward the correct counterpart layer by layer.

The query stream is still used to predict the the next token, given a random mixture of previous predicted tokens and
ground truth tokens. The negative log-likelihood (NLL) loss is formulated as:

\[
\mathcal{L}_{\text{NLL}}(y|\tilde{y}, x; \theta) = -\sum_{t=1}^{n} \log(P(y_t|\tilde{y}_{<t}, x; \theta)). \tag{4}
\]

Finally, we combine the two loss functions as the final objective function for our method:

\[
\min \mathcal{L}_{\text{NLL}}(y|\tilde{y}, x; \theta) + \lambda \cdot \mathcal{L}_{\text{ECM}}(y|\tilde{y}, x; \theta), \tag{5}
\]

where \(\lambda\) is a hyperparameter to balance the NLL loss and ECM loss.

Figure 2c demonstrates the workflow of our proposed error correction mechanism. The difference between our error correction mechanism and the naïve scheduled sampling is that once an error token is predicted in scheduled sampling, the model still learns to predict the next correct token given error tokens as context, which could confuse the model and mislead to learn incorrect prediction patterns. However, based on our error correction mechanism, the next token prediction is built upon the representations that are corrected by the content stream, and is more precise to learn prediction patterns.

In our error correction mechanism, how to control the scheduled sampling probability \(p(\cdot)\) and when to sample tokens are important factors for the training. Previous works [Bengio et al., 2015] indicated that it is unsuitable to sample tokens from scratch during the training since the model is still under-fitting and the sampled tokens will be too erroneous. Inspired by OR-NMT [Zhang et al., 2019], we design a similar exponential decay function for sampling probability \(p(\cdot)\) but with more restrictions. The decay function is set as:

\[
p(s) = \begin{cases} 1, & s \leq \alpha \\ \max(\beta, \frac{\mu}{\mu + \exp((s - \alpha)/\mu)}), & \text{otherwise} \end{cases} \tag{6}
\]

where \(s\) represents the training step, \(\alpha\), \(\beta\) and \(\mu\) are hyperparameters. The hyperparameter \(\alpha\) means the step when model starts to sample tokens, and hyperparameter \(\beta\) is the maximum probability for sampling.

## 4 Experimental Setting

In this section, we introduce the experimental settings to evaluate our proposed method, including datasets, model configuration, training and evaluation.

### 4.1 Datasets

We conduct experiments on three IWSLT translation datasets \{(German, Spanish, Hebrew) → English\} and two WMT translation datasets \{(English → {German, Romanian})\} to evaluate our method. In the follow sections, we abbreviate English, German, Spanish, Hebrew, Romanian as “En”, “De”, “Es”, “He”, “Ro”.

**IWSLT datasets.** For IWSLT14 De→En, it contains 160K and 7K sentence pairs in training set and valid set. We concatenate TED.tst2010, TED.tst2011, TED.tst2012, TED.dev2010 and TED.tst2012 as the test set. For IWSLT14 Es→En and He→En, they contain 180K and 150K bilingual data for training. We choose TED.tst2013 as the valid set and TED.tst2014 as the test set. During the data preprocess, we learn a 10K byte-pair-coding (BPE) [Sennrich et al., 2016] to handle the vocabulary.

**WMT datasets.** WMT14 En→De and WMT16 En→Ro translation tasks contain 4.5M and 2.8M bilingual data for training. Following previous work [Vaswani et al., 2017], we concatenate newstest2012 and newstest2013 as the valid set, and choose newstest2014 as the test set for WMT14 En→De. For WMT16 En→Ro, we choose newstest2016 as the valid set and newstest2016 as the test set. We learn 32K and 40K BPE codes to tokenize WMT14 En→De and WMT16 En→Ro dataset.

### 4.2 Model Configuration

We choose the state-of-the-art Transformer [Vaswani et al., 2017] as the default model. For IWSLT tasks, we use 6 Transformer blocks, where attention heads, hidden size and filter size are 4, 512 and 1024. Dropout is set as 0.3 for IWSLT tasks. The parameter size is 39M. For WMT tasks, we use 6 Transformer blocks, where attention heads, hidden size and filter size are 16, 1024 and 4096. And the parameter size is as 214M. Dropout is set as 0.3 and 0.2 for En→De and En→Ro respectively. To make a fair comparison, we also list some results by the original NMT model, without two-stream self-attention. For the decay function of sampling probability, we set \(a, b\) and \(\mu\) as 30,000, 0.85 and 5,000. The \(\lambda\) for \(\mathcal{L}_{\text{ECM}}\) is tuned on the valid set, and a optimal choice is 1.0. To manifest the advances of our method, we also prepare some strong baselines for reference, including: Layer-wise Transformer [He et al., 2018], MIXER [Ranzato et al., 2016] on Transformer and Tied-Transformer [Xia et al., 2019].

### 4.3 Training and Evaluation

During training, we use Adam [Kingma and Ba, 2014] as the default optimizer, with a linear decay of learning rate. The IWSLT tasks are trained on single NVIDIA P40 GPU for 100K steps and the WMT tasks are trained with 8 NVIDIA P40 GPUs for 300K steps, where each GPU is filled with 4096 tokens. During inference, we use beam search to decode results. The beam size and length penalty is set as 5 and 1.0 for each task except WMT14 En→De, which use a beam size of 4 and length penalty is 0.6. As a result, the error tokens from the model still learn to predict the next correct token given error tokens as context, which could confuse the model and mislead to learn incorrect prediction patterns.

In this section, we report our result on three IWSLT tasks and two WMT tasks. Furthermore, we also study each hyperparameter in our error correction mechanism, including: \(\alpha\) and \(\beta\).

---
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5.1 Results on IWSLT14 Translation Tasks
The results of IWSLT14 tasks are reported in Table 1. From Table 1, we find our model with correction mechanism outperforms baseline by 0.89, 0.99 and 0.83 points and the original NMT baseline by 0.92, 1.27 and 1.17 points on De→En, Es→En and He→En respectively. Note that our baseline is strong enough which is comparable to the current advanced systems. Even within such strong baselines, our method stills achieves consistent improvements in all three tasks. These improvements also confirm the effectiveness of our method in correcting error information.

5.2 Results on WMT Translation Tasks
In order to validate the performance of our method on large-scale datasets, we also conduct experiments on WMT14 En→De and WMT16 En→Ro. The results are reported in Table 2. We found when incorporating error correction mechanism into the NMT model, it can achieve 29.20 and 34.70 BLEU score, which outperforms our baseline by 0.8 and 1.6 points in En→De and En→Ro, and is comparable to the previous works. These significant improvements on two large-scale datasets also demonstrate the effectiveness and robustness of our method in solving exposure bias. In addition, our approach is also compatible with previous works, i.e., our method can achieve better performance if combined with other advanced structure.

5.3 Ablation Study
To demonstrate the necessity of each component in our method, we take a series of ablation study on our model on IWSLT14 De→En, Es→En and WMT14 En→De. The results are shown in Table 3. When disabling error correction mechanism (ECM), we find the model accuracy decreases 0.30, 0.48 and 0.50 points respectively in different tasks. When further removing scheduled sampling (SS), the model accuracy drop to 34.81, 41.16, 28.48 points in three tasks. We observe that in the large-scale dataset, the improvements for scheduled sampling are limited, while our model still achieves stable improvements in the large-scale dataset, which proves the effectiveness of the error correction mechanism. In addition, we also make a comparison between the original NMT and the NMT with two-stream self-attention (TSSA) to verify whether two-stream self-attention mechanism will contribute to model accuracy improvement. From Table 3, we find the NMT model with TSSA performs slightly better than the original NMT model in the small-scale tasks by 0.03-0.35 points and is close to the accuracy of the original NMT model in the large-scale tasks. This phenomenon also explains the improvement of our method is mainly brought by the error correction, rather than the two-stream self-attention. In summary, every component all plays an indispensable role in our model.

5.4 Study of λ for $\mathcal{L}_{ECM}$
To investigate the effect of $\lambda$ in $\mathcal{L}_{ECM}$ on model accuracy, we conduct a series of experiments with different $\lambda$ on IWSLT14 De→En and WMT14 En→De datasets. The results are shown in Figure 3. It can be seen that the accuracy improves with the growth of $\lambda$. When $\lambda \geq 0.6$, the model accuracy increases slowly. The model achieves best accuracy at $\lambda = 0.9$ in IWSLT14 De→En and $\lambda = 1.0$ in WMT14 En→De.
Table 4: A translation case on IWSLT14 De→En test set, generated by the baseline method, baseline with scheduled sampling and our method with error correction. The italic font means the mismatch translation.

<table>
<thead>
<tr>
<th>Method</th>
<th>Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source (De)</td>
<td>in dem moment war es, als ob ein filmregisseur einen bühnenwechsel verlangt hätte.</td>
</tr>
<tr>
<td>Target (En)</td>
<td>at that moment, it was as if a film director called for a set change.</td>
</tr>
<tr>
<td>Baseline</td>
<td>it was like a movie director had demanded a shift at the moment.</td>
</tr>
<tr>
<td>Baseline + SS</td>
<td>at the moment, it was as if a filmmaker had requested a change.</td>
</tr>
<tr>
<td>Our method</td>
<td>at the moment, it was as if a movie director had called for a change.</td>
</tr>
</tbody>
</table>

Table 4: A translation case on IWSLT14 De→En test set, generated by the baseline method, baseline with scheduled sampling and our method with error correction. The italic font means the mismatch translation.

5.5 Study of Sampling Probability $p(\cdot)$

In this subsection, we study how the hyperparameters $\alpha$ and $\beta$ in sampling probability $p(\cdot)$ will affect the model accuracy to what extent. We conduct experiments on IWSLT14 De→En dataset to investigate when to start scheduled sampling ($\alpha$) and the best choice of maximum sampling probability ($\beta$). As can be seen from Figure 4, we have the following observations:

- From Figure 4a, it can be seen that starting to sample tokens before 10K steps results in worse accuracy than the baseline, which is consistent with the previous hypothesis as mentioned in Section 3.2 that sampling tokens too early will affect the accuracy. After 10K steps, our method gradually surpasses the baseline and achieves the best accuracy at 30K steps. After 30K steps, the model accuracy drops a little. In summary, $\alpha = 30K$ is an optimal choice to start token sampling.

- From Figure 4b, the model accuracy decreases promptly, no matter when the maximum sampling probability is too big (i.e., the sampled tokens are close to the ground truths) or too small (i.e., the sampled tokens are close to the predicted tokens). This phenomenon is also consistent with our previous analysis in Section 3.2. Therefore, we choose $\beta = 0.85$ as the maximum sampling probability.

5.6 Cases Study

To better understand the advantages of our method in correcting error tokens, we also prepare some translation cases in IWSLT14 De→En, as shown in Table 4. It can be seen that the baseline result deviates the ground truth too much, which only predicts five correct tokens. When further adding scheduled sampling, the quality of translation can be improved, but still generates error tokens like “like a filmmaker had requested”, which cause the following error prediction. Finally, when using error correction mechanism, we find that the translation produced by our method is closer to the target sequence with only tiny errors. In our translation sentence, although a mismatched token “movie” is predicted, our model can still correct the following predicted sequence like “called for a change”. The quality of our translation also confirms the effectiveness of our model in correcting error information and alleviating error propagation.

6 Conclusion

In this paper, we incorporated a novel error correction mechanism into neural machine translation, which aims to solve the error propagation problem in sequence generation. Specifically, we introduce two-stream self-attention into neural machine translation, and further design a error correction mechanism based on two-stream self-attention, which is able to correct the previous predicted errors while generate the next token. Experimental results on three IWSLT tasks and two WMT tasks demonstrate our method outperforms previous methods including scheduled sampling, and alleviates the problem of error propagation effectively. In the future, we expect to apply our method on other sequence generation tasks, e.g., text summarization, unsupervised neural machine translation, and incorporate our error correction mechanism into other advanced structures.
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