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Abstract

There is growing interest in the tasks of financial text mining. Over the past few years, the progress of Natural Language Processing (NLP) based on deep learning advanced rapidly. Significant progress has been made with deep learning showing promising results on financial text mining models. However, as NLP models require large amounts of labeled training data, applying deep learning to financial text mining is often unsuccessful due to the lack of labeled training data in financial fields. To address this issue, we present FinBERT (BERT for Financial Text Mining) that is a domain specific language model pre-trained on large-scale financial corpora. In FinBERT, different from BERT, we construct six pre-training tasks covering more knowledge, simultaneously trained on general corpora and financial domain corpora, which can enable FinBERT model better to capture language knowledge and semantic information. The results show that our FinBERT outperforms all current state-of-the-art models. Extensive experimental results demonstrate the effectiveness and robustness of FinBERT. The source code and pre-trained models of FinBERT are available online.

1 Introduction

In finance and economics, various financial text data are used to analyze and predict future market trends. Whether for analyst reports or official company announcements, financial texts mining play a crucial role in financial technology. The volume of financial text data continues to rapidly increase. An unprecedented number of such texts are created every day, so for any single entity, manually analyzing these texts and gaining actionable insights from them is almost an extremely difficult task. Advances in machine learning technology have made financial text mining models in FinTech possible. However, in financial text mining tasks, constructing supervised training data is prohibitively expensive as this requires the use of expert knowledge in finance fields. Therefore, due to the small amount of labeled training data that can be used for financial text mining tasks, most financial text mining models cannot directly utilize deep learning technology.

In this paper, we propose FinBERT model addressing the issue by leveraging unsupervised Transfer Learning and Multi-task Learning. Word embedding, such as word2vec [Mikolov et al., 2013] is a method of extracting knowledge from an unsupervised data and has become one of the major advancements in natural language processing (NLP). However, because of the special language used in the financial field, these simple word embedding approaches are not effective enough. Pre-trained Language Models (PLMs), such as BERT [Devlin et al., 2019], pre-trained on a large-scale unsupervised data (such as Wikipedia) to improve contextualized representations more effectively. However, in the task of financial text mining, due to the large differences in vocabulary and expression between the financial corpus and the general domain corpus, they still cannot be effectively applied to financial data. Furthermore, the pre-training of PLMs usually focuses on training the model through a few simple tasks. For example, BERT uses MaskLM and NSP as pre-training objectives. However, in fact, vocabulary, semantics, sentence order and proximity between sentences, all of which can enable the PLMs to learn more language knowledge and semantic information in the training corpus. Especially for financial text data, for example, named entities like stock, bond type and financial institution names, contain unique vocabulary information. Therefore, in order to efficiently capture language knowledge and semantic information in large-scale training corpora, we construct six pre-training tasks covering more knowledge, and train FinBERT through multi-task learning on training data. Specifically, proposed FinBERT differs from standard PLMs pre-training methods. It constructs six pre-training tasks, simultaneously trained on general corpora and financial domain corpora, to help FinBERT better capture language knowledge and semantic information.

In summary, the main contributions of our paper are the following:

- FinBERT is the first domain specific BERT that is pre-trained through multi-task learning on financial corpora, to transfer knowledge from financial domain corpora.
- Our FinBERT model differs from standard BERT in the training objectives. We construct six self-supervised...
Figure 1: An illustration of the architecture for FinBERT, where the model can be simultaneously trained on a general corpus and a financial domain corpus, and six pre-training tasks can be pre-trained through multi-task self-supervised pre-training learning, and last the pre-trained model is fine-tuned using task-specific supervised data to adapt to various language understanding tasks.

pre-training tasks (subsection 2.2), which can be learned through multi-task self-supervised learning, capable of efficiently capturing language knowledge and semantic information in large-scale pre-training corpora.

- We conduct extensive experiments on several financial benchmark datasets. Experimental results show that proposed FinBERT outperforms all previous state-of-the-art models in financial Sentence Boundary Detection, financial Sentiment Analysis, and financial Question Answering, respectively. (subsection 3.3).

- We implemented our FinBERT on Horovod framework using mixed precision training methodology (section 3.1). We make the source code and pre-trained models publicly available. With minimal task-specific architecture modifications, FinBERT can be used for various other downstream financial text mining tasks to help significantly boost overall performance.

2 Proposed Model: FinBERT

As shown in Figure 1, our proposed FinBERT model is built based on the standard BERT architecture [Devlin et al., 2019] based on the two-stage ‘Pre-training’-then-‘Fine-tuning’ pre-training language model approach, which recently become enormously popular in NLP. During pre-training phase, the FinBERT model differs from standard BERT architecture pre-training methods in that, instead of training with MaskLM and Next Sentence Prediction (NSP) pre-training objectives, it constructs a large variety of pre-training objectives to help the FinBERT model better capture language knowledge and semantic information. On top of that, FinBERT keeps updating the pre-trained model through multi-task self-supervised pre-training learning. Meantime, compared with traditional pre-training models, FinBERT is simultaneously trained on a general corpus and a financial domain corpus. During fine-tuning phase, FinBERT is first initialized with the pre-trained parameters, and is later fine-tuned on task-specific supervised data.

In this section, we will briefly introduce FinBERT in our proposed framework.

2.1 Transformer Encoder

First, the input embedding module is responsible for converting each word into an embedding representation that can be fed into the Transformer Encoder. The Transformer [Vaswani et al., 2017] encoder is based on self-attention mechanism. Self-attention mechanism can capture global context information by pairwise correlation. The multi-layer Transformer captures the context information of each token through stacking the self-attentions. Followed by BERT and ERNIE2 [Sun et al., 2019b], the embedding representation is the sum of four parts: token embedding, segment embedding, position embedding, and task embedding. We use different task IDs for different tasks. Each task ID is assigned to a unique task embedding, ranging from 0 to 5. Then, FinBERT uses the multi-layer Transformer architecture as the encoder.

2.2 Multi-task Self-Supervised Pre-training

The choice of unsupervised pre-training objective plays an important role in applying to pre-training stage by continuously gains general knowledge. We will modify and
In this layer, we construct six unsupervised pre-training tasks to classify as “00”, “01” or “11”. “00” means that they are defined a three-class classification problem of two sentences. Specifically, we define a three-class classification problem of two sentences to classify as “00”, “01” or “11”. “00” means that they are in the same passage and adjacent, “01” means that they are in the same passage and not adjacent, and “11” means that they are not in the same passages.

Dialogue Relation pre-training task. We also constructed a self-supervised pre-training task to learn the semantic relevance among sentences using Question answering (QA) data. Empirically, QA data is important for semantic relation, since the corresponding question semantics of the same answer are usually very similar. Therefore, similar to ERNIE [Sun et al., 2019a], we constructed the QA Relation pre-training task, which enables the model to learn implicit relationships and learn semantic relevance.

3 Experiments

3.1 Pre-training FinBERT

Pre-training Data

Similar to that of BERT, training data in the English corpus are from BookCorpus and English Wikipedia. In order to apply the text mining model to financial texts, we further collected various financial data that are crawled on financial websites, such as financial news and dialogue. Specifically, we consider five English financial corpora of varying domains and sizes, totaling over 61 GB text:

- English Wikipedia\(^1\) and BooksCorpus (Zhu et al., 2015), which are the original training data used to train BERT (totaling 13GB, 3.31B words);
- FinancialWeb (totaling 24GB, 6.38B words), which we collect from the CommonCrawl News dataset\(^2\) between July 2013 and December 2019, containing 13 million financial news (15GB after filtering), together with web-crawled financial articles from FINWEB\(^3\) (9GB after filtering);
- YahooFinance (totaling 19GB, 4.71B words), a dataset crawled from Yahoo Finance\(^4\). We crawled financial articles (published in the last four years) from Yahoo Finance, and performed data cleaning (removing markup, removing non-textual content and filtering out redundant data);
- RedditFinanceQA (totaling 5GB, 1.62B words), a corpus that contains automatically collected question-answer pairs about financial issues from Reddit\(^5\) website with at least four up votes.

The statistics for all pre-training data are reported in Table 1. We have built and maintained an open repository of financial corpora\(^6\) that can be accessed and analyzed by anyone.

Pre-training Settings

Our models, FinBERT\(_{\text{LARGE}}\) and FinBERT\(_{\text{BASE}}\), have the same model settings of transformer and pre-training hyper-parameters as BERT. Like BERT, proposed multi-task self-
supervised pre-training also has great requirements on computing power. In our work, we use the architecture we developed for FinBERT pre-training. Our architecture is based on the flexible scheduling of hundreds of GPUs implemented by Apache Hadoop YARN, while providing a distributed training solution based on Horovod framework [Sergeev and Balso, 2018], using parallelized training approach. Horovod is an open source library developed by Uber [9], which is mainly based on [Goyal et al., 2017] and baidu-allreduce8. Our architecture (based on Horovod) essentially utilizes a distributed optimizer strategy that is an optimizer wrapping tf.Optimizer, and before applying the gradient to the model weights it uses an allreduce operation to average gradient values. Empirically, with the increase in the number of GPUs, our architecture’s performance loss is much smaller than that based on standard distributed TensorFlow [Abadi et al., 2016], and the training speed can reach much three times. Moreover, compared to the distributed TensorFlow framework, our architecture can still guarantee a very stable acceleration ratio on the scale of hundreds of GPU cards, and has good scalability.

[Micikevicius et al., 2018] proposed mixed precision training method for training deep neural networks (DNN), which can reduce the memory consumption and time spent in memory and arithmetic operations of DNN. In our work, we use mixed precision training approach for multi-task self-supervised pre-training. Specifically, we train our FinBERT using half-precision format FP16, used for storage and arithmetic. We store activations, gradients and weights using in FP16, and update the copy of weights using in FP32. We maintain a single-precision copy of weights, after each optimizer step which accumulates the gradients. Followed by [Micikevicius et al., 2018], we use loss-scaling to preserve gradient values with small magnitudes. We use FP16 arithmetic that accumulates into single-precision outputs, converted to FP16 before storing to memory.

3.2 Fine-tuning FinBERT

Typically, BERT [Devlin et al., 2019] has two successive steps, one during the pre-training phase and one during the fine-tuning phase. It firsts conducts unsupervised pre-training on the large corpus during the pre-training phase, and then conducts supervised fine-tuning on down-stream NLP tasks during the fine-tuning phase. Similar to BERT, we pre-train our FinBERT model from scratch on these large unsupervised corpus (subsection 3.1), and fine-tune/apply it to various down-stream supervised financial text mining tasks. Next, we briefly describe three financial text mining tasks.

**Financial Sentence Boundary Detection (SBD)**

Financial SBD is a basic task for financial text mining, whose aim is to extracting well segmented sentences from financial prospectuses by disambiguating/detecting sentence boundaries of texts, i.e., beginning boundary and ending boundary. In our work, financial SBD dataset used is FinSBD Shared Task9, which is a dataset that was created for IJCAI19 FinNLP challenge. FinSBD-2019 provides training data with boundary labels (beginning boundary vs. ending boundary) for each token.

**Financial Sentiment Analysis (SA)**

Financial SA is one of the most fundamental financial text mining tasks. Given a text in the financial domain, SA aims to detect the target aspects which are mentioned in the financial text and predict the sentiment score for each of the mentioned targets. Sentiment scores will be defined using continuous numeric values ranged from -1 (negative) to 1 (positive). In this work, financial SA datasets used are Financial PhraseBank10 [Malo et al., 2014] and FiQA11 Task 1 [FiQ, 2018]. FiQA is a dataset that was created for WWW18 conference financial opinion mining and question answering challenge. Here we use the data of Task 1, “Aspect-based financial sentiment analysis”.

**Financial Question Answering (QA)**

Question Answering (QA) of natural language text is a fundamental challenge in natural language processing (NLP), whose aim is to automatically provide answers to questions related to a given short text or passage. Financial QA involves answering client questions such as “Why are big companies like Apple or Google not included in the Dow Jones Industrial Average (DJI) index?”. Financial QA dataset used in

---

1. [https://github.com/horovod/horovod/](https://github.com/horovod/horovod/)
2. [https://github.com/baidu-research/baidu-allreduce/](https://github.com/baidu-research/baidu-allreduce/)
3. The FinSBD-2019 dataset contains financial text that had been pre-segmented automatically. There are 953 distinct beginning tokens and 207 distinct ending tokens in the training and dev sets of FinSBD-2019 data. It’s available at https://sites.google.com/mlg.csie.ntu.edu.tw/finnlp/.
4. Financial Phrasebank dataset consists of 4845 English sentences selected randomly from financial news found on LexisNexis database. These sentences then were annotated by 16 people with background in finance and business. It’s available at https://www.researchgate.net/publication/251231364_FinancialPhraseBank-v10/.
5. FiQA SA dataset includes two types of discourse: financial news headlines and financial microblogs, with manually annotated target entities, sentiment scores and aspects. The financial news headlines dataset contains a total 529 annotated headlines samples (436 samples for the training set and 93 samples for the test set) while the financial microblogs contains a total 774 annotated posts samples (675 samples for the training set and 99 samples for the test set). It’s available at https://sites.google.com/view/ﬁqa/home/.

---

Table 1: List of text corpora used for FinBERT Corpus.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>size(G)</th>
<th># of words(B)</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>English Wikipedia</td>
<td>9</td>
<td>2.50</td>
<td>General</td>
</tr>
<tr>
<td>BooksCorpus</td>
<td>4</td>
<td>0.81</td>
<td>General</td>
</tr>
<tr>
<td>FinancialWeb</td>
<td>24</td>
<td>6.38</td>
<td>Financial</td>
</tr>
<tr>
<td>YahooFinance</td>
<td>19</td>
<td>4.71</td>
<td>Financial</td>
</tr>
<tr>
<td>RedditFinanceQA</td>
<td>5</td>
<td>1.62</td>
<td>Financial</td>
</tr>
</tbody>
</table>

Notes: We pre-train FinBERT on five English corpora, totaling over 61GB text (16.02 billion words): general domain corpora (Wikipedia + BooksCorpus, totaling 3.31 billion words) and financial domain corpora (FinancialWeb + YahooFinance + RedditFinanceQA, totaling 12.71 billion words).

---

8https://github.com/horovod/horovod/
9https://github.com/baidu-research/baidu-allreduce/
3.3 Experimental Results

Financial Sentence Boundary Detection (SBD)

Table 2 shows our results on financial SBD. The beginning (BS) and ending (ES) tokens of the sentence are separately evaluated, the official evaluation metrics of FinSBD-2019 include: i) F1 scores, separately used to predict BS and ES; ii) the mean of F1 scores. As shown in Table 2, proposed FinBERT pre-trained on both general domain dataset and financial domain dataset is highly effective. Both FinBERT\textsubscript{BASE} and FinBERT\textsubscript{LARGE} outperformed the current state-of-the-art model. FinBERT\textsubscript{LARGE} outperformed BERT-S by 0.085 in terms of MEAN score.

<table>
<thead>
<tr>
<th>Model</th>
<th>ES (ours)</th>
<th>BS (ours)</th>
<th>MEAN (ours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule-based [Fatima, 2019]</td>
<td>0.80</td>
<td>0.86</td>
<td>0.83</td>
</tr>
<tr>
<td>BiLSTM-CRF [Du et al., 2019]</td>
<td>0.83</td>
<td>0.88</td>
<td>0.85</td>
</tr>
<tr>
<td>Deep-Att [Tian and Peng, 2019]</td>
<td>0.83</td>
<td>0.91</td>
<td>0.87</td>
</tr>
<tr>
<td>BERT-S [Du et al., 2019]</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
</tr>
<tr>
<td>FinBERT\textsubscript{BASE} (ours)</td>
<td>0.91</td>
<td>0.92</td>
<td>0.915</td>
</tr>
<tr>
<td>FinBERT\textsubscript{LARGE} (ours)</td>
<td>0.96</td>
<td>0.98</td>
<td>0.970</td>
</tr>
</tbody>
</table>

Table 2: Experimental results on test set for FinSBD English task.

Financial Sentiment Analysis (SA)

The results of PhraseBank sentiment dataset are shown in Table 3. The results of FiQA sentiment dataset are shown in Table 4. From the data in Table 3 and Table 4, it is apparent that our FinBERT\textsubscript{BASE} and FinBERT\textsubscript{LARGE} consistently significantly outperforms all baseline models on PhraseBank sentiment dataset and FiQA sentiment dataset, achieving state-of-the-art results. Overall, experimental results highlight the importance of the financial domain-specific corpora pre-trained design.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPS [Malo et al., 2014]</td>
<td>0.71</td>
<td>0.71</td>
</tr>
<tr>
<td>HSC [Krishnamoorthy, 2018]</td>
<td>0.71</td>
<td>0.76</td>
</tr>
<tr>
<td>ULMFit [Raaci, 2019]</td>
<td>0.83</td>
<td>0.79</td>
</tr>
<tr>
<td>FB-SA [Raaci, 2019]</td>
<td>0.86</td>
<td>0.84</td>
</tr>
<tr>
<td>FinBERT\textsubscript{BASE} (ours)</td>
<td>0.91</td>
<td>0.89</td>
</tr>
<tr>
<td>FinBERT\textsubscript{LARGE} (ours)</td>
<td>0.94</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Table 3: Experimental results on the test set for the Financial PhraseBank sentiment dataset.

Financial Question Answering (QA)

Table 5 shows our results on financial QA. From the experiments, we can clearly see that both FinBERT\textsubscript{BASE} and FinBERT\textsubscript{LARGE} are much better than the previous models including the state-of-the-art model. As shown in Table 5, FinBERT\textsubscript{LARGE} significantly outperformed BERT and the state-of-the-art model, and achieved a nDCG of 0.76 and a mean reciprocal rank (MRR) score of 0.68. Considering that it is prohibitively expensive to collect labeled training data for financial Question Answering (QA) task. Very often, we only have very small training data (only few hundreds of samples) or even no training data. Even FinBERT\textsubscript{BASE} outperformed the state-of-the-art model by 2 in terms of both nDCG and MRR score. The experimental results are highly effective and encouraging.

On all the financial datasets, such as financial SBD, SA and QA, FinBERT achieved state-of-the-art results, which proves the effectiveness of proposed FinBERT.

<table>
<thead>
<tr>
<th>Model</th>
<th>nDCG</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUKG [FiQ, 2018]</td>
<td>0.13</td>
<td>0.46</td>
</tr>
<tr>
<td>IIT-Delhi \textsuperscript{2}</td>
<td>0.20</td>
<td>0.18</td>
</tr>
<tr>
<td>Inf-UFG \textsuperscript{3}</td>
<td>0.21</td>
<td>0.17</td>
</tr>
<tr>
<td>NLP301 [FiQ, 2018]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SC-V [Yang et al., 2018]</td>
<td>0.08</td>
<td>0.40</td>
</tr>
<tr>
<td>RCNN [Piao et al., 2018]</td>
<td>0.09</td>
<td>0.41</td>
</tr>
<tr>
<td>FB-SA [Raaci, 2019]</td>
<td>0.07</td>
<td>0.55</td>
</tr>
<tr>
<td>FinBERT\textsubscript{BASE} (ours)</td>
<td>0.29</td>
<td>0.67</td>
</tr>
<tr>
<td>FinBERT\textsubscript{LARGE} (ours)</td>
<td>0.38</td>
<td>0.77</td>
</tr>
</tbody>
</table>

Notes: FiQA sentiment dataset includes two types of discourse: financial news headlines and financial microblogs. In order to evaluate the sentiment scores models, regression model evaluation measures were used during the experiments, Mean Squared Error (MSE), R Square ($R^2$). \textsuperscript{2} indicates results are taken from WWW18 Shared Task.

Table 4: Experimental results on the test set for the FiQA sentiment dataset.

Table 5: Experimental results on the test set for the FiQA question answering dataset.
4 Ablation Study and Analyses

In this section, we conduct ablation studies and further compare proposed FinBERT with existing PLMs models and present the results along with experimental details.

4.1 Effect of Pre-training on the Performance

We further measure the effect of pre-training on the performance of the classifier. We compare four models: i) No further pre-training (denoted by Vanilla BERT, Vanilla FinBERT), ii) Further pre-training on classification training set (denoted by BERT-task, FinBERT-task). As shown in Table 6, FinBERT-task achieves better performance than that of all other models. Specially, although BERT-task is further pre-trained on the financial classification training set (FiQA Aspect category classification task), Vanilla FinBERT outperforms two Vanilla BERT based models, Vanilla BERT and BERT-task, 0.09% higher than Vanilla BERT and 0.02% higher than BERT-task, in terms of Accuracy score. Overall, this experimental result shows the strength of proposed FinBERT, and also shows that FinBERT learned domain-specific knowledge from a large number of financial domain corpora during the pre-training phase.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vanilla BERT</td>
<td>0.78</td>
<td>0.33</td>
<td>0.30</td>
</tr>
<tr>
<td>BERT-Task</td>
<td>0.85</td>
<td>0.51</td>
<td>0.45</td>
</tr>
<tr>
<td>Vanilla FinBERT</td>
<td>0.87</td>
<td>0.56</td>
<td>0.51</td>
</tr>
<tr>
<td>FinBERT-Task</td>
<td>0.91</td>
<td>0.72</td>
<td>0.69</td>
</tr>
</tbody>
</table>

Table 6: Experimental results on the test set for the financial classification dataset (FiQA Aspect category classification task).

<table>
<thead>
<tr>
<th>Model</th>
<th>SBD</th>
<th>SA</th>
<th>QA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MEAN</td>
<td>Acc.</td>
<td>F1</td>
</tr>
<tr>
<td>BERT</td>
<td>0.86</td>
<td>0.84</td>
<td>0.82</td>
</tr>
<tr>
<td>FinBERT</td>
<td>0.94</td>
<td>0.89</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Table 7: The performance of BERT and FinBERT on three financial tasks (SBD, SA and QA) when they are trained on a small corpus.

4.2 Pre-training with Small Training Data

Deep learning models require a lot of pre-training data. However, due to the lack of training data in the financial field, in many applications in financial fields, large corpora may not be available. To further demonstrate the advantages of our FinBERT, we conducted another experiment, which was based on a simulated small corpus to pre-train BERT and FinBERT respectively. Specifically, we randomly select 1/5 size of the entire financial data set as a simulated small corpus. Then, we pre-train both models based on this corpus, and use the previous experiment to test the same tasks. In Table 7, we report the results of our FinBERT and BERT based on the financial SBD, Financial SA, and Financial QA, respectively. As shown in Table 7, FinBERT constantly outperform BERT on all three financial tasks. Considering that both models are trained on small corpus, the experimental results are highly encouraging, which shows that proposed FinBERT can provide stable and clear enhancement when trained on financial corpora of different sizes. Overall, this experiment simulates that our FinBERT model can better encode financial text in the case of limited data, proving that FinBERT still has great advantages under the small training data scenarios in financial domain.

5 Related Work

5.1 Unsupervised Transfer Learning for PLMs

Pre-trained Language Models (PLMs) has attracted extensive attention. Fine-tuning of PLMs has shown that it can effectively improve downstream NLP tasks. PLMs such as word2vec [Mikolov et al., 2013] and ELMo [Peters et al., 2018] is an approach of extracting knowledge from a large-scale unlabeled data and has become one of the major advances in NLP. Du et al., 2019; Tian and Peng, 2019; Liu et al., 2020; Joshi et al., 2019; Dong et al., 2019; Liu et al., 2019a) presented models to tackle financial domain tasks. However, because of the special language used in the financial field and the large differences in vocabulary and expression between the financial corpus and the general domain corpus, these PLMs approaches are not effective enough.

5.2 Multi-task Learning

[Raaci, 2019; Devlin et al., 2019] usually focuses on training the model through a few simple tasks. For example, BERT uses MaskLM and NSP as pre-training objectives. Du et al., 2019 used word embeddings as input to the BiLSTM-CRF model for sentence boundary detection task. Yang et al., 2018 used a word and its surrounding context as input to neural network. However, all of these models are based on a single-task method and cannot use the information that is contained in multiple data as in Multi-Task Learning. Although models based on multi-task learning has been widely used in NLP research, the application of multi-task learning in financial text mining has not yet seen promising results.

6 Conclusion

In this paper, we proposed FinBERT that is a pre-trained language model for financial text mining. By constructing six pre-training tasks covering more knowledge, we simultaneously trained FinBERT on general corpora and financial domain corpora, which enabled FinBERT model effectively to capture language knowledge and semantic information. Also, we implemented our FinBERT on Horovod framework using mixed precision training methodology. Extensive experimental results demonstrated the effectiveness and robustness of FinBERT.
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