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Abstract
Text-based diagnosis classification is a critical
problem in AI-enabled healthcare studies, which
assists clinicians in making correct decision and
lowering the rate of diagnostic errors. Previous
studies follow the routine of sequence based deep
learning models in NLP literature to deal with clin-
ical notes. However, recent studies find that struc-
tural information is important in clinical contents
that greatly impacts the predictions. In this pa-
per, a novel sequence-to-subgraph framework is in-
troduced to process clinical texts for classification,
which changes the paradigm of managing texts.
Moreover, a new classification model under the
framework is proposed that incorporates subgraph
convolutional network and hierarchical diagnostic
attentive network to extract the layered structural
features of clinical texts. The evaluation conducted
on both the real-world English and Chinese datasets
shows that the proposed method outperforms the
state-of-the-art deep learning based diagnosis clas-
sification models.

1 Introduction
Diagnosis classification based on clinical notes, e.g. Elec-
tronic Medical Record (EMR) documents, is one of the
most important but challenging tasks in AI-enabled health-
care studies. There are approximately 12 million adults mis-
diagnosed each year in the United States [Singh et al., 2014],
and simiarly, the misdiagnosis rate in primary healthcare fa-
cilities in China is estimated to be 27.8%1. Under such cir-
cumstances, with the advance of AI, diagnosis classification
is expected to provide physicians with appropriate diagnostic
suggestions to lower the rate of diagnostic errors. For exam-
ple, once a junior physician has recorded the illness descrip-
tion of patient in Hospital Information System (HIS), the di-
agnostic suggestions will be generated and shown to assist
this junior physician to give the final diagnosis.

Text-based diagnosis classification is mostly focused on
understanding the EMR documents where certificated physi-
cians record patient’s illness with free texts, such as chief

1https://www.cma.org.cn

complaint, history of present illness, past history, etc. There-
fore, similar to most of the text-based machine learning meth-
ods, attempts have been made to solve diagnosis classification
with sequential models like CNN [Yang et al., 2018; Li and
Yu, 2020], GRU [Baumel et al., 2018] and BiLSTM [Vu et
al., 2020] on clinical texts. However, unlike open-domain
text classification, clinical documents are highly knowledge-
based where professional terminology, phrases, medical rela-
tions and writing style are frequently used that distinguish
themselves from other domains. Thus, external medical
knowledge is incorporated in diagnosis classification, e.g. the
detailed description of diseases on Wikipedia Pages [Wang
et al., 2020a]. Besides unstructured knowledge, recent stud-
ies found that the structured relations between diseases and
symptoms are important in diagnosis classification [Chen et
al., 2020; Yuan et al., 2020]. These methods shallowly struc-
turalize the clinical notes by extracting medical entities, map-
ping them to the predefined disease-symptom bipartite graph
from external medical knowledge, and performing flatten at-
tention on the matched nodes towards generating feature rep-
resentation. However, in real-world EMR documents, espe-
cially in long documents like admission notes, the illness of
patient is too complicated to be represented only by a flatten
pool of medical entities. Instead, the structure of illness is
much more sophisticated. For example, a patient may simul-
taneously suffer from gastroenteritis, hypertension and pneu-
monia, and the description of these diseases are mixed to-
gether. Diagnosis classification results can be inaccurate if
symptoms are not distinguished from each other to under-
stand the structure of patient’s illness.

To bring out the most of the structural features of clini-
cal texts, in this paper, we propose a novel Sequence-to-
Subgraph (Seq2Subgraph) framework to structuralize the
clinical notes, namely EMR documents in later experiments,
into subgraphs and combine with structured external knowl-
edge towards diagnosis classification. Seq2Subgraph reforms
the stereotype of managing texts with token-based sequential
models in traditional NLP studies. Unlike other text classifi-
cation problems, diagnostic decision is both data-driven and
knowledge-driven. The way to incorporate and manage med-
ical knowledge in diagnostic decision is critical. Therefore,
under Seq2Subgraph framework, we propose a novel diag-
nostic model consisting of Subgraph convolutional network
and Hierarchical Diagnostic Attentive Network, namely SHi-
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DAN model, to address the diagnosis classification problem.
The main contributions of this paper are summarized as:

• A novel sequence-to-subgraph (Seq2Subgraph) frame-
work is proposed to transform clinical texts into struc-
tured subgraphs to take advantage of structured medi-
cal knowledge towards diagnosis classification, which
changes the paradigm of processing clinical texts with
conventional sequential models.

• Under the framework, we bring forward a novel diag-
nostic model, called SHiDAN, which mainly consists
of subgraph convolutional network and hierarchical di-
agnostic attentive network. SHiDAN structuralizes the
clinical texts into densely connected subgraphs based
on medical knowledge and combines with layered struc-
tural feature extraction towards diagnosis classification.

• Evaluation on both the real-world Chinese and English
EMR documents demonstrates that the proposed method
outperforms state-of-the-art deep learning based diag-
nostic models, which validates the effectiveness of the
proposed method.

2 Related Work
In this section, we briefly discuss the related work of graph
convolutional network and hierarchical attention network in
diagnosis classification studies.

2.1 Graph Convolutional Network (GCN)
GCN has been introduced to extract the structural informa-
tion of data on a graphical structure with convolutions [Yao et
al., 2019]. Specifically, the node embeddings are updated by
the properties of neighbors. Such technique has been widely
applied in the medical domain. Naturally, the representa-
tion learning of diseases [Choi et al., 2017] as well as elec-
tronic health records [Choi et al., 2020] can take advantage of
GCN upon disease hierarchy and other medical relations to
obtain effective representations. In the online self-diagnosis
problem, Wang [2020b] applies GCN on the user-symptom
and the disease-symptom graphs to simultaneously obtain the
next suggested question (symptom) to ask patient and infer-
ence diagnosis based on the retrieved symptoms. To the best
of our knowledge, the GMAN model [Yuan et al., 2020] is
the most related work to ours. The GMAN model encodes the
embeddings of diseases and symptoms by convolving the fea-
tures of their neighbors on the knowledge graph, after which,
the final feature towards diagnosis predictions is obtained by
performing attention mechanism on the updated embeddings.
The major difference of the proposed method to [Yuan et al.,
2020] is the clustering of subgraphs and subgraph convolu-
tional network as well as the hierarchical attention network.

2.2 Hierarchical Attention Network (HAN)
Different from the single-layer attention for automatic diag-
nosis [Mullenbach et al., 2018; Yuan et al., 2020], HAN pro-
cesses data with multi-level attention mechanism in a bottom-
up manner from the fine-grained level to the coarse-grained
level. Yang [2016] introduces HAN in text classification
where sentence is represented by the word-level attention and

document is further represented by the sentence-level atten-
tion. In medical studies, HAN is utilized in the same way to-
wards classifying the ICD codes of clinical notes [Baumel et
al., 2018]. In the diagnosis classification problem, Sha [2017]
applies HAN where the entity-level attention is used to get
the representation of a particular visit, while the visit-level
attention is used to obtain the representation of a particular
patient, which is further used in diagnosis classification. The
novelty of the proposed method is the framework that com-
bines subgraph convolutional network with HAN to extract
the layer-wise structural features of patient’s illness.

3 Problem Definition
This work studies the problem of diagnosis classification
based on EMR documents written with free texts. Formally,
given the free-texts X describing the illness of a patient,
which is a sequence of words {x1, ..., xi, ...}, output the most
probable diagnosis code via generating a probability distribu-
tion p(d|X ) over the set of all diseases d ∈ D. For multi-label
classification, the problem is to output the per-label probabil-
ity on each diagnosis code. For input as EMR document, X
is obtained by stringing the major free-text contents together
like chief complaint, history of present illness and physical
examination. Please note that the problem definition is gen-
eral, which does not limit the applications of the proposed
method in diagnosis classification with EMR documents. Be-
sides, the conventional patient data like gender and age group
are auxiliary inputs, which are processed as one-hot features
appended with text features in classification.

4 The Sequence-to-Subgraph Framework
In this paper, we propose a novel framework, called
Sequence-to-Subgraph (Seq2Subgraph), to deal with plain
medical texts, which can be described as:

Definition 4.1 (Sequence-to-Subgraph). Structuralize text
sequence by: 1) Extracting critical entities and relations in it,
2) Inducing graph(s) using extracted results in combination
with external knowledge, 3) Generating locally and densely
connected subgraph(s) via graph clustering, 4) Performing
layered representation learning from inside subgraph to that
between subgraphs to obtain the ultimate representation of
input. The focus of feature representation has been shifted
from sequential text features to structural features.

Seq2Subgraph poses a novel paradigm to study the di-
agnosis classification problem. Different from the open-
domain text classification, diagnosis classification is heav-
ily knowledge-driven where knowledge can be explictly ex-
pressed as relations between medical concepts like the causal
relations disease–symptom as well as the hierarchy of con-
cepts like respiratory system (呼吸系统) — upper respi-
ratory tract (上呼吸道) — acute upper respiratory tract
infection (急性上呼吸道感染). Therefore, different from
the methods that incorporate unstructured knowledge as free
texts like those from Wikipedia Pages in diagnostic mod-
els [Wang et al., 2020a], under the Seq2Subgraph framework,
we propose a novel structure-aware diagnosis classification
model, called SHiDAN, that benefits from transforming the
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Figure 1: The architecture of the proposed SHiDAN model. SHiDAN is composed of sequential feature extraction, structural feature ex-
traction and diagnosis inference. Specifically, medical NER, subgraph convolutional network (SGCN) and hierarchical diagnostic attentive
network (HiDAN) consist of the structural feature extraction.

plain texts into structural medical features via generating sub-
graphs to enhance the representation of EMR documents for
diagnosis classification.

Figure 1 shows the architecture of SHiDAN. Generally,
there are two lanes of feature extraction: a conventional se-
quential feature extraction and a novel structural feature ex-
traction, which lead to the compound representation of EMR
document for disease inference. Specifically, structural fea-
ture extraction consists of medical NER, SGCN and HiDAN.

4.1 Sequential Feature Extraction
The original texts are represented by the sequence of words:
X = {x1, ..., xi, ...}. After embedding, the word sequence
is represented by X = {x1, ...,xi, ...} where xi ∈ Rk is
the k-dimensional embedding of word xi. A dropout layer is
stacked after word embedding to reduce the impact of over-
fitting. Then, the initial feature representation of the original
texts is obtained by feeding the sequence into a convolutional
layer and a max pooling layer:

hinit =MaxPool(Conv(Dropout(X))) ∈ Rm, (1)

whereMaxPool is performed kernel-wise andm is the num-
ber of CNN kernels. On one hand, hinit is used as an external
feature in later in-subgraph attention module. On the other
hand, hinit is passed through a fully-connected layer to get
the ultimate sequential feature representation of texts:

hseq = σ(W(0)hinit + b(0)) ∈ Rm, (2)

where σ is the sigmoid function, and W(0) ∈ Rm×m and
b(0) ∈ Rm are the trainable parameters.

4.2 Structural Feature Extraction
Apart from the previous diagnostic methods that only pro-
cess EMR documents [Yang et al., 2018; Girardi et al., 2018]

or external medical knowledge [Wang et al., 2020a] as un-
structured plain texts, recent studies prove that the structural
information of medical concepts in the texts, e.g. the causal
relations between diseases and symptoms, is important to un-
derstand the illness [Yuan et al., 2020; Chen et al., 2020].

The illness of a patient can be described in different forms
as plain texts in an EMR, including symptoms, vitals and
other important findings in the reports of medical films and
laboratory tests, all of which are denoted by findings in gen-
eral in this paper. Findings are caused to be present on patient
by diseases. Basically, a disease may cause multiple findings
to be present, and alternatively, a finding can be caused to be
present by multiple diseases.

Medical NER
The first step of “structuralizing” plain texts is Named Entity
Recognition (NER) which is an important direction of re-
search in Natural Language Processing [Cetoli et al., 2017;
Gregoric et al., 2018; Cao et al., 2018; Wu et al., 2018]. As
a sub-direction, medical NER [Wu et al., 2018; Wang et al.,
2019; Zhao et al., 2019; Dai et al., 2019] extracts from texts
the type-aware medical entities such as findings and diseases,
e.g. coughing, fever, asthma and lung cancer. Please note that
disease can also be mentioned in the plain texts of illness de-
scription, for instance, the past history of illness. Let F and
D denote the set of findings and that of diseases (diagnosis),
respectively. Let V = F ∪ D denote the vocabulary of medi-
cal entities in this paper. The extracted entities from medical
NER are within the scope of V .

In this study, given original text X , NER extracts a list of
entities V(X ) = F (X )∪D(X ) ⊆ V , whereF (X ) andD(X ) are
the findings and the diseases recognized inX . ∀v ∈ V(X ) can
either be a finding entity or a disease entity. Similar to [Chen
et al., 2020], only the positive findings that are actual present
on patient in X are preserved while negative findings (denied
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Figure 2: The process of finding subgraph generation from a given
EMR. The findings and diseases recognized in the given EMR are
circled with solid lines in the original finding-disease bipartite graph,
and their direct neighbors are circled with dashed lines. The induced
finding-disease bipartite graph contain both the recognized findings
and diseases as well as their direct neighbors. The finding-disease
subgraphs are generated by performing graph clustering on the in-
duced bipartite graph.

on the patient) are removed. Since NER is not the focus of
this study, we experiment with the existing NER package in
later evaluation.

Subgraph Convolutional Network (SGCN)
Based on medical NER, there is an easy approach to ex-
tract the relations between findings and diseases by simply
counting the co-occurrences of findings from texts and dis-
eases from diagnosis in the same EMR documents based on a
large EMR corpus. We use the extracted relations where find-
ing and disease co-occur for more than a threshold of times,
e.g. 5, to approximate2 the causal relations between findings
and diseases, where the threshold can be determined with grid
search in K-fold cross validation.

Let E denote the set of all extracted finding-disease re-
lations, i.e. ∀(f, d) ∈ E , f ∈ F and d ∈ D. Then,
let G(V, E) denote the finding-disease bipartite graph. Let
A ∈ {0, 1}|V|×|V| be the adjacency matrix of G(V, E), and
we use A(i, j) ∈ {0, 1} to denote the existence of connection
between the i-th and the j-th entities in V .

For a given V(X ), the induced bipartite graph in this paper
is defined as: G(V̂(X ), Ê(X )):

V̂(X ) = V(X )
⋃

f∈F(X)

N(f,G)
⋃

d∈D(X)

N(d,G), (3)

Ê(X ) =
⋃

f∈V̂(X),d∈V̂(X),(f,d)∈E

(f, d), (4)

where N(f,G) and N(d,G) are the sets of all direct (one-
hop) neighbors of f in G and those of d in G, respectively.

We perform graph clustering with LPA algorithm3 [Ragha-
van et al., 2007] on G(V̂(X ), Ê(X )) to get a list of subgraphs:
G1, ..., GK ⊆ G(V̂(X ), Ê(X )). Our intuition is that, there
might be different groups of findings because a patient may
suffer from multiple diseases at the same time, each of which
shows different findings, or one disease may cause symptoms
of multiple organs and systems to be present on the patient.

2Not strictly the causal relations because the findings of multiple
diagnosis may be mixed together in the same EMR. With truncated
co-occurrences, the causal relations are statistically approximated.

3Codes: https://github.com/zzz24512653/CommunityDetection/
tree/master/algorithm

Via clustering, the findings are supposed to be distinguished
by forming different subgraphs, which are supposed to cap-
ture the characteristics of diseases. LPA is an algorithm of
community detection that aims at discovering densely con-
nected communities (subgraphs) on a large graph. Figure 2
shows the process of finding subgraph generation.

To extract the structural feature of subgraphs, we propose
the SGCN to perform graph representation learning. Specif-
ically, let V ∈ R|V|×k be the embeddings of all nodes in V ,
and let Ii ∈ R|V|×|V| be the identity matrix w.r.t. the nodes
in the i-th subgraph Gi. We use Vi = IiV to denote the
embedding matrix w.r.t. Gi.

Similar to [Yuan et al., 2020; Fu et al., 2019], the node
embeddings in the subgraph are updated by convolving the
features of their neighbors based on GCN:

V̂i = ReLU((I+D)−1(I+A)ViW
(1)), (5)

where A is the adjancency matrix, D is the degree matrix,
I is the identity matrix and W(1) ∈ Rk×m are the trainable
parameters shared by subgraphs. In SGCN, the feature of a
node is impacted partially by its direct neighbors as well as
partially by itself according to Eq. (5).

Hierarchical Diagnostic Attentive Network (HiDAN)
Besides the finding-disease relations captured by SGCN, the
hierarchy of medical concepts is another important structural
feature. Naturally, the output of SGCN makes it possible to
automatically understand the illness of patient in a hierarchi-
cal bottom-up manner from the individual fine-grained enti-
ties to the whole coarse-grained EMR.

Hierarchical attention network [Yang et al., 2016] has
been proposed in NLP studies to represent a document from
word-level embeddings to sentence-level representations, and
upwards to document-level representations, which mimics
the process of human to read and understand a document.
Similar study [Baumel et al., 2018] has been performed in
the ICD coding problem on clinical notes. However, the
structure of entities has not been investigated in hierarchi-
cal attention network before. Therefore, we propose the
Hierarchical Diagnostic Attentive Network (HiDAN) to cap-
ture more structural feature of EMR resulting in hierarchical
feature representations of entity-level → subgraph-level →
EMR-level. Figure 3 illustrates the detail of HiDAN, which
consists of two attention layers:

In-subgraph Attention. The subgraph-level representa-
tions are obtained by aggregating the entity-level represen-
tations from SGCN:

ai = softmax(V̂ihinit), (6)

ci = a>i V̂i, (7)

where hinit is the intermediate sequential feature of free texts
in Eq. (1) and ai ∈ R|V| is the per-entity attention weights in
this layer. Then, ci is the subgraph-level representation ofGi.

Between-subgraph Attention. Based on the subgraph-
level representations of subgraphs G1, ..., GK , a between-

Proceedings of the Thirtieth International Joint Conference on Artificial Intelligence (IJCAI-21)

3609

https://github.com/zzz24512653/CommunityDetection/tree/master/algorithm
https://github.com/zzz24512653/CommunityDetection/tree/master/algorithm


pneumonia

coughing
fever

short of breath dyspnea

pneumonia
coughing fever

short of breath dyspnea

SGCN

in-subgraph 
attention

between
subgraph 
attention

+!"#"$

+!%&'

hypertension

cerebral 
infarction

dizzy

vomit

entity

subgraph

EMR

Figure 3: The illustration of HiDAN. The network hierarchi-
cally generates feature representations from entity-level upwards to
subgraph-level till EMR-level. hseq and hinit are external attention
vectors generated from sequential feature extraction.

subgraph attention layer is used to obtain the compound struc-
tural feature of EMR:

â = softmax(

[
c1
...
cK

]
hseq), (8)

hatt = â>
[
c1
...
cK

]
, (9)

where hseq is the sequential feature of texts from Eq. (2), â
is the per-subgraph attention weights and hatt is the ultimate
structural feature of EMR. Thus, â and ai indicate the im-
portance of each subgraph as well as the importance of each
entity in the subgraph in determining the classification, which
introduces interpretability of results to some degree.

To obtain a valid neural network structure, we fix the num-
ber of subgraphs K in the experiments, e.g. K = 3. That is,
we preverse the top-K largest subgraphs in the finding sub-
graph generation to balance between computation cost and
accuracy of diagnosis prediction. If there exist less than K
subgraphs after clustering, there will be “placeholder” sub-
graphs where the identity matrix Ii is filled with all zeros in
Eq. (5). Accordingly, the subgraph-level representation ai as
well as its corresponding entry in the per-subgraph attention
weight are zeros. Thus, it does not impact the ultimate rep-
resentation hatt. Besides, since the trainable parameters in
HiDAN are shared across subgraphs and the weighted sum of
subgraph representations is used in Eq. (8) and (9), the pro-
posed method is not subgraph-order-sensitive. That is, the
change of the order of subgraphs in the input does not change
the classification results.

4.3 Diagnosis Inference
Besides hseq and hatt, we append gender and age group as
one-hot demographic feature hdemo in classification:

p = softmax(W(3)Dropout(

[
hseq

hatt

hdemo

]
) + b(3)), (10)

where W(3) and b(3) are the trainable parameters. The dis-
ease of the largest probability is predicted as diagnosis. For

Metrics MIMIC-III-50 CHS-AD-200

# of diagnosis codes 50 200
# of EMRs 11368 50254
avg # of diagnosis per EMR 5.8 1
avg # of entities per EMR 36.8 18.1
avg # of subgraphs per EMR 9.5 3.8

Table 1: The statistics of datasets in the evaluation. # represents
“number”. The average number of clustered subgraphs per EMR is
calculated based on the output of LPA algorithm. Please note that
the K largest subgraphs (by number of nodes) are input into SGCN.

multi-label classification, softmax is replaced by per-label
sigmoid in Eq. (10).

5 Evaluation
In this section, the evaluation results of the proposed method
on real-world datasets are discussed.

5.1 Expreimental Settings
The proposed method is evaluated on real-world datasets:

MIMIC-III-50: A public English EMR dataset consisting
of the Top-50 frequent diagnosis codes4 [Mullenbach et al.,
2018]. Each EMR has one or more diagnosis codes. Thus, we
use MIMIC-III-50 to evaluate the performance of the pro-
posed method on multi-label classification.

CHS-AD-200: We collected a new Chinese datasets of ad-
mission notes in collaboration with a Top-Tier Chinese hospi-
tal. The Top-200 frequent diagnosis codes are selected, which
cover more than 97% of all admission notes. Unlike MIMIC-
III-50, we only have a single diagnosis code for each admis-
sion note. Thus, we use CHS-AD-200 to evaluate the perfor-
mance of the proposed model on single-label classification.

More detail about the datasets is shown in Table 1.
Since medical NER is not the focus of this study, we exper-

iment with the existing packages. For English dataset, we use
CliNER5 [Boag et al., 2018], which reports 83.8% F1 score in
the original paper. For Chinese dataset, we collaborate with
a Chinese medical NER service provider6, whose F1 score
is reported about 91% in an offline evaluation on admission
notes [Yuan et al., 2020].

5.2 Performance Comparison
The performance of the proposed method on diagnosis clas-
sification is compared with the state-of-the-art deep learn-
ing based diagnosis methods, including CNN [Yang et
al., 2018], ACNN (CNN with attention) [Girardi et al.,
2018], CAML (CNN with label-wise attention) [Mullen-
bach et al., 2018], MultiResCNN (Multi-filter CNN with
ResNet) [Li and Yu, 2020] and GMAN (GCN with mutual
attention) [Yuan et al., 2020]. We use micro F1 and macro
F1 as the evaluation metrics. For the fairness of comparison,
we directly cite the numbers reported in the original paper for
MultiResCNN [Li and Yu, 2020]. Since CHS-AD-200 is used

4https://github.com/jamesmullenbach/caml-mimic
5https://github.com/text-machine-lab/CliNER
6https://ai.baidu.com/solution/mtp
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Methods MIMIC-III-50 CHS-AD-200

micro F1 macro F1 micro F1 macro F1

CNN 62.52% 56.75% 71.22% 71.10%
ACNN 63.13% 57.00% 74.67% 74.70%
CAML 63.39% 57.11% 72.56% 72.48%
MultiResCNN 67.00%† 60.60%† 74.64% 74.61%
GMAN 66.04% 62.38% 80.19% 80.23%

SHiDAN 69.19% 64.69% 81.50% 81.65%

Table 2: The evaluation results of performance on all comparative
methods. † The results of MultiResCNN on MIMIC-III-50 are di-
rectly cited from the original paper since the same training and the
testing datasets as well as the metrics are used.

to evaluate single-label classification performance, F1 equals
precision and recall on this dataset.

By default, the number of dimensions of word embeddings
and entity embeddings is 100. The number of dimensions
of latent feature m is 128. The dropout rate is empirically
0.2. On MIMIC-III-50, each model is trained 12 epochs with
batch size 16, and the maximum number of subgraphs K =
15. On CHS-AD-200, each model is trained 35 epochs with
batch size 64, and the maximum number of subgraphsK = 6.

Table 2 shows the comparative results. On both the English
and the Chinese datasets, the proposed method outperforms
the state-of-the-art methods with considerable improvement.
CNN, ACNN and CAML process clincal texts with sequen-
tial models only, and their results are much inferior to the
rest methods. MultiResCNN improves performance of se-
quential models by stacking deeper residual blocks, but it
generally reports poorer performance than the models incor-
porating structural features. The proposed method defeats
all comparative methods including GMAN in the evaluation.
From the results, we come to a conclusion that, by explor-
ing the structural feature of texts, especially by applying
the Seq2Subgraph framework, the performance of the down-
stream classification task can be remarkably improved.

5.3 Ablation Studies and Parameter Sensitivity
Figure 4 illustrates the results of ablation studies on the pro-
posed method. For comparative groups without a certain at-
tention layer, it is replaced by simple average of features. For
comparative groups without GCN, the features of entities are
directly passed to downstream layers without update. From
the results, we can see that the most significant performance
drop is found on “SHiDAN \SGCN” when no subgraph is
generated and the single induced graph is directly used. This
means, the clustering of nodes upon which SGCN is applied,
can capture important signals that improve the classification
performance. Similarly, the results also show that the mod-
ules of GCN and layered attention add to the performance
gain of the proposed method with different degrees.

Figure 5 shows the sensitivity of the maximum number K
of subgraphs in SGCN. Interestingly, we notice a drop of per-
formance when K exceeds 15 on MIMIC-III-50 and 5 on
CHS-AD-200. Although the drop is slight, it challenges our
intuition that truncated number of subgraphs would lead to
loss of information from input and further decrease the over-
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and \ISA mean the removal of between-subgraph attention and in-
subgraph attention, respectively. \SGCN means it does not perform
finding subgraph generation and use the induced graph directly.
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Figure 5: The sensitivity of the maximum subgraph number K.

all performance. After analyzing the EMRs in the datasets, it
can be attributed to the fact that EMR documents are noisy,
especially for long documents like admission notes, and the
description of texts may contain information from past medi-
cal history that barely influences the current illness situation.
Thus, with truncated subgraphs, the less important noise can
be removed, which improves the performance.

6 Conclusion
This paper studies the problem of text-based diagnosis clas-
sification, which is an important application in AI-enabled
healthcare studies. It proposes a novel sequence-to-subgraph
framework that transforms clinical notes into subgraphs
where the structural features of contents are investigated.
Moreover, a new classification model under the framework is
proposed, which introduces subgraph convolutional network
and hierarchical diagnostic attentive network that deeply ex-
plores the structural features of texts. The evaluation con-
ducted on the real-world EMR datasets proves the effective-
ness of the proposed method in diagnosis classification. This
study will be extended by considering the issue of imbalance
classes so that the model performs well on rare diseases.
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