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Abstract
Heuristic search methods are widely used in many
real-world autonomous systems. Yet, people al-
ways want to solve search problems that are larger
than time allows. To address these challenging
problems, even suboptimally, a planning agent
should be smart enough to intelligently allocate its
computational resources, to think carefully about
where in the state space it should spend time
searching. For finding optimal solutions, we must
examine every node that is not provably too ex-
pensive. In contrast, to find suboptimal solutions
when under time pressure, we need to be very se-
lective about which nodes to examine. In this work,
we will demonstrate that estimates of uncertainty,
represented as belief distributions, can be used to
drive search effectively. This type of algorithmic
approach is known as metareasoning, which refers
to reasoning about which reasoning to do. We
will provide examples of improved algorithms for
real-time search, bounded-cost search, and situated
planning.

1 Introduction
Heuristic search methods are widely used in many real-world
autonomous systems. However, people always want to solve
search problems that are larger than time allows. To solve the
challenging problems, even suboptimally, a planning agent
better be smart enough to intelligently allocate its computa-
tional resources, to think carefully about where in the state
space it should spend time to search. In contrast to find-
ing optimal solutions, in which we must examine every node
that is not provably too expensive, we need to be very se-
lective about which nodes to examine when under time pres-
sure. This type of algorithmic approach was named metar-
easoning, which refers to reasoning about what to reason
about. An agent equipped with a metareasoning compo-
nent would solve a meta-level-reasoning problem in addition
to the conventional object-level-reasoning problem [Horvitz,
1990]. These two problems typically differ in their utility
functions. The meta-level utility is the expected utility associ-
ated with inference-related cost (i.e, deliberation cost), while
the object-level utility is the expected utility associated with

Figure 1: Illustration of optimal action selection with time cost.

the state of the world (i.e, solution cost) without regard to the
cost of reasoning. The relation of different types of cost is
illustrated in Figure 1. In my dissertation, I propose practical
metareasoning methods that would carefully allocate effort
due to time pressure and thus optimize combined utility that
takes into account both reasoning cost and object-level cost.

Historically, the metareasoning problem has been dis-
cussed for a long time since it was proposed [Good, 1971;
Russell and Wefald, 1991; Zilberstein, 2008]. However, there
only have been a few practical search algorithms that actu-
ally do metareasoning. It ought to be beneficial to design
such an agent that explicitly optimizes both object-level util-
ity and meta-level utility. For an agent to plan under time
pressure, obviously, it should not only optimize the solution
cost but also the planning time to achieve the best perfor-
mance. Therefore, I pursue practical metareasoning compo-
nents that can enhance various families of traditional search
algorithms.

Conventional metareasoning approaches follow decision
theory that tells the agent to select the action that maxi-
mizes the expected utility. However, when modeling an un-
certain value, scalar expected value often is not as power-
ful as a belief distribution. Recently, distributional meth-
ods have been proposed in the RL community [Bellemare
et al., 2017; Dabney et al., 2020], and it has been shown
that distributional-informed methods can often outperform
scalar-expected-value-informed methods by taking advantage
of reasoning on value uncertainty. Therefore, taking inspira-
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tion from this prior work from RL, my work pursues an alter-
native class of rational metareasoning that takes advantage of
distributional methods to have a better estimate model instead
of only relying on the expected utility. The distributions can
be constructed through offline learning or online learning. In
my dissertation, I aim to improve algorithms for the following
three problem settings: (1) real-time search (2) bounded-cost
search, and (3) situated planning.

2 Overview of Dissertation
Firstly, I will address real-time decision-making. In this
setting, when the time bound is reached, the agent has to
commit to the best action on hand even if it only has a
partial solution plan. Because the time bound tightly lim-
its the computation that an agent can perform, metareason-
ing could play an important role in this setting. Traditional
real-time search methods were adapted directly from off-line
search methods like A* and make online action selection de-
cisions based on a lower bound rather than an expected cost,
which is not appropriate as a basis for rational action selec-
tion. To do a rational real-time search, it might be worth it
for the agent to gather information about the value uncer-
tainty due to the bounded rationality and make online de-
cisions based on the value uncertainty as well as the ex-
pected utility. The traditional real-time search approaches
are lacking this kind of metareasoning component. The
first part of my dissertation makes contributions to designing
a rational real-time search approach [Fickert et al., 2020b;
Fickert et al., 2020a].

Secondly, I propose algorithms for bounded-cost search
settings where the agent is given a specific cost bound along
with the search problem. The goal is to find a complete solu-
tion within the cost bound as quickly as possible. Bounded-
cost search is also very useful since its users can have control
over the solution quality. Traditional methods for bounded-
cost search are focused on designing inadmissible heuristics
that could guide the search toward the search nodes that have
a high chance for finding a solution within the bound [Stern
et al., 2011]. BEES [Thayer et al., 2012] explicitly tries to
find a solution within the bound as quickly as possible, which
is a meta-level problem. However, the performance of BEES
can be very sensitive to the error of its estimate. In the second
part of my dissertation, I propose a distributional method to
not only explicitly optimize the time to find a solution within
bound but also take advantage of knowing the uncertainty of
the estimate and thus better guide the search. (This work is
currently under review.)

Thirdly, I also propose a metareasoning algorithm for on-
line planning, specifically, answering the question of when to
commit an action. When the planner commits to an action, it
re-roots its search at the node representing the outcome of that
action. We assume that the system cannot be uncontrolled, so
the planner must commit to a new action (perhaps a no-op)
before the previously chosen action completes. In this setting,
it can be beneficial to commit early, in order to devote more
lookahead search focused below an upcoming state. In the
third part of my dissertation, we propose a principled method
for making this commitment decision. (This work is still in

progress.)
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