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Abstract
Explainable Artificial Intelligence (XAI) is gain-
ing interests in both academia and industry, mainly
thanks to the proliferation of darker more complex
black-box solutions which are replacing their more
transparent ancestors. Believing that the overall
performance of an XAI system can be augmented
by considering the end-user as a human being, we
are studying the ways we can improve the explana-
tions by making them more informative and easier
to use from one hand, and interactive and customis-
able from the other hand.

1 Introduction
Despite the superiority of Natural Language (NL) explana-
tions in efficiency and their ease of use for non-technical
users, the majority of the XAI systems either make use of
non-language presentation forms (e.g. list of features or sim-
ple graphics) or utilise basic Natural Language Generation
(NLG) techniques like template-filling which while effective,
1) fail to reinforce the sense of reliability humans associate
with explanations coming from machines and 2) are rigid and
work only with predefined templates. To address these con-
cerns, we have designed our research activities to first cre-
ate a system that is agnostic towards black-box and explainer
models and provides a conversational interface regardless of
the chosen data, black-box or explainer. Secondly, we are
studying methods that enable us to compose interactive sys-
tems which allows end-users to directly interact with them
while considering the true needs of the user, based on her
prior knowledge of the system and how she utilises it.

2 An XAI Framework Focusing on Humans
Surveying 70 recent XAI papers, we came up with a roadmap
that can map the whole process of an XAI system from gen-
erating context and explanations and conveying them to the
final user (Figure 1). Given that our focus is on the content,
context of explanations and the interaction between the sys-
tem and the human, we deliberately ignore technical aspects
which directly play a role in constructing the explanations
like black-box and data types.
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Figure 1: A graphical overview of framework

Motivation: Why XAI Should Be Interrogable? Al-
though XAI techniques are the best hope to open black-box
models and to discover their underlying decision-making pro-
cess unless designed with humans in mind, XAI systems of-
ten fail to provide comprehensible explanations to layper-
sons, are static or provide explanations only for a fixed and
presumed set of problems and are limited to producing sim-
plistic plain-fact answers which often ignore the root prob-
lem [Miller, 2019]. To clarify the matter, let us consider an
imaginary conversation among a user (g) and the system (3)
that has been trained to classify online job ads:

g: Why have you classified this job ad as ”Data engi-
neer”?
3: I saw ”Data” and ”Architect” words.
g: Why you ignored the word ”senior”?
3: I consider this word as ”too general”.
g: Answer me what ”too general” means by considering
me as a data scientist.
3: The TF-IDF score of the word ”senior” is distant from
the score of the rest of the terms.
g: What if I tell you that I’m your developer?
3: In that case, I would say that I took that decision be-
cause the word senior is on the list of stopwords.

Such a tailored conversation can directly contribute to making
a decision, for instance, in the example above, this decision
could be adding the word senior to the list of stopwords.

As it can be seen in Figure 2, our proposed system is
composed of four components, namely Data, black-box, Ex-
plainer and Dialogue System, with the latter is further built
from NLU, Dialogue state tracker, Dialogue policy and NLG
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Figure 2: An overall schema of the interrogable XAI system

units. This system allows the modification of the first three
components while the dialogue system (e.g. NLU and NLG
units) is retrained based on the attached data, black-box and
explainer. Similar to [Sokol and Flach, 2020], the NLU unit
is made using RASA1 while unlike them, we generate ex-
planations using SOTA models which covers both plain-fact
and contrastive explanations, instead of generating them from
scratch. Such a flexible design allows going beyond textual
explanations for instance, by offering PDP and ICE plots.

State of the art. Despite the ever-growing interest in XAI,
only a small portion of XAI research provide solutions or
discuss systems that are able to directly interact with the fi-
nal user, customise the results based on the user’s profile or
provide explanations in a natural language. This could lead
to solutions that, while potent and effective from a techni-
cal point of view, cannot be directly utilised by non-expert,
non-technical users, defying the principal objective of an
XAI system (see [Miller, 2019]). The following works par-
tially address the specified characteristics mentioned above:
[Hohman et al., 2019] present a prototype that combines
visualisations and verbalisations to support interactive ex-
ploration of ML models. [Amarasinghe and Manic, 2019]
present a methodology for linguistically explaining a deep
learning classifier based on fuzzy logic, capable of customis-
ing the results and interact with users. Using contrastive ex-
planations [Sokol and Flach, 2018] propose a system that
can generate interactive natural language explanations for ML
models. [Chang et al., 2016] propose a process that generates
personalised natural language explanations for recommenda-
tion systems.

3 Explainer-agnostic Conversational XAI
Currently, the system has three main components: 1) a graph
which represents connections between system elements, e.g.
entities, intents, data[set] types and explainers, 2) a chatbot
with units depicted in Figure 2 and 3) a web interface which
enables the user to interrogate the system and in the same
time records the conversation and the user evaluation of the
conversation. While the last two parts are used in a few other
XAI methods, all of them have a fixed structure which re-
sults in limited explanation and data types (see Figure. 1).
On the other hand, by considering the building blocks of the
system as individual elements and mapping them through a
graph, not only we are able to facilitate the process of adop-
tion to new cases (e.g. dataset) but also we can achieve a

1https://github.com/RasaHQ/rasa

solution that is explainer agnostic and is not bounded to a
specific data type or black-box. A brief description of the
aforementioned components follows. In order to reduce the
effort and time to adopt the system for new applications (e.g.
new dataset/black-box), we define generic entities and in-
tents, which are later mapped to different types of input data
and explainers through a matrix. Our system utilises both ML
and rule-based techniques inside the chatbot block, and while
the dialogue state tracker and dialogue policy both use rules
to manage the user inputs, they perform these tasks through
the components matrix, instead of having rules which han-
dle singular cases. Such a design reduces the time and ef-
fort a classic rule-based system demands to be adapted to a
new environment. In order to achieve this, by arranging a fo-
cus group of fifteen ML practitioners, we identified thirteen
intents from which five are related to model-related queries
while the rest cover the cases regarding the natural situations
which happened in human conversation like mind-changing,
frustration and misunderstanding. We developed the dialogue
system using Python for analysing the user queries and gener-
ating explanations in textual and graphical forms while React
and Flask were used to create a web-based user interface.

Currently, we are working on the following elements:
1) Multi-turn open-domain dialogue management through
Cohesion, Coherence and Ellipsis resolution (see [McTear,
2020]) 2) performing a user study to evaluate the efficacy of
the system towards facilitating the explanation process 3) us-
ing Amazon Mechanical Turk to enhance the NLU training
data by increasing the possible user queries.
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