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Abstract
The COVID-19 pandemic has disrupted the lives of
millions across the globe. In Singapore, promot-
ing safe distancing by managing crowds in public
areas have been the cornerstone of containing the
community spread of the virus. One of the most
important solutions to maintain social distancing
is to monitor the crowdedness of indoor and out-
door points of interest. Using Nanyang Technolog-
ical University (NTU) as a testbed, we develop and
deploy a platform that provides live and predicted
crowd counts for key locations on campus to help
users plan their trips in an informed manner, so as
to mitigate the risk of community transmission.

1 Introduction
The Centers for Disease Control and Prevention (CDC) has
recommended that the best way to reduce the spread of
COVID-19 is to limit social contact. With more countries
easing restrictions on travel, the chances of interaction among
large groups increase significantly especially at public venues
such as bus stops and eateries. To mitigate the spread of the
virus, it will be useful if the public is able to find out the
crowding situation at various locations in advance.

Previous works attempt to tackle this problem through
device-free or device-based approaches. Device-free ap-
proaches typically involve setting up certain infrastructure
such as closed-circuit television (CCTV) or wireless sensors.
For example, several studies have proposed crowd count-
ing based on Channel State Information (CSI) measurements
[Xiao et al., 2013]. However, such measures require spe-
cialized infrastructure, such as network interface controllers,
to broadcast beacon messages and receivers to measure CSI
values. CSI is highly sensitive to environment variation and
this can lead to inaccurate counts due to signals experiencing
greater variation of scattering, fading and multi-path effects.
Most importantly, it is costly to have an extensive setup of
CCTV or sensors established to cover a large area or for ad-
hoc events. Device-based approaches require users to carry
along devices such as Radio-frequency Identification (RFID)
tags citexi2014electronic. For example, Google Maps rely on
users’ location beaconing information to estimate the crowd-
edness of an area. However, this approach does not capture

users who do not carry these devices along with them, or users
who disable the location function on their mobile devices.

Recently, [Jiang et al., 2021] proposed a crowdsourced
image-based solution to obtain live information of the crowd
situation at different locations. Users can upload images of
different locations via an application-agnostic web platform,
and view live crowd information provided by other users.
Such an approach requires minimal infrastructure support and
only requires a single participant to contribute an image for a
location, in contrast to device-based approaches in which all
participants are required to turn on location sharing functions.
However, crowd-sensing the current crowdedness levels does
not allow for planning in advance. Furthermore, relying on
user submitted data can result in periods with no information
when there is no user upload. In this paper, we improve on
[Jiang et al., 2021] by introducing a predictive module which
is able to provide forecasts based on historical data1. Using
the Nanyang Technological University campus as a testbed,
we develop and deploy the platform to allow users to access
crowd conditions in the short term (i.e. using current crowd
information) and long term (i.e. using predicted crowd con-
ditions) to make more informed trip planning decisions.

2 System Design
The platform is designed as a navigation map with circular
markers demarcating locations of interest (Fig. 1a). The
markers are color coded to provide a high level overview of
the crowd situation in the vicinity, and further details can be
obtained by clicking on the markers. Based on the availability
of input data, we provide different crowd information:

1. Live crowd counts based on user uploads: When a user
uploads a picture of the crowd at a location, our AI en-
gine processes the image and provides a count on the
number of people in the picture. The data is shown as a
live crowd count together with the uploaded image (au-
tomatically blurred for privacy reasons). The benefit of
displaying the image is to mitigate misinformation as a
result of erroneous uploads. Furthermore, if the picture
uploaded does not reflect the true crowd situation, users
are given the option of downvoting the image (Fig. 1b).

1Demo video: https://youtu.be/5B4vPj9iomk

Proceedings of the Thirtieth International Joint Conference on Artificial Intelligence (IJCAI-21)
Demonstrations Track

5016

https://youtu.be/5B4vPj9iomk


(a) (b)

(c) (d)

Figure 1: Screenshots of our platform

2. Predicted crowd counts based on historical data: When
there is no live data available, we provide an estimate of
the number of visitors given based on historical crowd
data. This is displayed to the user in the convenient form
of a heat map for weekly trends (Fig. 1d) or bar graph
for hourly trends (Fig. 1c) so as to provide better de-
cision support on the opportune time to visit the given
location. In cases where we do not have historical data
especially at locations still in the early-stage deployment
phase, we temporarily utilize external sources such as
Google Maps historical visits data.

3 System Architecture
Our system architecture is shown in Fig. 2. When a user up-
loads an image, the visual analytics module produces a crowd
count which is stored together with location, time, and day of
the week information in a database. The prediction module
uses this data to train models for making forecasts about the
current or future crowd counts. To reduce noise in the training
data, we curate the historical samples based on their upvote
and downvote information. As more data is accumulated in
the database, the prediction model is re-trained to reflect new
trends. This automated pipeline enables the prediction mod-
ule to get better with more contributions from the users both
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Figure 2: System architecture

in the form of uploading images or curating uploads of others.

4 AI Engine
The AI engine contains a visual analytics module for crowd
counting and an prediction module for forecasting the num-
ber of visitors at the various locations. The vision module
uses a hybrid approach by combining Mask R-CNN [He et
al., 2017], an object detection model and CSRNet [Li et al.,
2018], a density estimation method into a single workflow
for accurate crowd counting. The prediction module uses
Prophet [Taylor and Letham, 2018], an open source forecast-
ing library designed by Facebook. Prophet uses regression
models rather than time series models like ARIMA. The mo-
tivation behind this is to better deal with the irregular time
series with missing data (i.e. no pictures uploaded by users)
or outliers (i.e. inaccurate counts from the vision module or
malicious users that upload irrelevant pictures).

5 Results and Discussion
5.1 Data Collection
To evaluate the prediction module’s real-world forecasting
ability, we collected data at two locations, a campus McDon-
ald’s and a campus canteen over a span of 4 weeks at hourly
intervals. The resulting dataset consists of 754 samples in
total and we use the first 3 weeks of data as training (603
samples) and test on the last week (151 samples). We manu-
ally curate the dataset for any image that has poor detection
results and correct the counts (Fig. 3).

5.2 Model Performance
The predictive model uses an additive regression model with
components for modeling growth trends, seasonal patterns,
and holidays. The model parameters are set based on the time
span of data collected. In this case, only a month’s data is
collected and we choose to model daily and weekly trends
only. We report the Root Mean Squared Error (RMSE), Mean
Absolute Error (MAE), Median Absolute Percentage Error
(MdAPE), and Coverage on our dataset in Table 1. At both
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Figure 3: Dataset creation pipeline

venues, our model is able to achieve accurate predictions with
high coverage of around 90% (i.e., actual count lies within
lower and upper bound of the uncertainty intervals).

Venue RMSE MAE MdAPE Coverage
Pioneer Canteen 3.05 2.48 0.253 0.934
McDonald’s 3.96 3.07 0.221 0.890

Table 1: Comparison of model performance on our collected dataset
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Figure 4: Prediction results

We further analyze seasonality components in our additive
model for the two venues (Fig. 5) and observe that some inter-
esting trends have been picked up. For the month of Novem-
ber, the crowd numbers at both venues are trending down-
wards. This is intuitive, as the period coincides with the study
break and examination period when there are generally fewer
students. For both Pioneer canteen and McDonald’s the peak
crowds are observed during lunch (i.e. 12pm) and dinner (i.e.
6pm) periods. There is less of a crowd at McDonald’s for
dinner time as compared to lunch time. A possible reason for
this is that the Pioneer canteen is located near student hostels
and students typically have dinner on campus during week-
days. On the other hand, McDonald’s has a smaller dinner
crowd. This is because it is located at the main campus build-
ing. Thus, it is more frequently visited by staff and students
during office hours and less so during off office hours.
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Figure 5: Plots describing the seasonality at different venues

6 Conclusions and Future Work
Our platform is an effective solution that assists users in mak-
ing informed choices on social distancing amid the COVID-
19 pandemic. Users can make both short term (e.g., where to
go for lunch) and long term decisions (e.g., which day should
I visit this venue) based on the information provided. Beyond
the pandemic, our platform can still serve as a useful tool to
help users save time by avoiding queues.

In subsequent work, we will incorporate a reward system
to incentivize users to upload photos more frequently to the
platform.
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