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Abstract

With the development of Chinese medical insur-
ance industry, the amount of claim cases is grow-
ing rapidly. Ultimately, more claims necessarily
indicate that the insurance company has to spend
much time assessing claims and decides how much
compensation the claimant should receive, which
is a highly professional process that involves many
complex operations. Therefore, the insurance as-
sessor’s role is essential. However, for the ju-
nior assessor often lacking in practical experience,
it is not easy to quickly handle such an online
procedure. In order to alleviate assessors’ cogni-
tive workload, we propose an Intelligent Insurance
Assessment System (ITAS) that helps effectively
collect claimant information through online real-
time conversation analysis. With the assistance of
ITAS, the average time cost of the insurance assess-
ment procedure is reduced from 55 minutes to 35
minutes.

1 Introduction

With the development of Chinese medical insurance indus-
try, the assessor’s role becomes essential in handling grow-
ing claim cases. The traditional insurance assessment proce-
dure is carried out offline. Due to the coronavirus (COVID-
19) pandemic, the previous procedure has to be interrupted
temporarily, and thus many claimants can not get their insur-
ance compensation in time. To help these claimants, many
insurance companies shift the offline procedure to the online
platform in which insurance assessors can communicate with
claimants via video connection. In this way, claimants can
submit their applications and get compensation entirely on-
line.

However, limited by the complexity of the insurance as-
sessment procedure and the instability of the online environ-
ment, simply providing a video connection for insurance as-
sessors and claimants is still insufficient. We summarize three
primary problems for the current online procedure: (1) Insta-
bility. The online video connection may sometimes be un-
stable, and the assessor may not distinguish the claimant’s
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words. (2) Complexity. The insurance assessment proce-
dure is very complex, and not all assessors are sufficiently
experienced. The junior assessors, in particular, need much
assistance to complete their work expertly, and even some
senior assessors still have room for improvement. (3) Time-
consuming. Recording the key information and writing the
insurance report is tedious for most assessors, and junior as-
sessors may even forget some important information during
the inquiry.

In this paper, we propose IIAS: Intelligent Insurance
Assessment System, to promote the work efficiency of the in-
surance assessor by keyword display and report filling during
the insurance assessment procedure.

The contributions of this work are as follows.

1. We develop a real-world industrial intelligent system to
shift the previous insurance assessment procedure on-
line.

2. We utilize recently advanced NLP technologies [De-
vlin et al., 2019; Cui et al., 2019; Mani et al., 2020;
Ouyang et al., 2020] to address the problem of online in-
surance assessment. Our methods significantly improve
the assessor’s work efficiency, where the average time
cost of the procedure is reduced from 55 minutes to 35
minutes.

3. We deploy the system in the real world. Until now, it has
served thousands of online insurance claim cases, which
delivers potential value to the insurance industry.

2 System Overview

Figure 1 demonstrates the architecture of IIAS with key
components such as streaming automatic speech recognition
(ASR), dialogue segmentation, keyword extraction, keyword
filtering, and downstream applications. For better under-
standing, we discuss the technical details for each key com-
ponent in the following subsections.

2.1 Dialogue Segmentation

Dialogue segmentation aims at detecting the topic of the real-
time conversation text. As the insurance assessment proce-
dure is conducted according to the content that needs to be
filled in the insurance report, different parts of the dialogue
between the assessor and claimant are focused on different
topics. These topics can be seen as different questions that
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Figure 1: The Architecture of Intelligent Insurance Assessment System.

the claimant needs to answer. Here we use the sentence sim-
ilarity learning method to map the assessor utterance into the
corresponding topic.

We first order the one-to-many mapping relationship be-
tween the topic and standard questions that most assessors
inquire in the insurance assessment procedure. We select
the representative utterance from the assessor as the standard
question. Since the ways of inquiry among assessors are dif-
ferent, we use the Enhanced-RCNN model [Peng et al., 2020]
to calculate the similarity score between the utterance and se-
lected standard questions, and get the topic of the utterance
if the score is greater than the threshold (the default value is
0.5) or follow the topic of the previous utterance if the score
is less than the threshold.

After the dialogue segmentation, the whole dialogue is seg-
mented into many parts that belong to different topics! so that
the keywords extracted in the following process can be linked
with these topics in real time. We evaluate the performance
of dialogue segmentation by 200 online cases with human an-
notation. The accuracy of segmentation reaches 90%.

2.2 Keyword Extraction

In the insurance assessment scenario, the keyword contains
five types, and their values are not within a limit number.
Therefore, any string fragment of assessor or claimant utter-
ance may become a keyword. Traditional slot filling methods
with classification models in the task-oriented dialogue sys-
tem cannot predict unseen slot values in a pre-defined value
list and are not appropriate to our scenario. To solve the prob-
lem, we convert the keyword extraction as a sequence label-
ing task and use the BERT-based NER model [Devlin et al.,
2019].

We first pre-annotate the keyword type in the utterance as
Addr, Hos, Dis, Date, Exam or Other (non-named en-
tity) and follow the official tutorial in NER?. For fine-tuning,

"Every segmented part only belongs to one single topic.
“https://github.com/google-research/bert

5037

we feed the final hidden representation for each token into
a classification layer over the NER label set [Devlin et al.,
2019]. After the NER process, we get the raw entities ex-
tracted from the utterances. As the word accuracy of ASR
is about 85%, some of the derived entities may be misrec-
ognized. In order to alleviate the negative effect of the ASR
module, we use the EL model [Le and Titov, 2018] to rec-
ognize and disambiguate the raw entities to the insurance KB
that contains the normalized address, hospital, and disease in-
formation for getting all possible keywords.

We evaluate the NER/EL model’s performance on the
human-annotated testing set. The experimental results show
that the average F1-score of the model has reached 82%.

2.3 Keyword Filtering

During the insurance assessment procedure, the assessor al-
ways asks the claimant many detailed questions. As a re-
sult, a part of entities extracted by the previous keyword ex-
traction process may come from the assessor’s question text
and actually do not need to be displayed or suggested if the
claimant’s following response has negative semantics. To
filter the irrelevant keywords extracted by the previous pro-
cess and increase the accuracy of keyword display and re-
port filling, we utilize the Dialogue State Tracking (DST)
method for keyword filtration. Like the application in the
task-oriented dialogue system, the DST method [Ouyang et
al., 2020] tracks the state of the keyword (addition or dele-
tion) and contains two major modules: question identifica-
tion and negation identification. The assessor’s conversion
text is first fed to the question identification module. Suppose
the text is identified to be a question. In that case, the ex-
tracted keyword from it will be reserved temporarily and only
displayed (or recommended) once they are confirmed by the
claimant (decided by the negation identification module).

We convert question and negation identifications as the
binary-classification task and utilize the LSTM-based text
classification model to solve it [Hochreiter and Schmidhuber,
1997; Liu et al., 2017; Yang et al., 2020]. From the perfor-
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Figure 2: The dashboard of IIAS. The left part is the insurance report that the assessor needs to fill and the right part displays the real-time

conversation text (upper right) and the extracted keyword (bottom right).

mance on the human-annotated testing set, the question iden-
tification’s accuracy is 78%, and the negation identification’s
accuracy is 92%.

2.4 Applications

Based on the previous three steps, the system gets filtered
keywords extracted from the real-time conversion text, and
these keywords are classified into different topics simultane-
ously.

We identify two types of generic applications for derived
keywords: keyword display and report filling. The key-
word display aims at displaying information extracted from
the real-time conversation text. Furthermore, the report fill-
ing aims at recommending related contents when the assessor
fills in the specific part of the insurance report. For ensur-
ing a good user experience, we sort extracted keywords by
the reversed order of utterances in the dialogue and limit the
maximal number of recommended contents as 5.

3 Use Cases

Figure 2 shows a typical use case of IIAS. In the figure,
we present the dashboard of IIAS. During the insurance as-
sessment procedure, the dashboard’s upper right part demon-
strates the real-time conversation text between the claimant
and assessor, and the bottom right part displays the keywords
extracted and filtered. The assessor fills in the insurance re-
port on the left part of the dashboard, and the system will
suggest related content when the assessor fill in the different
form. Here, we demonstrate the system via a short video .
For the insurance assessor, keyword display and report fill-
ing significantly alleviate the workload of remembering all
the claimant information during the inquiry procedure. From
the latest 289 claimant cases, the overall adoption ratio of

*https://youtu.be/3vmdmgBtIvw

5038

recommended content achieves 20%. To further demonstrate
IIAS’s overall contribution to the assessor’s work, we present
some online performance in the following section.

4 Online Performance

Our ITAS has been deployed in the real insurance assessment
scenario for three months and has served 300 claim cases a
day on average. Based on statistical results, the average time
cost of the insurance assessment procedure is reduced from
55 minutes to 35 minutes, and the overall human resources
cost is saved 30% compared with previous offline insurance
assessment. Moreover, with the assistance of our IIAS, the in-
surance company provides more job opportunities for junior
assessors. This indicates that IIAS has effectively lowered the
bar of insurance assessment jobs.

5 Conclusions and Future Work

We have presented ITAS, a system that combines different
NLP technologies in a novel way for providing value, espe-
cially to the junior insurance assessor.

Although there has been considerable work done for each
of the independent modules/models, this systematic way of
combining them delivers potential value to the insurance in-
dustry.
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