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A b s t r a c t 

A l o g i c f o r case s t r u c t u r e systems i s p r e s e n t e d 
wh ich a l l o w s v a r i a t i o n s i n t h e o r d e r and number o f 
terms i n a tomic f o r m u l a s . T h i s l o g i c i s used t o 
d e s c r i b e and c h a r a c t e r i z e f o u r e x i s t i n g case sys tems. 
A computer program wh ich a l l o w s f l e x i b l e case s t r u c ­
t u r e s i s t h e n d e s c r i b e d . A p p l i c a t i o n s o f t h e program 
t o med i ca l r e c o r d a n a l y s i s and d i sease mode l i ng a re 
used t o i l l u s t r a t e i m p o r t a n t concepts about case 
sys tems. Severa l open prob lems are a l s o d i s c u s s e d . 

1 . I n t r o d u c t i o n 

Much o f t h e r e s e a r c h i n n a t u r a l language p r o ­
c e s s i n g has focused on t h e p rob lem o f s t o r a g e 
s t r u c t u r e s , o r t h e q u e s t i o n , "How i s t he i n f o r m a t i o n 
or meaning of a sentence to be r e p r e s e n t e d once a 
sentence has been p a r s e d ? " Some of t h e s t o r a g e 
s t r u c t u r e s have been s p e c i a l purpose o r g a n i z a t i o n s 
such as t h e SAD SAM program of L indsay 12, t h e 
BASEBALL program of Green, et al 8 , or the STUDENT 
program o f Bobrow1 . O the rs have been semant ic n e t ­
works such as TLC by Q u i l l i a n 1 5 , PROTOSYNTHEX I I I 
by Simmons2^, MEMOD by Norman and R u m e l h a r t 1 4 , or 
MENTAL by S h a p i r o 1 9 , s t i l l o t h e r s have been based on 
dependency grammar such as Schank 's c o n c e p t u a l p a r ­
ser-*7 or on p r e d i c a t e c a l c u l u s , such as QA3 by Green 
and Raphae l 7 or PCDB by S a n d e w a l l 1 6 , 

A common f e a t u r e o f s e v e r a l o f t h e s e n a t u r a l 
language p r o c e s s o r s i s a r e c o g n i t i o n o f deep case 
r e l a t i o n s as d i s c u s s e d by F i l l m o r e 6 . Some systems 
w h i c h have n o t e x p l i c i t l y used a case s t r u c t u r e have 
n e v e r t h e l e s s used c a s e - l i k e mechanisms. Jn a d d i t i o n , 
c a s e - l i k e systems have been used i n mode l i ng i n 
m e d i c i n e and p s y c h o l o g y , even w i t h o u t n a t u r a l language. 

I t appears now t h a t a f o r m a l i z a t i o n o f case 
s t r u c t u r e languages wou ld be u s e f u l and f e a s i b l e . On 
t h e one hand t h e l a r g e amount o f d a t a on case systems 
appears t o b e s t r u c t u r e d i n s i m i l a r ways and y e t 
d i f f e r e n c e s i n t e r m i n o l o g y and approach have c r e a t e d 
s e r i o u s commun ica t ion p rob l ems . On t h e o t h e r hand , 
even i f w e admi t t h a t t h e u s u a l f i r s t o r d e r l o g i c s 
somehow c a p t u r e t he e s s e n t i a l n a t u r e o f t hese 
sys tems, t h e s i m p l i f i c a t i o n s imposed t h e r e f o r 
e legance and t h e o r e t i c a l u s e f u l n e s s make them l e s s 
u s e f u l as a means f o r examin ing and compar ing case 
structure systems. 

This paper p r e s e n t s ( i n s e c t i o n 2) a language 
f o r case s t r u c t u r e systems wh ich i s b u i l t o n f i r s t 
o r d e r l o g i c and y e t a l l o w s such t h i n g s as o m i t t e d and 
r e a r r a n g e d te rms i n a tomic f o r m u l a s , p r e p o s i t i o n s , 
and t h e c h e c k i n g o f case r e s t r i c t i o n s i n t h e d e t e r ­
m i n a t i o n o f w e l l - f o r m e d n e s s . The case l o g i c shou ld 
make i t s i g n i f i c a n t l y e a s i e r t o f o r m u l a t e , ana lyze 
or compare case s t r u c t u r e sys tems . 

this r e s e a r c h , was suppor ted by t h e N a t i o n a l 
I n s t i t u t e s o f Hea l th . Resource o n Computers i n 
B i o m e d i c i n e at Rutgers U n i v e r s i t y (Grant RR 643) 

In s e c t i o n 3 a few r e p r e s e n t a t i v e systems w i t h 
cases are expressed i n t h e f o rma l i sms o f case l o g i c . 
S e c t i o n 4 c o n t a i n s a d e s c r i p t i o n of t h e CHRONOS 11 
p r o g r a m 3 . T h i s program i s unusua l i n h a v i n g a 
f l e x i b l e case s t r u c t u r e . For example i t has been 
used w i t h one case s t r u c t u r e f o r t h e a n a l y s i s o f 
m e d i c a l r e c o r d s and w i t h ano the r as a model f o r 
g laucoma. 

2. Case Log ic 

T h i s s e c t i o n d e s c r i b e s t h e e s s e n t i a l c h a r a c t e r ­
i s t i c s o f a case s t r u c t u r e system o r case l o g i c (CL) . 
I t appears t h a t an adequate f o r m a l i z a t i o n can be made 
w i t h i n a f i r s t o rde r f ramework . The d i f f e r e n c e s 
between t h i s and a pu re p r e d i c a t e calculus i n v o l v e 
t he i n t r o d u c t i o n o f some f i x e d , o r c o n s t a n t p r e ­
d i c a t e s , some a d d i t i o n a l ax ioms , and some s y n t a c ­
t i c a l changes t o r e f l e c t t h e f a c t t h a t c e r t a i n 
languages o f i n t e r e s t a l l o w v a r i a t i o n s i n t h e o r d e r 
and even omiss ions of some t e r m s . 

The axiom system f o r a case l o g i c depends 
h e a v i l y on t h e s p e c i f i c cases w h i c h a re used a n d , o f 
c o u r s e , on t h e i n t e r p r e t a t i o n s we w i sh to a l l o w . 
Because no axioms a r e g i v e n here i t i s perhaps more 
a p p r o p r i a t e t o c a l l CL a " n o t a t i o n a l s y s t e m " r a t h e r 
t h a n a " l o g i c " . However, i t shou ld be remembered 
t h a t in any p a r t i c u l a r CL one must i n c l u d e an 
axiom system as w e l l as naming t h e v a r i o u s s y n t a c t i c 
and semant ic o b j e c t s i n t h e sys tem. 

W e have a l l o f t h e u s u a l symbols found i n f i r s t 
o r d e r l o g i c : 

(p = { p ( n i ) } i s s c o u n t a b l e se t o f n . - a r y p r e d i c a t e s , 
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Then the set of atomic formulas is simply the set of 
those kernel s t r ings which have n terms fo r an n-ary 
p red ica te , a l l in the usual order. The semantic 
s t ructures and in te rp re ta t i ons are unchanged, but the 
denotat ion of an n-ary predicate must necessar i ly be 
an n-ary r e l a t i o n and the case sequence i s , of course, 
i r r e l e v a n t . 

This sect ion presents a nota t ion fo r a class of 
systems ca l led "case l o g i c s " . I t is reasonable to 
ask how the case systems of l i n g u i s t s , psycholog is ts , 
and computer sc i en t i s t s f i t i n to t h i s framework and 
p a r t i c u l a r l y how the d i s t i n c t i o n between surface and 
deep case systems is handled. 

It is o f ten argued that a language has at least 
two case systems, one at the surface or syntact ic 
leve l and the other at a deep or conceptual l e v e l . 
The no ta t ion presented here is designed fo r both 
l eve ls . Of course, at the deep l e v e l , we no longer 
have preposi t ions in the usual sense, but we do have 
st ructures which can be considered to be atomic 
formulas of CL , w i t h v a r i a b i l i t y in the order and 
presence of terms. Part of the understanding process 
is then a t r a n s l a t i o n from one case system to another. 

Usually a deep case system has very few cases, 
each one j u s t i f i e d in terms of i t s presence is basic 
semantic constructs . A surface system may have e i the r 
a profusion of cases corresponding to the many d i f f e r ­
ent syntact ic p o s s i b i l i t i e s or a small set of ra ther 
amorphous cases, such as "ob jec t i ve " . 

The t r ans la t i on from surface to deep cases of ten 
involves an expansion in storage structures wherein 
a s ing le predicate w i t h a few loosely defined argu­
ments becomes a complex of more p r i m i t i v e predicates 
w i th arguments of ten missing but always we l l def ined 
conceptual ly. I t is the nature of the missing argu­
ments which points out connections to other parts of 
the discourse. 

In special s i t ua t i ons t h i s complex of p r i m i t i v e 
predicates can be s i m p l i f i e d by e laborat ing the 
surface case system (see sect ion 4 ) . Posi t ions of 
nodes in the semantic or conceptual network are in 
e f fec t named by new surface cases whose case condi­
t i ons check to see i f a term could f i l l the appro­
p r i a t e conceptual p o s i t i o n . The r e s u l t is a loss in 
informat ion w i th a corresponding improvement in 
e f f i c i ency fo r the special s i t u a t i o n . I t appears 
that t r e a t i n g such th ings as causation and purpose 
as cases (rather than as second order predicates on 
sentences) is such a s i m p l i f i c a t i o n . 

The next sect ion discusses some wel l known 
case systems in terms of CL. While space l i m i t a t i o n s 
make the descr ip t ions ra ther spare, they should 
i nd i ca te at least how some of the essent ia l parts of 
the systems would be expressed. The problems of sur­
face vs . deep and f i r s t order vs. second order f o r 
any p a r t i c u l a r system would need to be discussed at 
much greater length . 
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3. Some Representative Case Structure Systems 

In t h i s sect ion we examine a va r i e t y of systems 
which appear su i tab le fo r descr ip t ion as case s t ruc­
tu re systems. For the sake of c l a r i t y , the special 
case Co, which is always assumed to be in C is not 

l i s t e d in the descr ip t ions. 

3.1 F i l lmore - Natural Language Cases 

The most persuasive argument f o r the un i ve r sa l i t y 
of cases in the deep structures of natura l languages 
is made by F i l lmore 6 . He argues from evidence in 
many languages that every language, regardless of i t s 
surface s t ruc tu res , has a deep case system which 
gives the re la t ionsh ip of many nouns to a verb. 

F i l lmore 's descr ip t ion of cases and t h e i r pur­
pose in language can be expressed d i r e c t l y in CL. 
He suggests a minimum of s ix cases. 

Agentive (A) - the animate perceived i ns t i ga to r of an 
act ion 

Instrumental [ I ) - the inanimate force or object 
which is causal ly involved. 

Dative (D) - the animate being a f fec ted . 
Fac t i t i ve (F) - the object or being resu l t i ng from 

the act ion. 
Locative (L) - locat ion or spa t ia l o r i e n t a t i o n . 
Object ive (0) - determined by verb (neutral case). 

While other possible cases are mentioned we can say 
roughly that C = {A, I, D, F, L, 0 } . 
F i l lmore notes that the cases A and D requi re 
animate nouns, that i s , f o r a noun to serve in the 
agentive or dat ive case it must have the feature 
"animate". Other features making up the set m can 
eas i l y be imagined for the other cases. 

Corresponding to features on nouns Fi l lmore 
says that verbs can be c l a s s i f i e d according to 
"sentence types" or "case frames". A case frame 
t e l l s what case re la t ionsh ips may ex is t between a 
verb and i t s nouns. For example "open" may be used 
in four ways: 

The door opened. (0) 
John opened the door. (A 0) 
The wind opened the door. (I 0) 
John opened the door wi th a ch i se l , (A 0 I ) 

We can represent the case frame for "open" as 
[0 [A) ( I ) ] . This says that when "open" is used i t s 
object must appear but the agent and instrument are 
op t i ona l . Clear ly a case frame is a case s t ructure 
(.£ ) in CL. 

Fi l lmore shows by example the case signals 
(S.) of various languages. He also gives some 
ten ta t i ve ru les fo r Engl ish. For example: 

"The A prepos i t ion is by; the I prepos i t ion is by if 
there is no A, otherwise it is w i t h ; the 0 and F 
preposi t ions are t y p i c a l l y zero; the B [benefactive 
case] p repos i t ion is f o r ; the D prepos i t ion is t y p i ­
c a l l y t o . . . . 

" I f there is an A i t becomes the subject ; otherwise, 
i f there is an I , i t becomes the subject ; otherwise 
the subject is the 0 . " 

3.2 Simmons -i Semantic Networks 

R.F. Simmons20 gives an extensive account of 
semantic networks and t h e i r use in processing natura l 
language by computer. An essent ia l feature of these 
networks is a set of deep case re la t i ons connecting 
nominal concepts (underlying noun phrases) to verbs. 
While a semantic network does not require any spec i f i c 
case s t ructure Simmons has chosen one which fol lows 
from work of Celce-Murcia and F i l lmore" . 

In h is system there are f i ve deep case re la t ions, 
so that C = ( causal actant, thome, locus, source, 
and goa l } . The set of prepos i t ions, or Q., is of 
course j us t the preposi t ions of Engl ish. Verbs are 
c l ass i f i ed i n to paradigms according to the case 
sequences they al low, a paradigm, then, is a case 
s t ruc ture ( 3 ). For example, the ergat ive paradigm 
consists of the sequences ( for the act ive vo ice ) : 

(causa l -ac tant . , theme, causal-actant ) 

(causal ac tan t . , theme) 

(causal ac tan t - , theme) 

(theme) 

Simmons gives "break" as an example of an ergat ive 
verb. Thus 

John broke the window with a hammer. 
John broke the window 
The hammer broke the window 
The window broke 

are a l l well-formed since in each case one of the case 
sequences is matched (where "John" is the causal-
ac tan t . , "window" is the theme, and "hammer" is the 

causal-actant ) . 

Another example is the " r e f l ex i ve -de le t i on 
paradigm where the theme is deleted i f i t corresponds 
to the CA1 [ causa l -ac tan t . ] " . Thus " run " may be used 

in several ways: 

John ran to school 
John ran a machine 
The machine ran 
The brook ran 

In each of the sentences there is a theme - John, 
machine, or brook. The paradigm allows the de le t ion 
of the theme if it is the same as the causal-actant. 
In t h i s the case s t ruc ture is 

(causal-actant, goal) 
(causal-actant, theme) 
(theme) 

Simmons discusses other aspects of the case 
s t ruc ture por t ion of semantic networks as w e l l . He 
points out that a "semantic d e f i n i t i o n " of a verb can 
be given by descr ib ing the propert ies of the nominal 
concepts serving in each case re la t ionsh ip to the 
verb. It appears to be the case that these descr ip­
t i ons can be adequately handled by means of our case 
condi t ions. If so then a parser f o r semantic networks 
would simply check the descr ipt ions in the process of 
determining well-formedness. 
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For example the noun human might have a property 
"s ta te -o f -m ind" w i th allowed values being "happy", 
"sad" , or "b l ue " . I t could have the superset "animal" 
and the subset "woman", Natura l ly any noun w i l l have 
the proper t ies of i t s supersets in addi t ion to those 
e x p l i c i t l y l i s t e d . A verb entry has the form: 

[word] 

The paradigm for a verb is an ordered set of cases. 
In a given simple sentence CHRONOS II w i l l (cur rent ly ) 
allow any or a l l of the cases to be missing. Thus 
the case s t ruc ture fo r a verb is a por t ion of the 
power set of paradigm subject to r e s t r i c t i o n s on 
features. 

Case determination depends on syn tac t i ca l i n f o r ­
mation (case s ignals) as wel l as feature checking 
(case cond i t ions) . Current ly in CHRONOS II the de­
f i n i t i o n s of case signals and case condit ions are com­
bined in one LISP funct ion for each case. Someone who 
wishes to use CHRONOS II f o r a spec i f i c app l ica t ion 
must speci fy the l i s t of cases, def ine each case, and 
modify the lexicon appropr ia te ly . 

Each possible case funct ion is ca l led for every 
prepos i t ion term (noun phrase, prepos i t iona l phrase, 
or adverb) and returns a number g iv ing the l i ke l i hood 
that the given prepos i t ion term serves that case re ­
la t ionsh ip to the main verb of the sentence. The 
case whose funct ion returns the highest value is tem­
p o r a r i l y assigned to the prepos i t ion term. A f a i l u r e , 
consist ing of values of D fo r a l l the cases, forces a 
backup to the previous term and a reassignment of the 
case fo r that term. 

The case parser21 is essen t ia l l y independent of 
the pa r t i cu l a r set of cases being used. I t s speed 
and genera l i ty are of course d i r e c t l y dependent on 
the accuracy of the l i ke l i hood numbers returned by the 
case funct ions . There are various features which 
extend the simple heu r i s t i c value assignments, making 
the case funct ions easier to w r i t e or the parsing 
more e f f i c i e n t . For example, a var iab le number of 
"pre-emptive leve ls " can be created. Once a case 
funct ion returns a value at a new and higher pre-
emptive leve l then only values at that level (or 
higher) are considered v a l i d . This is especia l ly use­
f u l when one knows that a p a r t i c u l a r p repos i t i on , say, 
signals one and only one case. Then that case func­
t i o n returns a value which pre-empts any previous 
use of that case. 

CHRONOS II has been used p r ima r i l y w i th two case 
systems. One is fo r the analysis of medical records, 
i . e . nurse's notes, and is the more general of the 
two. In i t c = {agent ive, ob jec t i ve , da t i ve , loca­
t i v e , ins t rumenta l , temporal , frequency, d e r i v a t i v e , 
manner) where agent ive, ob jec t i ve , da t i ve , i n s t r u ­
mental, and locat ive are as in F i l l m o r e 1 0 , temporal 
points to the durat ion of an event, frequency is 
indicated by adverbs such as " r a r e l y " and " o f t e n " , 
der iva t i ve is ind icated by words such as " inc reas ing" , 
and manner includes most other adverbs. The e f fec t 
of such a case system can best be seen by comparison 
wi th a t r a d i t i o n a l C = {sub jec t , ob jec t , i nd i rec t 
object } system. For example, the parse of "John 
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Note that in the second parse, "pressure" has become 
the pred icate . I t is an essent ia l p r i n c i p l e of 
CHRONOS II tha t the predicate of a simple sentence is 
the log ica l predicate ( r e l a t i v e to the purpose of d i s ­
cussion) ra ther than the syn tac t i ca l predicate (usual ly 
the verb) . 

5. Discussion 

This report presents a nota t iona l system (CL) 
fo r case s t ruc ture systems and examines a few ex i s t i ng 
systems in terms of the no ta t i on . CL is a f i r s t order 
system which appears usefu l in character iz ing case 
systems and w i l l hopefu l ly lead to a be t te r under­
standing of na tura l language storage s t ruc tu res . 

Several observations about case s t ruc tu re 
systems fo l low from t h i s study, observations which are 
ac tua l l y open problems. For example, consider the 
sentence "John gave b i r t h to a baby". The oddness of 
t h i s sentence can be handled in at least three ways. 
F i r s t , we could say that " t o give b i r t h " is a p red i ­
cate which imposes the case condi t ion on the agent 
that i t be female. In that case the sentence is not 
a formula of CL. CHRONOS II could do t h a t , or a l t e r ­
na t i ve l y , ra ise i t s eyebrows by accepting the sentence 
at a lower pre-emptive leve l (see sect ion 4 ) . Second, 
we could say that " t o g ive" is a pred icate , tha t the 
sentence is wel l - formed, but i t s negation is provable 
from a set of usua l ly accepted facts about l i f e . 
Th i rd , we could say tha t " t o g ive" is the predicate 
but demand that the sentence be treated as i l l - f o r m e d . 
The las t approach is feas ib le as long as the condi­
t i ons on well-formedness can be stated as predicates 
on the s ing le sentence (such as features) but is 
probably r i s k y i f i t requires examination o f other 
formulas. 

An i n t e r e s t i n g problem, proposed in sect ion 2, 
concerns the i n t e r a c t i o n of case signals and case con­
d i t i o n s . In CHRONOS II these funct ions mesh in a 
ra ther haphazard way. It should be i n t e r es t i ng to 
examine s i tua t ions where p r i o r i t i e s in t h e i r use 
a f fec t e f f i c i ency . 

Case systems, since they emphasize a l og i ca l 
s t r uc tu re , ra ther than a purely syntact ic one, lessen 
the importance of the syntact ic predicate and of the 
sentence as a u n i t . Schank17 and others have stressed 
the need to examine a discourse as an in tegrated 
whole rather as a c o l l e c t i o n of i so la ted sentences. 
It seems that the be t te r a case system i s , that is, 
the more re levant i t is to the problem so lv ing s i t ua ­
t i o n at hand, the easier i t is to connect sentences 
in the discourse in meaningful ways. 

Since many case systems are in use, a natura l 
question a r i ses , "What is the best case system?" My 
experience w i th CHRONOS II suggests t h a t , at t h i s 
stage in the development of i n t e l l i g e n t programs, one 
can only speak of the goodness of a case system re ­
l a t i v e to a problem s i t u a t i o n . The f i n e l y d i s t i n ­
guished cases which are a r i s i n g in the medical model 
vers ion of CHRONOS II would probably only c l u t t e r the 
program which analyzes nurse's notes. Conversely, 
c e r t a i n cases which one would need in discussing 
everyday l i f e would be unnecessary in a medical model. 
An important problem then is to decide what cases 
to use in a p a r t i c u l a r app l i ca t i on . Even more i n t e r ­
es t ing might be a study of transformations between 
var ious case representat ions. Problems of summari­
zat ion and analogical reasoning w i l l probably be 
more t r ac tab l e w i t h a be t te r understanding of case 

s t ruc tu re t ransformat ions. 
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