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Abstract

A logic for case structure systems is presented
which allows variations in the order and number of
terms in atomic formulas. This logic is used to
describe and characterize four existing case systems.
A computer program which allows flexible case struc-

tures is then described. Applications of the program
to medical record analysis and disease modeling are
used to illustrate important concepts about case
systems. Several open problems are also discussed.

1. Introduction

Much of the research in natural language pro-
cessing has focused on the problem of storage
structures, or the question, "How is the information
or meaning of a sentence to be represented once a
sentence has been parsed?" Some of the storage
structures have been special purpose organizations
such as the SAD SAM program of Lindsay 12, the
BASEBALL program of Green, et al °, or the STUDENT
program of Bobrow'. Others have been semantic net-
works such as TLC by Quillian'®, PROTOSYNTHEX |11
by Simmons?A, MEMOD by Norman and Rumelhart'*, or
MENTAL by Shapiro'®, still others have been based on
dependency grammar such as Schank's conceptual par-
ser-*’ or on predicate calculus, such as QA3 by Green
and Raphael’ or PCDB by Sandewall'®,

A common feature of several of these natural
language processors is a recognition of deep case
relations as discussed by Fillmore®. Some systems
which have not explicitly used a case structure have
nevertheless used case-like mechanisms. Jn addition,
case-like systems have been used in modeling in
medicine and psychology, even without natural language

It appears now that a formalization of case
structure languages would be useful and feasible. On
the one hand the large amount of data on case systems
appears to be structured in similar ways and yet
differences in terminology and approach have created
serious communication problems. On the other hand,
even if we admit that the usual first order logics
somehow capture the essential nature of these
systems, the simplifications imposed there for
elegance and theoretical usefulness make them less
useful as a means for examining and comparing case
structure systems.

This paper presents (in section 2) a language
for case structure systems which is built on first
order logic and yet allows such things as omitted and
rearranged terms in atomic formulas, prepositions,
and the checking of case restrictions in the deter-
mination of well-formedness. The case logic should
make it significantly easier to formulate, analyze
or compare case structure systems.
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In section 3 a few representative systems with
cases are expressed in the formalisms of case logic.
Section 4 contains a description of the CHRONOS 11
program3. This program is unusual in having a
flexible case structure. For example it has been
used with one case structure for the analysis of

medical records and with another as a model for
glaucoma.
2. Case Llogic
This section describes the essential character-
istics of a case structure system or case logic (CL).

It appears that an adequate formalization can be made
within a first order framework. The differences
between this and a pure predicate calculus involve
the introduction of some fixed, or constant pre-
dicates, some additional axioms, and some syntac-
tical changes to reflect the fact that certain
languages of interest allow variations in the order
and even omissions of some terms.

The axiom system for a case logic depends
heavily on the specific cases which are used and, of
course, on the interpretations we wish to allow.
Because no axioms are given here it is perhaps more

appropriate to call CL a "notational system" rather
than a "logic". However, it should be remembered
that in any particular CL one must include an

axiom system as well
and semantic objects

as naming the various syntactic
in the system.

Wie higaee 2d 11 off the usne symbods found im First
order logic:

®= {Pénia)]} is & connviblite sett off n)~avy predicates,

ﬁr= {fgni}} is a countable set of n,-ary functions,
o {x;} i5 a countable set of yarisbles,
f = {L].(hni)} is a finite, complete set of n;-ary

logical connsactives,

plus the necessary punctuation, quantifier, and
bracketing symbols. In addition, case logic has
some new objects:

"= [M.(”} is a countable set of constant unary
1 predicptes, called features or (semantig
markers (cf, Chomsk)'s, or Katzl()
C = {Ci} it a finite, non-empty sét of cases.

There i5 a distinguished case, Eo. which
is always in C

Q. = {qi}

i3 g fiplte (possibly empty) set of
prepositions.



The sets 27 and  are sets of symbols in the meta-
language for CL. That is, they are used to determine
such things as well-formedness rather than as symbols
in the object language. When we consider a natural
language, such as English, where the object language
is its own meta-language then it is allowed, but not
necessary, that M be a subset (¢, It is important
to note that N consists of constant predicates. The
interpretation of a feature is thus fixed to a simple
unary rélation, or attribute. In practice we might
specify a given feature by simply checking off {as in
a lexicon) the terms to which it applies,

Using these primitives we make several defini-
tions to glve eventually the rules of formation for

CL.
o

i

The case structure, (ni), of a predi-

(n;)

gcate P , is & set of sequences of cases {Cl, C

2’
vees k) such that for each sequence, KSni,

The set of terms iz the smallest set TJ such
that:

(1) X, € T for each X, € x
(2] f:.EOJ eT for each fim)E :)F

; (n,
t e T then for each £71

¥

(3) if £}, Tyeeers

ftn)tlt ‘e'['

The sat of preposition terms it the smallest szet '[
such that:

w Te T,

(1) if t.e T then qjti € chor each qj e (4

Thus a preposition term is either a term in the usual
first order senze or a term preceded by a preposition.

A case condition is a relstion R ¢ @ x Tc‘
i

We agsiume that if case Ci is not in one of the

sequences of the case structure for a predicate P
then R. [P,t) is false for each preposition term t.
= :
The reletional statement Rc {F,t) mey be read

i
"the preposition term t is allowed to serve in the
case Ci with respect to P". We normally require

that a case condition be defined in terms of features

Then this rather semmatic-like property can
be used to determine well-formedness without encount-
ering difficulties such as attempting to use deriy-
ability to define well-formedness.

As an example of a case condition, suppose that
"dative™ iz one of the cases in & case sequence in
the case structure for "give". We might require that
the preposition term which serves the dative position
must be "animate" where "animate" is a feature. Then

Rd:tive {give, John} holds

while Rdat've {give, ocean) does not.

The set of kernel strings is the smallest set
K such that if
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{ng Q} {n;)
1,tz,....tJe | et P ) , and jsni then Fi i
(r.) .
t1t2'°'tJ' tltz...thi i't 1°° tj,...,
(n.)
tltz...tjl’i L Y

In other words, a kernel string is formed by inserting
an n.-ary predicate into & string of an prepesition
term3,
ignal is & function §.: K-» 2"
A case signal is a function S, =2
{the power set of & ),

indicates & set of possible cases for the ith prepo-
sition term. The value of 5i (K] may depend on

For each kernel strimg K,8,

(1) the predicate in K
{(2) the arrangement of all the preposition terms
in X
and (3} the prepesitions, if any, in the preposition
terms,

10

For example, using Fillmore's case system, 53

applied to the sentence *John broke the window with
Mary' might give the set {agentive, instrumentals
indicating that the 5rd term {'Mary") may bear the
agentive relationship to “broke” (if Mary assists
John) or the instrumental relatitnship [if Mary is
thrown by John). The distinguished case (CU) may be

used as the image of k under s, if the predicate in k
has an irrelevant case structure {see end of this
section).

Let A be a kernel string with predicate P and
preposition terms tl,tz,...,tn. Then A is an atomig
formula L1ff for each preposition term, tj, there is
a case, Cj‘ such that:

(1) Cjesj(AJ (C is signaled by S )

(2% R {P,t. ) holds {the case CDndltanS for
] case C}' predicate P, and

term t.

anc};lp

ere satisfied)

and (3} (Cl’ C {the sequence of cases
in A must be an element
of the cmse structurs

for B}

The set of well-formed formulas,¥y’, is them built up
in the usual way out of atomic formulas, quantifiers,
and logical connectives.

ar’

Thus an atomic formula in CL is s string com-
sisting of preposition terms and a predicats, subject
tb restrictions that (a} each term be assipned s case,
(b} the case conditions (defined by features) are
satisfied, and, {¢) the sequence of cases is allowed
by the predicate. If any of these restrictions fail
the atomic formula (or simple sentence) is then
ill-formed. As we have deliberatsly introduced some
semantics into the syntax it may be that 4 so-called
"grammatical but semanticelly anomalous" sentsnce
would be unaccepteble sytactically im CL. For
example, the ssntence "the book sold John" is well-
formed only if there is a word sense for “"book" which
satisfies a fegture such as '"animate” so that the
agentive case condition can hold, In fs¢t, we comsi-
der such a sentence to be well-formed in exactly
thase cases where ""the book" has besn personified,



It is not surprising that other kinds of semantic
anomely are allowed. For instance ''2 + 2 = 5" ig
well-formed in CL. Some semantic ambiguity cen also
be removed, but, again, many ambiguous sentences will
have to be considersd well-formed. For example, in
“Mary was seen by John", "John" may serve either an
agentive or a locative relationship to "see''. How-
ever, in '"Mary was seen by the river" we might &xpect
8 CL system to reject the agentive interpretation
for "the river". Whenever ambiguity as to case does
occur then there will be more than one case for one
pr mors case tarps in a formula. Thus for each “jv
in the definition of well-formed formula, above,
there may be more than one “"C_ " satisfyving the
definivien. 3

Case signals use purely syntactic information to
select a set of possible cases, Case conditions also
select possible cases but use more semantic informa-
tion. An interssting question, posad by William
Fabens, is how these functions should be made to
interact, It is not clear at this point whether one
should apply case signals first or case conditioms,
or even whether there are situations where computa-
ticnal differences exist,

Corresponding to the syntactic development
given above we need a semantics for CL:

A semantic structure for CL has the form:

@ - [A, {Ri{nijl, {0}“:’.)] where A is a set of indi-
viduals (objects}), aach Ri iz an n, -ary relation, on
A and each Oj is an n,-ary operation on A .
An interpretation of the terms is s mapping
ST s A  which assigns (in the nsual way) an
object in A to each te T. The interpretation of
prepesition terms is then a mapping &

s i T, - A
which mssigns an object in A to each prﬁpogition term,
qt, as follews:

8.(at) = & (12

The denotation of a predicate ani) ¢« @ for

a given case sequence “‘ﬂl‘{n.] is a mapping D which
1

givas a relation Rj{ni) such that niznj = the length

of a. We write Df?i{nl] , 0} = Rj[ni).

The vgluation of the formulas inw is a mapping
V:W o2 Twhere 2 is the Boclean algebra of two
elements) defined as follows:

(1) if ecW is atomic and ti""’tj are the preposi-
tion terms in &, then V{¢) = 1 iff

{n
@D, e, ¢ G @) & (5D

holds where ths Ck's are the cases of the preposition
terms in ¢,

(2) Otherwise V is computed in the usual way.

It is worthwhile noting that while CL has
sevoral unusuel characteristics, sppropriate restric-
tions mllow the reproduction of a stendard first
order langusge within CL. For example, let)! and (3
be empty and let (¢ = {CU’CI}' Assign the case

structure [ ECO,..., Co]] {8 sequence of n Cu‘s}
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For case ¢conditions lec

to each n-ary predicate.
l(-?y x T (sinee () is empty

R. =R xT. =
CO Cl c

T c:'f J. For any kernel string K and any i, the
case signal Si is defined 43 follows:

8, (k) = {

Then the set of atomic formulas is simply the set of
those kernel strings which have n terms for an n-ary
predicate, all in the usual order. The semantic
structures and interpretations are unchanged, but the
denotation of an n-ary predicate must necessarily be
an n-ary relation and the case sequence is, of course,
irrelevant.

Cpr if ty is the ith term to the right of P

Cl , otherwise

This section presents a notation for a class of
systems called "case logics". It is reasonable to
ask how the case systems of linguists, psychologists,
and computer scientists fit into this framework and
particularly how the distinction between surface and
deep case systems is handled.

It is often argued that a language has at least
two case systems, one at the surface or syntactic
level and the other at a deep or conceptual level.
The notation presented here is designed for both
levels. Of course, at the deep level, we no longer
have prepositions in the usual sense, but we do have
structures which can be considered to be atomic
formulas of CL , with variability in the order and
presence of terms. Part of the understanding process
is then a translation from one case system to another.

Usually a deep case system has very few cases,
each one justified in terms of its presence is basic
semantic constructs. A surface system may have either
a profusion of cases corresponding to the many differ-
ent syntactic possibilities or a small set of rather
amorphous cases, such as "objective".

The translation from surface to deep cases often
involves an expansion in storage structures wherein
a single predicate with a few loosely defined argu-
ments becomes a complex of more primitive predicates
with arguments often missing but always well defined
conceptually. It is the nature of the missing argu-
ments which points out connections to other parts of
the discourse.

In special situations this complex of primitive
predicates can be simplified by elaborating the
surface case system (see section 4). Positions of
nodes in the semantic or conceptual network are in
effect named by new surface cases whose case condi-
tions check to see if a term could fill the appro-
priate conceptual position. The result is a loss
information with a corresponding improvement in
efficiency for the special situation. It appears
that treating such things as causation and purpose
as cases (rather than as second order predicates on
sentences) is such a simplification.

in

The next section discusses some well known
case systems in terms of CL. While space limitations
make the descriptions rather spare, they should
indicate at least how some of the essential parts of
the systems would be expressed. The problems of sur-
face vs. deep and first order vs. second order for
any particular system would need to be discussed at
much greater length.



3. Some Representative Case Structure Systems

In this section we examine a variety of systems
which appear suitable for description as case struc-
ture systems. For the sake of clarity, the special
case C,, which is always assumed to be in C is not

listed in the descriptions.

3.1 Fillmore - Natural Language Cases

The most persuasive argument for the universality
of cases in the deep structures of natural languages
is made by Fillmore®. He argues from evidence in
many languages that every language, regardless of its
surface structures, has a deep case system which
gives the relationship of many nouns to a verb.

Fillmore's description of cases and their pur-
pose in language can be expressed directly in CL.
He suggests a minimum of six cases.

Agentive (A) - the animate perceived instigator of an
action
Instrumental [I) - the inanimate force or object

which is causally involved.
Dative (D) - the animate being affected.
Factitive (F) - the object or being resulting from
the action.
Locative (L) - location or spatial orientation.
Objective (0) - determined by verb (neutral case).

While other possible cases are mentioned we can say
roughly that c ={A, I, D, F, L, 0}.

Fillmore notes that the cases A and D require
animate nouns, that is, for a noun to serve in the
agentive or dative case it must have the feature
"animate". Other features making up the set m «can
easily be imagined for the other cases.

Corresponding to features on nouns Fillmore
says that verbs can be classified according to
"sentence types" or "case frames". A case frame
tells what case relationships may exist between a
verb and its nouns. For example "open" may be used
in four ways:

The door opened. (0)

John opened the door. (A 0)

The wind opened the door. (I 0)
John opened the door with a chisel, (A0 I)

We can represent the case frame for "open" as

[0 [A) (I)]. This says that when "open" is used its
object must appear but the agent and instrument are
optional. Clearly a case frame is a case structure
(£ ) in CL.

Fillmore shows by example the case signals
(S.) of various languages. He also gives some
tentative rules for English. For example:

"The A preposition is by; the | preposition is by if
there is no A, otherwise it is with; the 0 and F
prepositions are typically zero; the B [benefactive
case] preposition is for; the D preposition is typi-
cally to....

otherwise,
otherwise

"If there is an A it becomes the subject;
if there is an I, it becomes the subject;
the subject is the 0."

3.2 Simmons -; Semantic Networks

R.F. Simmons® gives an extensive account of
semantic networks and their use in processing natural
language by computer. An essential feature of these
networks is a set of deep case relations connecting
nominal concepts (underlying noun phrases) to verbs.
While a semantic network does not require any specific
case structure Simmons has chosen one which follows
from work of Celce-Murcia and Fillmore".

In his system there are five deep case relations,

so that C = ( causal actant, thome, locus, source,
and goal}. The set of prepositions, or Q, is of
course just the prepositions of English. Verbs are

classified into paradigms according to the case
sequences they allow, a paradigm, then, is a case
structure ( 3 ). For example, the ergative paradigm
consists of the sequences (for the active voice):

(causal-actant., theme, causal-actant )
(causal actant., theme)
(causal actant-, theme)
(theme)
Simmons gives "break" as an example of an ergative
verb. Thus

John broke the window with a hammer.
John broke the window

The hammer broke the window

The window broke

are all well-formed since in each case one of the case
sequences is matched (where "John" is the causal-
actant., "window" is the theme, and "hammer" is the

causal-actant ).
is the "reflexive-deletion

is deleted if it corresponds
Thus "run" may be used

Another example
paradigm where the theme
to the CA1 [causal-actant.]".

in several ways:
John ran to school
John ran a machine
The machine ran
The brook ran

In each of the sentences there is a theme - John,
machine, or brook. The paradigm allows the deletion
of the theme if it is the same as the causal-actant.
In this the case structure is

(causal-actant,
(causal-actant,
(theme)

goal)
theme)

Simmons discusses other aspects of the case
structure portion of semantic networks as well. He
points out that a "semantic definition" of a verb can
be given by describing the properties of the nominal
concepts serving in each case relationship to the
verb. It appears to be the case that these descrip-
tions can be adequately handled by means of our case
conditions. If so then a parser for semantic networks
would simply check the descriptions in the process of
determining well-formedness.



3.3 Schank - Conceprusl! Parsers

Roger Schankl? hzs develaped a theory of dis-
course comprehension based on dependency grammar.
his system "conceptualizations' are the primitive
objects underlying naturel language utterances,
These conceptualizations are inferred from the dis-
course a5 a whole in such a way that the syntactic
structure of an individual sentence may bear only a
secondary ralationship to its conceptualization., For
example the structure underlying "John grew plants”
is

In

Jobn <= s
i
plants &=y grow

where "P" means “past", " &% " means the actor-
action relation and "f}" means causation. A "concep-
tual parser' would have to know that John did en
mction and that that action caused the plants to

grow,

Schank says that an action can have any of four
"dependents" - object, recipient, direction, or
instrument, The sentence "The man took the book" is
reprasented to

P n

A han

man take Q_fl book

from , x

which indicated that the man is the recipient (R) of
the object (0) book from somepne (X). More generally
we can think of a verb “trans’ with the structure

to ¥

z &= trans cg..g_b_ object R
from, x

"give" and "receive' are realized when z=x and
“take' when z=y,

It seems clear that, for Schank, G . {actor,
object, recipient, dirmction, instrument} where the
actor in an actor-action pair is considered to be a
case, Schank has a large ser, /], of features which
are checked by the case conditions RC . The case

1
structures, ,éﬂp. of predicares (verbs) in Schank's

system are sots of sequences composed of the five
cases, The extensive checking of fsatures coupled
with the fact that the conceptusl network marks
holes for missing cases reduces the need for tight
restrictions on the p's.

3.4 Kulikowski - Medicsl Modeling

Another system which appears unlike the others
and yet fits naturally inte CL is the glaucoma
model of Kulikowski and Weissil, In their medel
various primitive descriptors of physilogical condi-
tions or states {e.g. "pressure", "atrpphy”, “age",
"adhesion", etc. ] are given attributes (e.g.
"medium:, “location", "time", "agnitude", etc.).

The specification of & state is an assignment of
values to some or all of the various attributes for
a descriptor,

Describing the medical model in CL, we would
say thet the primitive descriptors are predicates
(¢lements of } and the attributes are cases
(slements of (¢ ). The Testrictions on the ohjects
which may fill attributs slots are the features

(elements of #T) of CL. The case structure {0 )
of g primitive descriptur, P, is the sst of rulls
which derermine whether of not an attribute may be
omitted. For example, it seems necessary to state
the location of pressure in every case but the
medium may be unspecified.

It is interesting to note that the medical
mode) introduces time and location, typically
adverbisl constituents, as attributes of dexcriptors.
Fillmore® suggests a similar collapsing of (many)
adverbs to cases in BEnglish, In fact, a commitment
to cases often leads to m Teduction in the number of
grammatical categories - verbs, adjectives and scme
nouns become predicates, and adverbs and other
nouns £ill the case positions.

The fact that the Kulikowski-Weiss model can be
stated in CL is significant in tvo ways, First, it
suggests that for convenient, efficient, or flexible
implemsntation of such a model a computer program
should be amenable to tase structure systems, Second,
by providing s connaction to netural lenguage it in-
dicates a direction to follow when adding & nmatural
language interface to the model.

4. CHRONQS TI - A Copputer Program
for Understanding Natural Language
with a8 Flexible Case Structure

CHRONOS JI is a natural language processor
written in LISP 1.6 for a PDP-10 computer. The name
and a small portion of the program are derived from
an earlier work which smphasized the time relations
in language (Bruce<). The program is discussed more
fully in Bruce end Singer~, Here we will mainly look
at tha case structure mechanisms,

The storage structures inh CHRONQS II are
essentislly simple sentences (events, atomic formulas)
connected by logical conmectives, causation links,
and temporal relations. Each simple sentence has a
verdb (predicate) anl a number of cases, These cases
may include important adverbial modifiers and temporal
indientors as well as the usual nominal cases.

The parser is bagically an augmented tramsition
network (Woeds22, Kaplan® ). Important stutes appesr
as separate LISP functions. The sentence generator
is currently just a mapping from storage structures
to stereotyped sentences, but in gross form it mirrors
the parser. Deduction in CHRONOS II is also limited
to specific areas which have been of interest in
applications, such as time, ceusation, and certain
summarizations, However, since the storage structures
retain most of the information in & sentence in a
form easily transformed to pradicate calculus there
is no reason why more general deductive powers could
not be added,

The features (71) on nouns and case structures
(A}P) of predicates are given by the lexicon, A
noun entry includes the following information:

[word]
word-class
properties

N
- Pl' Pz]otup

n

Pl ~--

P, we-

[allowed values for le

[allowsd valuss for P,]

[allowad values for Pn]



supersets --- N
---N

NZ""’ N

1 5
17 Npsevnns My

For example the noun human might have a property
"state-of-mind" with allowed values being "happy",
"sad", or "blue". It could have the superset "animal"
and the subset "woman", Naturally any noun will have
the properties of its supersets in addition to those
explicitly listed. A verb entry has the form:

subsets

[word]

word-class --«V

peradigm --- (C}, C,,..., C)

n

The paradigm for a verb is an ordered set of cases.

In a given simple sentence GHRONOS Il will (currently)
allow any or all of the cases to be missing. Thus
the case structure for a verb is a portion of the
power set of paradigm subject to restrictions on
features.

Case determination depends on syntactical infor-
mation (case signals) as well as feature checking
(case conditions). Currently in GHRONOS Il the de-
finitions of case signals and case conditions are com-
bined in one LISP function for each case. Someone who
wishes to use GHRONCS Il for a specific application
must specify the list of cases, define each case, and
modify the lexicon appropriately.

Each possible case function is called for every
preposition term (noun phrase, prepositional phrase,
or adverb) and returns a number giving the likelihood
that the given preposition term serves that case re-
lationship to the main verb of the sentence. The
case whose function returns the highest value is tem-
porarily assigned to the preposition term. A failure,
consisting of values of D for all the cases, forces a
backup to the previous term and a reassignment of the
case for that term.

The case parser?' is essentially independent of
the particular set of cases being used. Its speed
and generality are of course directly dependent on
the accuracy of the likelihood numbers returned by the
case functions. There are various features which
extend the simple heuristic value assignments, making
the case functions easier to write or the parsing
more efficient. For example, a variable number of
"pre-emptive levels" can be created. Once a case
function returns a value at a new and higher pre-
emptive level then only values at that level (or
higher) are considered valid. This is especially use-
ful when one knows that a particular preposition, say,
signals one and only one case. Then that case func-
tion returns a value which pre-empts any previous
use of that case.

CHRONCS Il has been used primarily with two case
systems. One is for the analysis of medical records,
i.e. nurse's notes, and is the more general of the
two. In it ¢ = {agentive, objective, dative, loca-
tive, instrumental, temporal, frequency, derivative,
manner) where agentive, objective, dative, instru-
mental, and locative are as in Fillmore ~, temporal
points to the duration of an event, frequency is
indicated by adverbs such as "rarely" and "often",
derivative is indicated by words such as "increasing",
and manner includes most other adverbs. The effect
of such a case system can best be seen by comparison
with a traditional C = {subject, object, indirect
object} system. For example, the parse of "John
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calmly broke the window with o hammer” might, in the
traditional system, be

KP /S\\V
AN

John U YF

calml |\P

almly

VF/V\NP Pcwﬁha hammer
AN ne

broke the window

whers the triangies (&) indicate possible fine struc-
turs of no importance to the example, Note that the
traditional subject-predicate organization is main-
tained resulting in a rather opaque representation.
In the system used by CHRONOS Il the above sentence
would be rapresented

PRED Acemﬁs xswummmw

break John the window the hammer calmly past

The latter structure is not only easler to understand
but is also more efficient for the program.

The other case structure used in CHRONOS II is
needed when CHRONOS II serves as a mode)l for the eye
disease, glaucoma (see Kulikowski-Weisslly, 1In it

= {agentive, objective, locative, instrumental,
temporal, frequency, derivative, mediuml where medium
indicateas a fluid location. This allows a distinction
between "in the blood" and "in the blood vessel™., We
are considering adding other cases as the need for
finer distinctions arises. An example for this case
system is the senténce "the préssuré in the aquecus
humor Increased”, Again, g traditional parse

5
NP vP ‘
| ™ A
nfT Np increasad
/\
the XN PP‘“\‘\\\\‘
pressure P NP

in the aquecus humor

seems less usefill than one which arises from cases
suited to the problem,

T
PRED  LOCATION MEDIhﬂVATIVE TME

aqueous humor

pressure eye increase past



Note that in the second parse, "pressure" has become
the predicate. It is an essential principle of
CHRONCS |l that the predicate of a simple sentence is
the logical predicate (relative to the purpose of dis-
cussion) rather than the syntactical predicate (usually
the verb).
5. Discussion

This report presents a notational system (CL)
for case structure systems and examines a few existing
systems in terms of the notation. CL is a first order
system which appears useful in characterizing case
systems and will hopefully lead to a better under-
standing of natural language storage structures.

Several observations about case structure
systems follow from this study, observations which are
actually open problems. For example, consider the
sentence "John gave birth to a baby". The oddness of
this sentence can be handled in at least three ways.
First, we could say that "to give birth" is a predi-
cate which imposes the case condition on the agent
that it be female. In that case the sentence is not
a formula of CL. CHRONGS Il could do that, or alter-
natively, raise its eyebrows by accepting the sentence
at a lower pre-emptive level (see section 4). Second,
we could say that "to give" is a predicate, that the
sentence is well-formed, but its negation is provable
from a set of usually accepted facts about life.
Third, we could say that "to give" is the predicate
but demand that the sentence be treated as ill-formed.
The last approach is feasible as long as the condi-
tions on well-formedness can be stated as predicates
on the single sentence (such as features) but is
probably risky if it requires examination of other
formulas.

An interesting problem, proposed in section 2,
concerns the interaction of case signals and case con-
ditions. In CHRONCS Il these functions mesh in a
rather haphazard way. It should be interesting to
examine situations where priorities in their use
affect efficiency.

Case systems, since they emphasize a logical
structure, rather than a purely syntactic one, lessen
the importance of the syntactic predicate and of the
sentence as a unit. Schank'’ and others have stressed
the need to examine a discourse as an integrated
whole rather as a collection of isolated sentences.

It seems that the better a case system is, that is,
the more relevant it is to the problem solving situa-
tion at hand, the easier it is to connect sentences
in the discourse in meaningful ways.

Since many case systems are in use, a natural

question arises, "What is the best case system?" My
experience with CHRONOS |l suggests that, at this
stage in the development of intelligent programs, one

can only speak of the goodness of a case system re-
lative to a problem situation. The finely distin-
guished cases which are arising in the medical model
version of CHRONOS Il would probably only clutter the
program which analyzes nurse's notes. Conversely,
certain cases which one would need in discussing
everyday life would be unnecessary in a medical model.
An important problem then is to decide what cases

to use in a particular application. Even more inter-
esting might be a study of transformations between
various case representations. Problems of summari-
zation and analogical reasoning will probably be
more tractable with a better understanding of case

370

structure transformations.
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