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ABSTRACT 

The problem of breaking an image i n to meaningful 
regions is considered. Bayesian decis ion theory is 
seen to provide a mechanism for inc lud ing problem 
dependent (semantic) in format ion in a general system. 
Some resu l t s are presented which make the computation 
feas ib le . A programming system based on these ideas 
and the i r app l i ca t ion to road scenes is descr ibed. 

INTRODUCTION 

The problem of segmentation, breaking a complex 
image i n to sect ions, is a cent ra l problem in machine 
percept ion. The analogous problem ar ises in the 
analys is of speech and, f o r , t h a t mat ter , in any pro­
blem of overwhelming s ize . We w i l l concentrate on 
the image segmentation problem, but most of the ideas 
are of wider a p p l i c a b i l i t y . The main idea is to apply 
(Bayesian) decision theory techniques and the use of 
problem-dependent in format ion (semantics) to at tack 
the image segmentation problem. 

The segmentation problem for T.V. images is as 
fo l lows : given a p i c tu re of some scene, we have a 
rectangle composed of some "00 x 300 points and for 
each such point some in format ion on the l i g h t i n ­
tens i ty and perhaps co lo r . For any fu r the r process­
ing 60000 points is far too many, so, depending on the 
percept ion task that we have in mind, the image should 
be segmented in to regions. Each of these regions 
should be meaningful in the problem domain and the 
relevant in format ion needed for the spec i f i c task 
should be eas i ly obta inab le . 

There has been a great deal of work on segmenting 
images and a ce r ta in l im i ted success has been achiev­
ed. 21 Some b io l og i ca l and meteorological images can 
be e f f e c t i v e l y segmented using known techniques. How­
ever, for images l i k e those a r i s i n g in road scenes or 
presented to assembly-l ine robots , the ex i s t i ng a l ­
gorithms do not s u f f i c e . A major problem is that the 
ex i s t i ng algorithms use absolute c r i t e r i a such as i n ­
tens i t y d i f fe rence , boundary s t reng th , e t c . to form 
regions,2,3 But the c r i t e r i a for what Is a " reg ion" 
w i l l surely vary w i t h context . Certa in shades of 
green, yel low and brown might be merged i n to a s ing le 
region of grass in a scene, yet d i s t i ngu ish ing the 
same set of colors might be c r u c i a l fo r region sep­
a ra t ion in another scene or even in another part of 
the same scene (assume for instance that a yel low 
car occludes part of the grass) . Another c r i t i c a l 
considerat ion is the goal of the percept ion. For 
Borne problems separating the green grass from yel low 
grass w i l l be essen t i a l , In others completely con­
fus ing . 

The importance of goal d i r e c t i o n and context-
dependence for e f f ec t i ve problem so lv ing is now we l l 
understood In a r t i f i c i a l i n t e l l i gence and scene anal ­
ys is is j u s t another example. One can ce r t a i n l y 
w r i t e a specia l purpose region analyzer for a f ixed 
class of images and it w i l l work be t te r than any gen­

e ra l a lgor i thm. Th is , in f a c t , has been done success­
f u l l y by Brice and Fennema3 and Harlow and Eisenbeis13 

and Is sometimes jus t the r i g h t thing to do. The 
obvious d i f f i c u l t y w i th t h i s ad-hoc approach is that 
i t requires a l o t of work to bu i ld or modify each i n ­
d i v i dua l program. 

In t h i s paper we present a t heore t i ca l framework 
for a general system incorporat ing context dependence 
in a region analyzer. The theory has been developed 
In to a computer program for region analysis and a 
number of experiments on rea l p ic tures have been per­
formed. There is an enormous amount of work remain­
ing to be done, but we feel that a promising s t a r t 
has been made. 

Before descr ib ing the system in more d e t a i l , we must 
make one add i t iona l point of c l a r i f i c a t i o n . It is a 
tenent of a r t i f i c i a l i n te l l i gence research that any 
informat ion that can be brought to bear w i l l be help­
f u l in a given task. This is especial ly t rue in 
machine percept ion, but our current e f f o r t s do not 
attempt to exp lo i t i t f u l l y . Region analys is is 
assumed to be a prel iminary ( r e l a t i v e l y fas t ) p a r t i ­
t i on ing of an image before fur ther processing. For 
th i s reason, we have made no attempt to include seman­
t i c features l i k e three-dimensional shape analysis in 
the region analyzer. We are s t i l l studying the cap­
a b i l i t i e s of our semantic s t ruc tu re . As more experience 
becomes avai lab le we w i l l be able to determine which 
Informat ion should be used in the segmentation process 
and which should be l e f t for higher leve l processing. 

1. THEORY 

The underly ing theory of our system is Bayesian 
decis ion theory. The ideas are qui te beau t i f u l and 
powerfu l , but have not received as much a t t en t i on as 
they should from a r t i f i c i a l i n te l l i gence workers. Even 
a b r i e f descr ip t ion would be beyond the scope of t h i s 
paper: "Elementary Decision Theory" and "Decision 
Analysis - In t roductory lecures on choice under uncer­
t a i n t y " are good in t roduct ions and "Optimal S t a t i s t i c a l 
Decis ions" and 'Mathematical S t a t i s t i c s a Decision 
Analysis Approach" are advanced t ex t s . 4,20,5,8 The two 
cent ra l ideas are the use of a u t i l i t y funct ion to 
measure the value of var ious a l te rna t i ves and an o p t i -
mal i ty theorem. This theorem shows that any adequate 
(admissible) st rategy is equivalent to a strategy of 
maximizing expected u t i l i t y for some choices of u t i l i t y 
func t ion and p r o b a b i l i t i e s . The theory provides a com­
p le te world view ( l i k e , e .g . log ic ) and has been ap­
p l ied to many management problems. The d i f f i c u l t y in 
pract ice i s that i t i s d i f f i c u l t t o select the u t i l i t y 
and p r o b a b i l i t y funct ions and to ac tua l l y carry out the 
computations. We describe below how we at tack these 
problems. 

For region ana lys is , we can define the u t i l i t y to 
be the p robab i l i t y that the analys is is co r rec t , con­
t ingent upon two fac to rs : the (a p r i o r i ) context know­
ledge about the p ic ture domain, and the values of 
measurements on th i s pa r t i cu l a r image, i . e . we are to 
maximize: 
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P(global-tnterpretatton | context.values of 
measurements) 

An interpretation w i l l divide the image into re­
gions and attach a type label (meaning) to each re­
gion. One choice of evaluating the overall interpre­
tation would be obtained by considering each region 
independently. If for a given parti t ion of the image 
Into regions we have (R(i) i = l> n l regions then the in­
terpretation assigns label IHT(i) to region R( i ) . The 
values of INT(i) w i l l be sky, grass, road etc. depend­
ing on context and goals. Then assuming independence 
we w i l l want to maximize the expression: 

PfR(i) is INT(i) | context,values of measurements 
1 on R(i)t 

over a l l partitions of the image into regions and 
assignments of labels to regions. This is quite 
conventional so far and i s , in fact, too simple for 
our purposes. We want to account for two additional 
considerations. First we must use the model to get a 
good segmentation of the image into regions. For 
example, we might want to merge green, yellow and 
brown patches to create the whole area that we cal l 
grass. Secondly, we want to use additional semantic 
constraints e.g. the grass is below the sky, to in­
fluence the total probability of an analysis of the 
scene. 

In an attempt to enrich the semantic structure to 
support more of the problem knowledge and to provide 
for control mechanism on the region growing algorithm, 
the semantic structure was allowed to have also " f i rs t 
order structure". In addition to the properties of 
each individual region wc have, for each pair of ad­
jacent regions of some interpretations, expected 
relative properties and some expected features of their 
common boundary l ine. For instance if we have two 
adjacent regions, one which is named "sky" and the 
other " h i l l " then we expect that the sky is above the 
h i l l , is a brighter blue than the h i l l s , and that the 
boundary is usually a more or less horizontal smooth 
l ine. The relative properties are usually more signi­
ficant than the absolute properties since they are 
less sensitive to variation between pictures. This 
semantic model is too limited to describe a l l that is 
known of a scene, but many classes of scenes can be 
Segmented properly with f i r s t order methods. 

Recall that we want to get a part i t ion of the in ­
put and interpretation for the segments (regions) and 
boundaries so as to maximize the likelihood of having 
the right interpretation. Let R(i) be the i-th region, 
B( i , j ) the boundary between region R(i) and R(j) ( i f 
it exists) and the label of R(i) be INT(i). Then with 
our f i r s t order assumption the expression that we want 
to maximize i s : 

Pfglobel interpretation | values of measurementil = 
?l P[R(i) is INT(i) j values of measurements on R(i)} 

x'fl PfB(l . j ) is between INT(i) and INT(j) | B ( i , j ) ' s 
measurements] 

B( i . j ) [1] 

The use of [1] represents more than just our be­
l i e f that properties of individual regions and bound­
aries w i l l suffice for our semantics. It also entails 
an assumption that the probability can be factored in­
to the product above. This amounts to assuming that 
the probabilities of interpretations of each region 
(boundary) are dependent on the local properties of 
the individual region (boundary) and are independent 
of a l l other measurements. Thus boundary B( i , j ) which 

is the boundary between R(i) and R(j) is evaluated as 
boundary between INT(i) and IKT(j), where R(i) is 
labeled INT(i) and R(j) is labeled INT(j). 

For example, if INT(i) is "sky" and INT(j) is 
" h i l l " , the evaluation w i l l include factors involving 
the expected direction, smoothness, etc. of a bound­
ary between sky and h i l l . TheBe factors are assumed 
to be independent of the particular color etc. of the 
sky and h i l l . If the independence assumption seems to 
be unreasonable, consider the following argument: 

Pfvalues of measurements( 
interpretation, context"! 

Pfinterpretationl - . x Pjinterpretatlon | context 
values of measurement, Rvalues of measurements [ 
context) context) [2] 

Now 

Pfvalues of measurements on R(i) I R(i) is INT(i), 
context! 

and 

Pfvalues of measurements on B( i , j } | R(i) is INT(i) 
and R(j) is INTfj).context] 

are plausibly considered independent of each other. A 
similar argument can be Used for the factorization of 
the other two terms in the expression on the right of 
[ l ] . Putting these terms together give us back what 
we have in [ 1]. Prom a l l picture models which were 
described in the literature the model described in ref­
erence ly is most similar to ours in the basic metho­
dology aspects. 

For a given u t i l i t y function (l ike [11) there are 
standard techniques in decision theory for finding the 
maximum u t i l i t y . Unfortunately, the general techniques 
are too slow and much of our effort has gone into de­
veloping algorithms for eff ic ient ly computing an ap­
proximately optimal part i t ion. The region growing a l ­
gorithm starts with many small regions and on each 
iteration merges two adjacent regions (regions with a 
common boundary). The two basic decisions are which 
pair of regions to merge on each iteration and when to 
stop the algorithm. These two decisions can be con­
trolled directly by the limited probabilistic semantic 
world model that we have-

In general, on each iteration of region growing 
the pair of regions whose common boundary is the weak­
est in the current image partit ion w i l l be merged. 
Hence the control of the region growing algorithm is by 
evaluation of the boundary strength. We w i l l show how 
our semantic representation can be used directly to 
compute the goundary strenth. 

The second task of the semantics is to produce the 
stopping criterion for the region grower. In our case 
since we want to maximize 

Pfinterpretation | measurements' values, context) 

the optimal part i t ion w i l l be the one with that inter­
pretation which maximizes this likelihood estimate over 
a l l partitions and a l l possible interpretations of part­
itions which do not allow faLse boundaries (boundaries 
between two regions which are interpreted as parts of 
the same final object). 

In order to have an effective way to determine 
that probability we need a relatively fast way to ob­
tain or approximate for a given part i t ion the optimal 
interpretation and i ts value. 
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In the next sec t ion , we w i l l describe r e l a t i v e l y 
fas t methods for computing upper and lower bounds on 
the optimal value of the p robab i l i t y of a given p a r t i ­
t i o n . 

The bounds on the value of the g loba l i n t e r p r e t a ­
t i o n w i l l be used as fo l lows : The a lgor i thm w i l l c o l ­
lapse regions, and generate a sequence of image p a r t i ­
t i o n s . For each p a r t i t i o n generated, the bounds on 
the possible value of the best i n t e r p r e t a t i o n w i l l be 
evaluated. Then when the co l laps ing has been car r ied 
too far (as observed by strong decl ine of the possible 
I n te rp re ta t i on value) the system w i l l hack-up to the 
most promising p a r t i t i o n s observed whi le growing the 
regions (as indicated by the lower and upper bounds 
estimates of the qua l i t y of the p a r t i t i o n observed). 
Next we w i l l search for the best i n t e r p r e t a t i o n for 
the p a r t i t i o n s observed whose bounds were high enough 
to make i t possible that they are the best p a r t i t i o n 
observed. The current a lgor i thm w i l l simply choose 
the best of these, but more sophist icated procedures 
can be used if necessary. 

A l t he rna t i ve l y we can use the procedure which 
assigns meaning to a l l regions d i r e c t l y as the stop­
ping c r i t e r i o n . That i s , i f the best g lobal assign­
ment found for the given image p a r t i t i o n does not 
i n t e rp re t any boundary as an erroneous boundary ( e . g . 
a boundary between regions of the same i n te rp re ta t i on ) 
we stop merging (see discussion below on lower bound 
estimates for the image p a r t i t i o n for more d e t a i l s ) . 

2. PROGRAM ORGANIZATION 

The program has four basic sec t ions : 1) the 
i n i t i a l i z a t i o n , 2) i n i t i a l assignment and boundary 
strength eva lua t ion , j ) heu r i s t i c s to evaluate a pa r t ­
i t i o n by approximating i t s optimal assignment, and 
4) a l im i t ed i n t e rac t i ve learn ing system. 

The f i r s t step is to take a vector of values of 
measurements at a set of sample points ( i n our system 
usual ly 500-1000). The loca l measurements cur ren t ly 
ind icate only the dominant gray leve l around the 
sample point or if the image is observed through sever­
al color f i l t e r s the dominant gray l eve l through each 
o f the color f i l t e r s . 

We employ a pre l iminary region-merging for i n i t ­
i a l i z a t i o n . The idea is to use a very crude a lgor i thm 
on the reduced problem. The simple merging algor i thms 
considered were: 

1) Take an image point and grow a region around 
it cons is t ing of a l l image points which can be connect­
ed to the s t a r t i n g po in t by a path of po ints which 
s a t i s f i e s the fo l low ing cond i t ions : a) each adjacent 
pai r of points along the path are adjacent geometr i ­
c a l l y , b) the jump in the value of the measurements 
vector between two adjacent points along the path is 
less than some th resho ld . 2^ Note that some m o d i f i ­
cat ions are needed to t r ea t gradual but strong changes. 

2) This i n i t i a l i z a t i o n is an extension of 1 . I t 
i n i t i a l i z e s as in 1 and then co l lapses, independent of 
order, a l l boundaries w i t h s t rength less than some 
th resho ld . The advantage here over method 1 is the 
opt ion to use more sophis t icated boundary s t rength 
eva luat ion.3 

Our i n i t i a l i z a t i o n method u t i l i z e s a sampling 
technique i n i t i a l i z e d as in 1 ( tak ing the connecting 
path to be a path of sample po in ts ) and then merges 
regions i t e r a t i v e l y by e l im ina t i ng the g loba l l y weak­
est boundary f i r s t . That i s , on each i t e r a t i o n the 

pai r of regions whose common boundary is weakest in the 
current image p a r t i t i o n is merged i n to one reg ion . 

The boundary s t ren th in t h i s stage is evaluated 
d i r e c t l y from the d i f ferences across the boundary and 
i t s geometrical s t r uc tu re . 28 The stopping c r i e t r i o n in 
t h i s case can be a threshold on the weakest boundary, 
that is the merger is stopped when the weakest boundary 
is stronger than a given th resho ld . This threshold is 
chosen very conservat ively so as to stop t h i s simple 
minded region grower before it produces fa lse merges. 
In our experiments i t turned out that the simple i n i t ­
i a l i z a t i o n a lgor i thm had to be stopped qu i te ear ly so 
that the semantic con t ro l was ca l led w i t h about 100 
regions present, see reference 28 for more d e t a i l s . 

The main a lgor i thm f i r s t computes add i t i ona l pro­
per t ies ( l i k e shape) of the regions and boundaries r e ­
s u l t i n g from the i n i t i a l i z a t i o n . I t then assigns prob­
a b i l i t i e s to the ten ta t i ve i n te rp re ta t i ons of the r e ­
gions , i . e . computes 

PfR( i ) is X values of measurement on R(l)"( 

The boundary strength may be evaluated by two r e ­
la ted methods: 1) the p robab i l i t y that the boundary is 
a rea l boundary (a boundary between d i f f e r e n t objects 
in our semantic world model) and 2) the change in the 
value of the i n t e r p r e t a t i o n as a resu l t of e l im ina t ing 
the boundary. We w i l l describe here the f i r s t of these 
which is the one cur ren t ly used. The second method has 
some advantages and w i l l be discussed below. 

We approximate the p robab i l i t y of the boundary to 
be rea l as fo l lows: 

The next step is to search for a p a r t i t i o n which 
y i e l ds a good value of [ 1 ] . This involves both fo rm-
ing p a r t i t i o n s and computing the value a t ta inab le from 
a l a b e l l i n g of regions in each p a r t i t i o n . 

A lower bound on the value of an image p a r t i t i o n 
is computed by ac tua l l y f i nd ing a good g loba l i n t e r ­
p re ta t i on using a simple fas t a lgo r i thm. B r i e f l y what 
we are doing is to take the region of highest c o n f i ­
dence i n t e r p r e t a t i o n and assign to i t i t s most probable 
i n t e r p r e t a t i o n . This assignment al lows the program to 
update the p r o b a b i l i t i e s of adjacent regions of the 
newly in te rpre ted reg ion by consider ing the boundary 
features of the newly assigned reg ion . Then the region 
of highest confidence from a l l un- in terpre ted regions 
is assigned, e tc . This is essen t ia l l y s t a r t i n g a depth 
f i r s t search of the t ree of i n te rp re ta t i ons and y i e l ds 
a value for the p a r t i t i o n which is the desired lower 
bound. Extending t h i s search to f u l l t ree search would 
y i e l d the optimal i n t e r p r e t a t i o n . More d e t a i l s on the 
sequent ial assignment process are given below. 

Recal l that we want to approximate the maximum 
possible value of the expression in [3 ] over a l l poss i ­
b le values of INT( i ) f o r a given p ic tu re p a r t i t i o n . 
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The assignment procedure we use to estimate the 
best possible assignement of INT( i ) for a l l R( i ) for a 
given image p a r t i t i o n is as fo l lows: 

1) Compute for each region the r a t i o (based just 
on l oca l measurements of the region) between the most 
l i k e l y i n t e r p r e t a t i o n and the next most l i k e l y i n t e r ­
p r e t a t i o n . This r a t i o w i l l be ca l led the CONFI(REG). 
Let xl be such that P(R is x1 values of measurements 
on R) is maximized for R and l e t x2 be such that 
P{R(i) is x2 values of measurements on R ( i ) l is the 
next h ighes t . Then 

P(R(i) is xl measurements of R( i ) 

CONFlfR(i)) -
P(R(i) is x7 measurements of R( i ) 

2) Sort the regions by t h e i r confidence r a t i o . 

3) Assign the region w i t h highest confidence 
(the one w i th highest r a t i o ) i t s most l i k e l y i n t e r ­
p r e t a t i o n . 

4) Update p r o b a b i l i t i e s of d i f f e r e n t assignment 
to regions that were not assigned already, assuming 
that the l as t assignment is t r u e . Let the region 
assigned most recent ly be R( l ) and i t s i n te rp re ta t i on 
be I N T ( l ) . Now if R( i ) has boundary B ( i , i ) w i th R ( l ) , 
then for any i n t e r p r e t a t i o n x of R( i ) in evaluat ing 
equation 1 above, there w i l l be a term of the form 

P{R(i) is x values of measurement on R ( i ) ] 

from the f i r s t product and one of the form 

P [ B ( l , i ) is boundary between INT( l ) and x 
B ( l , i ) ' s measurements' values) 

from the second product. Therefore a bet ter approxi­
mation of the p robab i l i t y of R( i ) being x, assuming 
that R( l ) i s I N T ( l ) , i s 

Pold(R( i ) is x) x P ( b ( l , i ) is 
Pnew(R(i) is x) = between INT(l) and x B ( i , j ) ' s 

features) 

Thus we use the new informat ion to f ind a more 
accurate p robab i l i t y for the d i f f e r e n t possible assign­
ments for R( i ) , by counting the newly in terpreted r e ­
gion R ( l ) . 

We do that updating to a l l possible i n te rp re ta ­
t ions for a l l adjacent regions o f R ( l ) . 

5) Compute the new confidence r a t i o and r r s o r t 
the regions by the new confidence r a t i o s . 

6) If any region is s t i l l unassigned go to step 
3 else e x i t . 

This process of assigning in te rp re ta t ions i t e r a -
t i v e l y provides a good guess on the possible best i n ­
t e r p r e t a t i o n , but i t does not guarantee the t o t a l 
maximization of our product. We can extend the current 
a lgor i thm i n to a f u l l t ree search (undoing some assign­
ments and t r y i n g a l t e rna t i ve ones) to get the best i n ­
t e r p r e t a t i o n . This w i l l be a depth f i r s t search in 
the t ree of a l l possible assignments, where each node 
M i l l stand for the assignment of a meaning to a region. 
For e f f i c i ency purposes we can use various pruning 
techniques to reduce the search e f f o r t required to 
secure op t ima l i t y , ^ ° Our current a lgor i thm is the 
por t ion of the t ree search up to the point where we 
get to the f i r s t terminal node ( f i r s t g lobal assign­
ment). One should also note that the same sequential 

assignment and extension in to tree search can be 
applied to an extended f i r s t order world model, where 
we allow re la t ions between any two regions (not ne­
cessar i ly adjacent) if we continue to assume indepen­
dence. The only d i f ference is that we w i l l have to 
update the p robab i l i t i e s and confidence of a l l regions 
not jus t those regions adjacent to the newly i n t e r ­
preted reg ion. 

We have the option to use t h i s assignment pro­
cedure as a region grower by taking a l l pairB of ad­
jacent regions that were assigned the same meaning and 
merging them. To avoid false merging we consider a l l 
regions which were assigned meaning w i th a low c o n f i ­
dence leve l not mergable i n to other regions. This 
approach may be extended by adding it to the meaning 
assignment algori thm as a new step 3,5. If any ad­
jacent region of the newly in terpreted region is a l ­
ready assigned a meaning and it is i den t i ca l w i th the 
meaning of the newly interpreted reg ion, then merge the 
two together. From that point on the un i f ied region 
w i l l be considered in updating p robab i l i t i e s of other, 
not yet interpreted regions. 

We can use the two extensions (merging on the run, 
and f u l l t ree search) together. This w i l l generate a 
very r e l i a b l e meaning assignment concurrent w i th a r e ­
gion growing procedure which has backup c a p a b i l i t i e s . 
I t w i l l be however, r e l a t i v e l y slow. 

Upper Sound 

The upper bound is computed by re lax ing the con­
sistency cons t ra in t . This condi t ion means that a 
boundary between two regions of known i n te rp re ta t i on 
has to be counted in as a boundary between those two 
i n te rp re ta t i ons . We relax th i s condi t ion by hreaking 
the product ( l ) i n to loca l sub-products and f ind ing the 
best local i n te rp re ta t i on for the terms involved in 
th i s subproduct. We take the best possible value for 
each sub-product separately, and, mu l t i p l y ing them, 
obtain in an upper bound on the value of the best 
global i n t e rp re ta t i on . One such re laxa t ion is to con­
sider a l l regions and boundaries independently and to 
assign for each the best possible i n te rp re ta t i on con­
s ider ing only i t s own proper t ies . The product of a l l 
these p robab i l i t i e s is an upper bound on the value of 
equation 1. It is th i s sort of estimate which would be 
used to approximate the s ingle step improvement in the 
second method of boundary evaluat ion mentioned above. 
An exact computation of the change in i n te rp re ta t i on 
value would be too time consuming. We do not yet know 
which boundary strength computation w i l l be be t te r . 

Given the lower and upper bounds of the value of 
the best possible i n te rp re ta t i on for a given p ic ture 
p a r t i t i o n , a va r ie ty of graph searching techniques can 
be applied to f ind a sui table i n te rp re ta t i on and to 
pick out the best p a r t i t i o n s observed for more deta i led 
inves t iga t ion using the f u l l semantic knowledge. 

^. LEARNING 

One of the basic problems w i th any recogni t ion 
system is the development of sharp c l a s s i f i c a t i o n cap­
a b i l i t i e s for objects ( i n our case i n te rp re t i ng regions 
and boundaries). Our case is especial ly complicated 
since we need to recognize port ions of ob jects , spur­
ious boundaries and to overcome p a r t i a l occlusions. To 
make the game of developing these capab i l i t i es easier 
we developed an in te rac t i ve learning system. I t s main 
task is to carry out bookkeeping jobs, to estimate pro­
b a b i l i t i e s , and to point out p i t f a l l s and options for 
improvement in the c l a s s i f i c a t i o n scheme. 
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The n o n - p a r a m e t r i c a p p r o x i m a t i o n o f t he p r o b a b i ­
l i t y d e n s i t y f u n c t i o n works a s f o l l o w s : G iven a s e t 
of measure f u n c t i o n s on some c l a s s of o b j e c t s , we 
b reak the space o f a l l p o s s i b l e comb ina t i ons o f v a l u e s 
o f those measurements i n t o c e l l s ( no t n e c e s s a r i l y 
c a r t e s i a n ) , t r y i n g t o get a n e f f e c t i v e c l a s s i f i c a t i o n . 
That i s , g i v e n t h a t the v a l u e s o f the measurements o f 
a n o b j e c t f a l l i n t o some c e l l , w e want t h a t o f t e n t he 
p r o b a b i l i t y e s t i m a t e o f the r e a l meaning o f t he o b j e c t 
to be h i g h . G iven a f i x e d p a r t i t i o n o f the measurement 
v e c t o r space i n t o c e l l s w e want t o l e a r n t he p r o b a b i l ­
i t i e s o f d i f f e r e n t i n t e r p r e t a t i o n s o f o b j e c t s whose 
measurements ' v a l u e s f a l l i n t o a c e l l . T h i s i s done 
b y k e e p i n g , f o r each c e l l and f o r each p o s s i b l e i n t e r ­
p r e t a t i o n , the count o f how many t imes in t he pas t t he 
v a l u e o f t he measurements o f o b j e c t s o f t h a t i n t e r ­
p r e t a t i o n f e l l i n t o t h i s c e l l . The p r o b a b i l i t y o f 
t h a t i n t e r p r e t a t i o n i s j u s t t he number o f t imes the 
measurements o f a n o b j e c t o f t h a t i n t e r p r e t a t i o n f e l l 
i n t o t he c e l l , d i v i d e d b y t he t o t a l number o f o b j e c t s 
w h i c h f e l l i n t o t h a t c e l l . 

T h i s b r i n g s us to t he second l e a r n i n g system 
wh ich wou ld t r y t o c r e a t e a c e l l s t r u c t u r e w i t h a s few 
c e l l s a s p o s s i b l e w h i l e a t t a i n i n g a good c l a s s i f i c a ­
t i o n among the p o s s i b l e i n t e r p r e t a t i o n s . For t h i s 
purpose we s o u l d u t i l i z e an augmented c l a s s i f i c a t i o n 
t r e e whose leaves co r respond to the c e l l s . The a u g ­
mented t r e e a l s o a l l o w s r e p r e s e n t a t i o n o f the f a c t 
t h a t two measurements a re i n d e p e n d e n t . 

C u r r e n t l y t h i s t r e e i s genera ted i n t e r a c t i v e l y . 
To genera te a s u b - o p t i m a l c l a s s i f i c a t i o n t r e e a u t o ­
m a t i c a l l y t he System wou ld keep a whole h i s t o r y l i s t 
c o n t a i n i n g o b j e c t s observed i n the p a s t , t h e i r p r o p ­
e r t i e s and t h e i r r e a l mean ing . Based o n t h i s h i s t o r y 
the system c o u l d t r y t o o rder t he a p p l i c a t i o n o f 
measurements so as to ge t good and cheap c l a s s i f i c a ­
t i o n , c r e a t i n g a s few a s p o s s i b l e c e l l s ( l e a v e s ) , 
w h i l e s t i l l k e e p i n g t h e good c l a s s i f i c a t i o n p r o b a b i l ­
i t y h i g h . I t a l s o has the a b i l i t y t o p o i n t ou t c e l l s 
t h a t a r e no t s u f f i c i e n t l y d i s c r i m i n a t i n g s o t h a t t hey 
may be worked on i n t e r a c t i v e l y or a u t o m a t i c a l l y 
( p r i m a r i l y b y b r e a k i n g each such c e l l i n t o f i n e r sub-
c e l l s , s o t h a t f o r each e u b c e l l the c l a s s i f i c a t i o n i s 
more r e l i a b l e ) . A d e t a i l e d d e s c r i p t i o n o f t h i s l e a r n ­
i n g and c l a s s i f i c a t i o n system i s g i v e n i n r e f e r e n c e 2 8 . 
Techn iques f o r o r g a n i z i n g t he c l a s s i f i c a t i o n t r e e s o 
a s t o g e t near o p t i m a l s e q u e n t i a l c l a s s i f i c a t i o n i s 
d e s c r i b e d in S l a g l e and L e e , where game ( a - b ) t ype 
t r e e Search i s u t i l i z e d i n c r e a t i n g the d e c i s i o n 
t r e e . 2 3 

Such l e a r n i n g t echn iques a re common to many p a t -
t o r n r e c o g n i t i o n and s e q u e n t i a l d e c i s i o n p r o b l e m s . A 
v a s t amount o f r e s e a r c h , b o t h t h e o r e t i c a l and e x p e r i ­
m e n t a l , has been done in t h i s a r e a . Reference 10 i s 
a good d e s c r i p t i o n of t h e t h e o r y and Reference 6 is a 
good i n t r o d u c t i o n t o v a r i o u s a p p l i c a b l e t e c h n i q u e s . 
I t i s i n t e r e s t i n g t o comment t h a t a l e a r n i n g scheme 
s i m i l a r t o t h e f i r s t ( emphas iz ing c o r r e l a t i o n s ) was 
deve loped by A r t h u r Samuel . A t t e m p t s a re now b e ­

i n g made to a p p l y t h i s l e a r n i n g scheme to speech s e g ­
m e n t a t i o n and r e c o g n i t i o n . 25 

I t i s i n t e r e s t i n g t o compare our t e c h n i q u e w i t h 
the n e a r e s t n e i g h b o r c l a s s i f i c a t i o n w h i c h i s i n v e s t i ­
ga ted i n v a r i o u s - p a p e r s . 2 9 T h i s p r i n c i p l e i s t o t a k e 
f o r a new unknown occurence o f an o b j e c t , t he i n t e r ­
p r e t a t i o n o f t he o b j e c t observed i n t he pas t whose 
f e a t u r e s o f t he new o b j e c t . There a re two d e f i c i e n c i e s 
i n t h i s a p p r o a c h . F i r s t , o n l y r a r e l y i s t h e r e a n ob­
v i o u s m e t r i c on the space o f v a l u e s o f measurements , 
and hence o n l y r a r e l y i s i t c l e a r e x a c t l y how t o mea­
su re d i s t a n c e i n t he f e a t u r e s o f two o b j e c t s . Second­
l y , i t i s v e r y hard t o search f o r the n e a r e s t o b j e c t 

observed i n t he p a s t ( u n l e s s we are i n one d imens ion ) 
s i n c e we have to compute t h e d i s t a n c e f rom many e x ­
amples observed i n the pas t t o g e t the m i n i m a l d i s ­
t a n c e . An e f f e c t i v e way o f r e d u c i n g the sea rch t ime 
w i l l c a l l f o r b r e a k i n g the space i n t o c e l l s t h e way w e 
d o . That i s , l o c a t i n g f i r s t the c e l l i n t o wh ich t he 
measurements o f the new o b j e c t f a l l and t hen s e a r c h i n g 
on l y among known o b j e c t s whose measurements f a i l i n t o 
t h a t c e l l f o r t he n e a r e s t one, i g n o r i n g o b j e c t s w h i c h 
f a l l i n t o o the r c e l l s . T h i r d l y , t he answer r e t u r n e d 
i s j u s t one p o s s i b l e i n t e r p r e t a t i o n and no t a l i s t o f 
d i f f e r e n t p o s s i b l e i n t e r p r e t a t i o n s w i t h v a r i o u s p r o b ­
a b i l i t i e s . E x t e n d i n g the n e a r e s t n e i g h b o r p r i n c i p l e 
t o f i n d t he n - n e a r e s t o b j e c t s and comput ing the p r o ­
b a b i l i t i e s o f d i f f e r e n t i n t e r p r e t a t i o n s based o n them 
w i l l make the c o m p u t a t i o n even l e s s e f f i c i e n t because 
o f sea rch t ime and w i l l f o r c e even more r e l i a n c e on 
space p a r t i t i o n i n g t han the method we c u r r e n t l y u s e . 

4. RESULTS AND CONCLUSIONS 

As a f i r s t e x p e r i m e n t , t he program was a p p l i e d to 
the p rob lem of segment ing images w h i c h m igh t be seen 
d r i v i n g o n a road i n the v i c i n i t y o f the l a b o r a t o r y . 
The a n a l y s i s was s i m p l i f i e d by assuming the camera was 
i n a n u p r i g h t p o s i t i o n . There were s i x p o s s i b l e l a b e l s 
f o r a r e g i o n : s k y , r o a d , r o a d s i d e v e g e t a t i o n , c a r , 
shadow o f ca r and t r e e . The n o n - t e r m i n a l nodes in t he 
c l a s s i f i c a t i o n t r e e a re c a l l s o n i n t e g e r va l ued f u n c ­
t i o n s . Some p r o p e r t i e s and the number o f p o s s i b l e 
v a l u e s f o r each a r e : l i g h t i n t e n s i t y ( 4 ) c o l o r hue(8) l 
c o l o r s a t u r a t i o n (4), s i z e ( 5 , l o g a r i t h m i c ) , v e r t i c a l 
p o s i t i o n (4), h o r i z o n t a l p o s i t i o n ( 4 ) , p o s i t i o n o n 
edge of image (4) and some crude shape d e s c r i p t o r s . 

W i t h s i x t ypes o f r e g i o n , we ge t 18 ( 6 x 6 / ? ) t ypes 
o f bounda ry . Some boundary p r o p e r t i e s used , w i t h t he 
number o f v a l u e s f o r each a r e : r e l a t i v e s i z e ( 6 l o g ­
a r i t h m i c ) , r e l a t i v e i n t e n s i t y ( 6 , l o g a r i t h m i c ) , r e l ­
a t i v e c o l o r (3 g reen r e l a t i o n x 3 red x 3 b l u e ) , 
boundary shape and o r i e n t a t i o n (21 c l a s s e s ) , r e l a t i v e 
p o s i t i o n (4 r i g h t ext remes x 4 l e f t ex t remes x 4 above 
ext remes 4 ' i below e x t r e m e s ) , boundary l e n g t h (5) and 
p o s i t i o n o f boundary i n frame ( 5 x 5 ) . The a l g o r i t h m s 
f o r comput ing t he v a r i o u s p r o p e r t i e s and the d i s c r i m ­
i n a t i o n i n each were chosen i n t u i t i v e l y . 

I n i t i a l v a l u e s f o r the coun ts i n c e l l s were a l s o 
s e t I n t u i t i v e l y , and the l e a r n i n g r o u t i n e was used 
i n t e r a c t i v e l y t o r e f i n e them ( a p p r o x i m a t i n g t he p r o ­
b a b i l i t i e s and b r e a k i n g c e l l s t o f i n e r c e l l s i f d e s i r ­
e d f o r b e t t e r c l a s s i f i c a t i o n ) . 

The program was a b l e to segment the scenes c o r ­
r e c t l y u s i n g on l y r e g i o n p r o p e r t i e s excep t t h a t i t had 
d i f f i c u l t y i s o l a t i n g t h e image o n the ca r o n t he r o a d . 
S ince a ca r can be o f any c o l o r , t he program e i t h e r 
needs to make use o f boundary r e l a t i o n s , ( e . g . t he ca r 
i s on t h e road ) o r perhaps shape d i s c r i m i n a t i o n shou ld 
be made more s o p h i s t i c a t e d . 

A r e g i o n g r o w i n g a l g o r i t h m based on a b s o l u t e p r o ­
p e r t i e s wou ld n o t work i n these scenes m a i n l y f o r the 
f o l l o w i n g r e a s o n s : 1) The t r e e s and sky genera ted 
v e r y many r e g i o n s t h a t were more v a r i e d i n t h e v a l u e s 
o f t h e i r measurements t han any o t h e r t h i n g i n t he 
p i c t u r e . 2 ) The s i d e s o f t h e road a re pa tches o f 
b r ow n , g r e e n and y e l l o w . 3) S t r o n g shadows appear 
f r e q u e n t l y o n t he r o a d . 

The second domain to w h i c h t he system was a p p l i e d 
was l e f t v e n t r i c u l a r ang iograms ( x - r a y images o f t he 
l e f t v e n t r i c u l a r made v i s i b l e b y i n j e c t i o n o f a r a d i o -
opaque d y e ) . These ang iograms a r e u s e f u l f o r v a r i o u s 
c a r d i o l o g i c a p p l i c a t i o n s s i n c e t hey a l l o w o b s e r v a t i o n 
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of myocardial movement. The semantics used for th i s 
app l i ca t ion described the heart i n t e r i o r , chest cav i ty 
background and the dark frame border. No color was 
avai lab le here, and as a resu l t l i g h t i n t e n s i t y , pos i ­
t i o n and shape was the major recogni t ion t o o l s . In 
add i t ion the non-semantic region grower had to stop at 
a r e l a t i v e l y ear ly stage because of noise and lack of 
high contrast border. The number of regions on term­
ina t i on of the non-semantic region grower was two 
hundred. It is encouraging that the adjustment to the 
second domain was very easy. We hope that in the f u ­
ture a general and r i c h l i b r a r y of feature ext ract ing 
rout ines w i t h the capab i l i t y of working on many models 
w i l l be achieved. 

Shown below are i l l u s t r a t i o n s of the resu l ts of 
experiments. A l l p ic tures are taken from a graphics 
terminal w i t h gray leve l c a p a b i l i t i e s . There are s ix 
b i t s ava i lab le per image po in t . Five are used for 
d isp lay ing the o r i g i n a l p i c t u re , whi le the high order 
b i t is used for the overlay of d isp lay ing the boundary 
l i n e s . 

This is a prel iminary version of a general system 
for u t i l i z i n g decis ion theory in scene analys is . 
There are a number of ideas from both areas that have 
yet t" be t r i e d and many experiments yet to be run . 
However, there are already some add i t iona l considera­
t ions which should be mentioned. 

The most r e s t r i c t i v e assumption in the current 
program is assumption that the i n te rp re ta t i on of a 
region depends only upon adjacent regions. There are 
ways of se lec t i ve l y re lax ing th i s ru le so that oc­
cluded objects can be understood without having each 
region depend on a l l others. In f a c t , the en t i re 
approach w i l l stand or f a l l on the question of whether 
there is s u f f i c i e n t independence to al low for good 
performance wi thout p roh ib i t i ve ca lcu la t ion cost . 

The choice of loca l measurements around each 
point i s , of course, another c ruc ia l fac to r . The 
idea of r e l a t i v e l y coarse sampling al low us to apply 
more operators, inc lud ing ones l i k e Hueckel 's, or 14 ( 
texture f inders which inherent ly involve many pa in ts . 
There is the add i t i ona l important po ten t ia l for v a r i ­
able density sampling, possibly using planning in the 
manner of Ke l l y .15 

A more d i f f i c u l t task would be to e f f ec t i ve l y i n ­
corporate 3-D cons t ra in ts , as done so successful ly for 
blocks by, i . e . , Falk and Waltz ( t h i s would c a l l for 
the add i t ion of vertex proper t ies) .7,27 There are 
many possible refinements to the learning procedure, 
especia l ly on the question of what measurements are 
important . 
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(A-4) Resul t of merging regions down 
to 38 reg ions us ing weakest boundary 
f i r s t a lgo r i thm and non-semantics 
boundary s t reng th eva lua t ion . Note 
t ha t the top of the car ie melted 
i n t o the roads ide vegeta t ion . 

(A-2) The e f f e c t of reducing the 
number of reg ions to 40 using path 
c o n n e c t i v i t y a lgo r i thm (using more 
l i b e r a l th resho ld than our cur rent 
s topp ing t h resho ld ) . 

(A-5J Resu l t of attempt to reduce 
the number of reg ions to 28 wi thout 
us ing semantics ( me l t ing weakest 
boundary f i r s t non-semantic 
boundary s t r eng th e v a l u a t i o n } . 
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(A-G) Output of reg ion grower based 
on semant ics. (Mel t ing weakest 
bounQary f i r s t where boundary 
s t r e n g t h is computed using the 
semantic wor ld model). 

(A-7) F ina l grouping of regions 
based on the i n t e rp re ta t ion 
assigned to them by the worId 
model. Regions whose meaning was 
ass igned w i t h conf idence less than 
10 are not tnergable. They occur 
u s u a l l y on the rea l boundary 
between two reg ions . 

( B - l ) O r i g i n a l p i c t u r e . 
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(B-2) Output of the non-semantic 
weakest boundary meIted f i r s t 
reg i On grower. 

(B-3) Output of the semantic based 
r e g i o n grower 

(B-4) Resul t of grouping regions by 
t h e i r assigned meaning. Taking only 
reg ions which were assigned meaning 
w i th conf i dence over 18 to be 
niergable. 



(B-5! Grouping reg ions by t h e i r 
ass igned meaning, a l I regions 
cons idered mergable. 

( F - l ) L e f t v e n t r i c u I a r ang iogram. 
Output of the non-semantics weakest 
boundary f i r s t reg ion grower. The 
s topp ing c r i t e r i o n is to stop when 
the merger gets down to two hundred 
r e g i o n s . 

(F-2-3-4) I t e r a t i o n s of semantic 
r e g i o n grower. The reg ion grower 
used i s grouping of a l l adjacent 
r e g i o n s which are assigned the same 
meaning by the sequent ia l assignment 
procedure, before the f i r s t 
assignment w i t h low confidence level 
occurs . On each i t e r a t i o n the 
conf idence th resho ld is lowered. 

(F-S) F ina l output . The heart 
i n t e r i o r is the dark center , around 
it is the chest c a v i t y and on the two 
s ides there is the dark frame border. 
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