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A system called CENTAUR has been implemented to interpret data derived from pulmonary function tests 
using a knowledge representation that combines the advantages of both production rules and frames. The 
system uses a hypothesis-directed approach to problem solving, in which hypotheses are suggested by the 
Initial data, further Information is acquired, and then more specific hypotheses are selected. The hypotheses 
are represented as PROTOTYPES, frame-like data structures each of which characterizes some pulmonary 
disease. The prototypes guide the invocation of the production rules and focus the search for new 
information. Some of the advantages afforded by representing knowledge as both prototypes and rules are 
also presented. 

1 Introduction 
Much of Artificial Intelligence research has focused on 

determining the appropriate knowledge representations to use 
in order to achieve high performance from knowledge-based 
systems. The principal Artificial Intelligence theme being 
explored in this present research" is that there are many 
advantages to a system that uses both frame-like structures and 
production rules to perform problem-solving tasks in 
knowledge-intensive domains 

In order to test this theme, a knowledge representation was 
designed using a combination of frames and production rules. 
The frames are called Prototypes because they represent 
stereotypical situations which can be used as a basis for 
comparison to the actual situation given by the data.22 The 
domain chosen was that of pulmonary physiology. The task 
was to interpret a set of pulmonary function test results, 
producing a set of interpretation statements and a diagnosis of 
pulmonary disease In the patient. A system called CENTAUR 
has been written to perform this task using prototypes that 
characterize the typical features of each pulmonary disease. 
Each feature is called a Component of the prototype. 
Associated with each component are production rules used to 
infer a value for the component. These production rules are a 
form of procedural attachment with a constrained, stylized 
syntax that makes them easier to examine than general 
procedures. This constrained syntax leads to other advantages, 
such as ease of acquisition and modifiability as discussed in [2]. 
The prototypes focus the search for new information by 
guiding the invocation of the production rules and eliciting the 
most relevant information from the user. These prototypes are 
linked together in a network in which the links specify the 
relationships between the prototypes. 

This research developed out of the MYCIN project [5], 
which uses a knowledge base of production rules to perform 
infectious disease consultations. Initially, a MYCIN-like 
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" The term prototype has been given the same meaning by 
other researchers, for example in KRL [I], a prototype is a 
special kind of unit representing a hypothetical individual that 
Is the typical member of a class. 

production rule system called PUFF [4] was written to perform 
pulmonary function test interpretations. Problems with the 
production rule formalism In PUFF and similar rule-based 
systems, such as a need to focus the search for new information 
and the desire to represent characteristic patterns of disease, 
motivated the creation of a prototype-directed system. 

2 The CENTAUR System 
CENTAUR produces an interpretation of data and a 

pulmonary diagnosis based on a set of pulmonary function test 
results. The inputs to the system are the pulmonary function 
test results and a set of patient data including the patient's 
name, sex, age, and a referral diagnosis. The output consists of 
both a set of interpretation statements that serve to explain or 
comment on the pulmonary function test results and a final 
diagnosis of pulmonary disease in the patient. 

CENTAUR uses a hypothesis-directed approach to 
problem solving where the possible hypotheses are represented 
by the prototypes. The goal of the system Is to confirm some of 
the prototypes as matching the data in an actual case. The 
final set of confirmed prototypes is the system's solution for 
classifying the data in that case. The prototypes represent the 
various pulmonary diseases, their degrees and subtypes, with 
the result that the set of confirmed prototypes represents the 
diagnosis of pulmonary disease in the patient. 

In the example below, the prototype representing a 
pulmonary function consultation itself, the P U L M O N A R Y -
DIS EASE prototype, has been selected as the initial Current 
Prototype, the system's best hypothesis about how to classify 
the data in the case. The Initial data is requested and the user 
responses (preceded by a double asterisk * * ) are recorded. Data 
entered in the system suggests or "triggers" disease prototypes. 
The triggered prototypes are placed on a Hypothesis List and 
ordered according to how closely they match the data. The 
system attempts to fi l l in values for the components of the 
current prototype, which may cause rules to be invoked; or, if 
no rules are associated with the component, the system will ask 
the user for the value When all of the prototype components 
have values, a decision is made by the system as to whether the 
given data values match those expected for the prototype. 
Another prototype is then selected as the Current Prototype, 
and the process repeats. The system moves through the 
prototype network confirming or disproving indicated disease 
prototypes. Matching data and prototypes continues until each 
piece of data has been accounted for by some confirmed 
prototype or until the system has concluded that it cannot 
account for any more of the data. 



3 CENTAUR Example 
The following is an example of an interpretation of a set of 
pulmonary function test results for one pulmonary patient. 
Comments are in italics. 

*CENTAUR* 14-Jan-79 13:54:07 

PATIENT-7 
1) Pa t i en t ' s ident i fy ing number: ** 7446 
Z) r e f e r r a l diagnosis: ** ASTHMA 
3) FEV1/FVC r a t i o : ** 40 

[Tr igger for OAD and CM 900] 
(Prototype OAD Is Metered by the value 40 for the FEVIIFVC 
ratio. The Certainty Measure (CM) indicates on a numerical 
scale the degree of certainty with which the prototype is indicated 
by the data.) 

4) TIC observed/predicted: •* 139 
5) FVC/FVC-predicted: ** 81 

[Tr igger for NORMAL and CM 500] 
(The questioning continues and other prototypes are triggered by 
the data values.) 

• • ■ 

MoreSpecific Prototypes chosen: NORMAL OAD 
(Although there are five possible, more specific disease prototypes 
for the PULMONARY-DISEASE prototype, only the two that 
were triggered by the initial data are selected as possibilities to 
pursue. These prototypes are filled in with the data values that 
are already known in the case.) 

!Surpr ise Value! 261 for RV in NORMAL, CM: 700 
!Surpr ise Value! 139 for TLC 1n NORMAL, CM: 400 
• • • 

(Any data values that are not consistent with the values expected 
for that disease prototype are noted as Surprise Values, and the 
CM for that prototype is lowered. Two of the data values that 
are not consistent with the NORMAL pulmonary function 
prototype are shown here.) 

Hypothesis L is t : (OAO 990) (NORMAL -699) 
(The Hypothesis List of triggered prototypes is then ordered 
according to the CM of the prototypes and a new Current 
Prototype, OAD, is chosen.) 

Components of OAO to trace: F25 D-RV/TLC 
(In order to instantiate the OAD prototype, two more components 
must have values. These are then asked of the user if there are 
no rules that can be used to deduce their values. The OAD 
prototype is confirmed as matching the data in this case. Control 
information associated with the prototype specifies that the 
Degree of OAD should be determined next, followed by the 
Subtype of OAD.) 

Confirmed: ASTHMA SEVERE-OAO OAO 
(Eventually SEVERE-OAD and ASTHMA are also confirmed. 
Data values that can be accounted for by one of the confirmed 
prototypes are marked. If there are data values remaining that 
cannot be accounted for by the confirmed prototypes, the system 
will attempt to determine if there are multiple diseases in the 
patient. Refinement Rules associated with the confirmed 
prototypes are executed to further refine the diagnosis and 
conclusions which are then printed.) 

Conclusions: 
Smoking probably exacerbates the severi ty 

of the pa t i en t ' s airway obstruct ion. 
Good response to bronchodilators 1s consistent 

w i th an asthmatic condi t ion. 
• • t 

Pulmonary Function Diagnosis: 
Severe Obstruct ive Airways Disease. 
Asthmatic type. 

4 Prototypes and Components 
Following frame terminology, each prototype contains 

SLOTS of information associated with it. One of these is the 
slot COMPONENTS that lists the substantive characteristics 
of the prototype. Each component may, in turn, have slots of 
information associated with it In the OAD prototype in 
Figure 4.1, there are components for many of the pulmonary 
function tests that are useful in characterizing a patient with 
OAD For example, the TOTAL LUNG CAPACITY of a 
patient with OAD is typically higher than that of a person 
with normal pulmonary function. Thus there is a component, 
T O T A L LUNG CAPACITY, with a range of PLAUSIBLE 
VALUES that are characteristic of a person with OAD. 

Some control information is represented explicitly in slots 
associated with the prototype. These slots contain a set of one 
or more clauses that express some action to be taken by the 
system in order to instantiate the prototype (CONTROL slot), 
upon confirmation of the prototype (IF-CONFIRMED slot), in 
the event that a prototype is disproved (IF-DISPROVED slot), 
and in a clean-up stage after the system processing has been 
completed (ACTION slot). 

PROTOTYPE Obstructive Airways Disease 

GENERAL SLOTS Author: Aikins 
—Bookkeeping Information Date: 27-OCT-78 

Source: Dr. Fallat 
—Pointers to other Pointers: 

prototypes (degree MILD-OAD)... 
(link prototype) (subtype ASTHMA)... 

—English phrases Hypothesis: There is an 
interpretation of OAD." 

CONTROL SLOTS If-Confirmed: 
Control Deduce degree of OAD 
If-Confirmed Deduce subtype of OAD 
If-Disproved Action: 
Action Deduce OAD findings 

Print OAD findings 

COMPONENTS TOTAL LUNG CAPACITY 
Plausible Values Plausible Values: > 100 
Default Value Importance: 4 
Possible Error Values 
Rules REVERSIBILITY 
Importance of value Rules: 19, 21, 22, 25 
to this prototype Importance: 1 

FIGURE.4.1 A sample prototype with possible slots on 
the left and values for OAD on the right. 

4.1 Production Rules 
The CENTAUR knowledge base also includes sets of 

production rules. Many of the production rules are classified as 
INFERENCE RULES, rules used to infer information in the 
domain. They refer to values for components in their premise 
clauses and make conclusions about values of components in 
their action clauses. An example of one of the Inference Rules 
is given in Figure 4.2. The RULES slot associated with a 
component contains a list of all Inference Rules that make a 
conclusion about that component. These may be applied when 
a value is needed for the component. 



I f : 1) A: The mmf/mmf-pred 1$ less than 20, and 
B: The f v c / f v c - p r e d 1s g rea te r than 80, or 

2) A: The mmf/mmf-pred 1s less than 15, and 
B: The f v c / f v c - p r e d 1s less than 80 

Then: 1) There 1s ev idonce t h a t the degree 
of OAD is severe, and 

Z) One of the OAD f i n d i n g s 1s: 
Low m i d - e x p 1 r a t o r y f l o w 1s c o n s i s t e n t 
w i t h severe a i rway o b s t r u c t i o n . 

F I C U R E 4 2 A Sample Production Rule-English Version 

5 Control Structure 
The control information used by CENTAUR is contained 

either in slots associated with the individual prototypes or in a 
simple interpreter. Control strategies specific to an Individual 
prototype are represented in slots associated with that prototype, 
with more general system control being expressed in the 
interpreter. 

The control structure can be broken into three stages: a 
hypothesis-formation stage in which data values are acquired 
and an attempt is made to match prototypes to data, resulting 
in a list of confirmed prototypes; a refinement stage in which a 
set of REFINEMENT RULES are applied to the list of 
confirmed prototypes to "debug" this list and further refine the 
recommendations that will be made; and a final "clean-up" 
stage in which, for example, findings associated with the 
prototype are printed. 

6 Advantages of the Prototype-Directed Approach 
The use of this approach for the pulmonary function 

interpretation task, as compared to the purely rule-based 
approach used in PUFF, results in two categories of 
advantages: those dealing with the knowledge base 
representation Itself and those dealing with the system's 
reasoning and performance. Advantages in knowledge 
representation occur partly because some knowledge previously 
represented in rules is now represented more clearly in 
prototypes. For example, the prototypes explicitly represent 
control information formerly represented In the PUFF inference 
rules. In the PUFF system, there are rules whose purpose it is 
to guide computation by controlling the invocation of other 
rules. This feature can be very confusing to the medical 
experts since they do not know which rules are those intended 
to represent descriptive medical expertise and which rules are 
those serving a necessary computational function. New 
knowledge is also being represented in prototypes; for example, 
plausible ranges of values for each of the pulmonary function 
tests for each disease can be listed, as well as the relative 
importance of each measurement in a particular disease 
prototype. Advantages in system reasoning and performance, 
that is, the questions that are asked and the order in which 
Information is acquired, include the following: 

(A) Consultation flow more closely follows physician's 
reasoning. The process of medical problem solving has been 
discussed by many researchers (e.g., [3]) and it is widely felt that 
a sequence of suggesting hypotheses, acquiring further 
information, and then revising the hypotheses, as is used in 
CENTAUR, is, in fact, the problem-solving process used by 
most physicians. Thus CENTAUR offers increased conceptual 
clarity, in that the user can understand what the program is 
doing, and this factor leads to other advantages, for example, 
the system can offer the user a more intelligible explanation of 
its performance during the consultation. 

(B) Questions are asked in a reasonable order. In a rule-
based system such as PUFF, questions are asked of the user as 
rules are invoked containing clauses referring to information 
not yet known. The expert can control the order in which the 
questions are asked only by writing rules to enforce some order. 
As has been discussed, this procedure results in a potentially 
confusing rule base where some rules guide computation. In 
the prototype-directed system, the expert can specify the order 
in which information is acquired for each prototype in the 
control slot. 

(C) Only relevant questions are asked. Another advantage 
of CENTAUR over PUFF is that only those hypotheses 
suggested by the initial data are explored. For example, if the 
Total Lung Capacity (TLC) for the patient is 70, then 
CENTAUR would begin exploring the possibility of Restrictive 
Lung Disease (RLD) because a low TLC would trigger the 
RLD prototype. (A low TLC is consistent with a hypothesis of 
RLD; a high TLC is consistent with OAD.) In the PUFr 
program, the first disease tried is always OAD, so the PUFF 
program would begin asking questions dealing with OAD. 
These questions would seem irrelevant considering the data, 
and, Indeed, if there were no data to indicate OAD, such 
questions would not be asked by CENTAUR. 

7 Summary 
CENTAUR was designed in response to problems that 

occurred while using a purely rule-based system. By changing 
the knowledge representation to include prototypes as well as 
production rules, new knowledge was represented. Further, 
knowledge that had been represented rather awkwardly In rules 
was represented more clearly in prototypes. The production 
rules were retained as a stylized form of procedural attachment 
that could be easily examined or modified. By altering the 
control structure so that a best-fit matching process of 
prototypes to data produced a current best hypothesis to guide 
further search, a more focused consultation resulted which more 
closely followed the way physicians reason. Control knowledge 
was explicitly labeled and made prototype-specific so that 
control of the consultation was adapted to the current best 
hypothesis. In summary, the prototype-directed system 
achieved better reasoning and performance than the rule-based 
system. In addition, although representing knowledge in 
production rules alone did not seem adequate for this task, the 
ability to represent knowledge In prototypes as well did provide 
the needed flexibility. 
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A learning system (LS/0) is designed and implemented on a computer. The LS/0 exchanges 
information wi th i t s environment through three kinds of message s t r i ngs . Given a question 
s t r i n g , the LS/0 produces the response s t r i n g , then the answer s t r i n g is shown to the LS/0 
as the correct response s t r i n g . The LS/0 i te ra tes such in teract ions i n f i n i t e l y . The most 
important feature of the LS/0 is that it t r i e s to produce the correct response to the 
unexperienced questions. To do t h i s , the LS/0 organizes the previously acquired informat ion 
and generates the hypothesis or the knowledge s t ruc tu re . When the response f a i l s to meet 
the answer, the LS/0 renews the hypothesis or reorganizes the knowledge st ructure to ex­
p la in the answer. In the LS/0, the network- l ike s t ructure ca l led labe l net plays an impor­
tant ro le to represent the knowledge s t ruc tu re . 

1. INTRODUCTION 

The induct ive process must Ue rea l ized by the 
learning system so that it can improve the 
hypothesis or the knowledge s t ructure as it 
acquires the new instances from the envi ron­
ment. The t o t a l informat ion that the learning 
system must store increases qui te rap id ly in 
the course of the learning process, and the 
in te l l i gence of the system depends mostly upon 
the knowledge s t ructure which is constructed 
from th is large and unorganized set of i n f o r ­
mation. The problem to be solved in the design 
of the learning system i s , therefore, how to 
construct the representat ion space, the set of 
possible knowledge s t ruc tu res , and how to 

real ize the 
algori thm to 
create,reorga­
nize and u t i ­
l i z e the know­
ledge s t ruc ­
tu re . In order 
to solve th is 
problem, the 
learning sys­
tem LS/0 i s 
designed and 
implemented on 
a computer. 
The aim of 
t h i s paper is 
to expla in the 
ou t l ine of the 

1 
2 
3 
4 
5 
6 
7 
8 

QUESTION 

DOG-? 
CAT-? 
LION-? 
L(12,4)-? 
L(34,45)-? 
L(876,6)«? 
R(34,67)-? 
WHATISCAT 

ANSWER 

DOG-DOG 
CAT-CAT 
LION-LION 
12 
34 
876 
67 
ITISANIMAL 

F ig . 1 An environment EV1 

LS/0. The de ta i l s of the LS/0 and the basic 
theory of the learning systems w i l l be reported 
in the subsequent papers. 

2. THE LEARNING SITUATION 

We sha l l consider the sequence of quest ion-
answer pa i rs . This is ca l led an environment (EV). 

EV - [ (Qv,A 1 ) , (Q 2 ,A 2 ) , (Q 3 ,A 3 ) , . . . . ] 
where Qt and At are s t r ings on the alphabet E, 
the set of alphanumeric characters except " # " , 
and are ca l led the question and the answer, 
respect ive ly . F ig . 1 shows a t y p i c a l example of 
the environment. We s h a l l denote the environment 
by EV1 he re ina f te r . 

The i n te rac t i on is an informat ion exchange be t ­
ween the learning system and the environment. 
It consists of three phases: Q, R and A. In the 
phase Q, the environment gives a question s t r i n g 
Qt to the system. In the phase R, the system 
must reply a response s t r i n g R t to the question 
Q t . In the phase A, the environment shows the 
system an answer s t r i n g At as the correct resp-
once to the question Qt. An i n te rac t i on at time 
t can be represented by (Q t , R t , A t ). 

The system i n f i n i t e l y i t e ra tes the in te rac t ions 
w i th the environment. The i n f i n i t e sequence of 
in te rac t ions is ca l led the question-response-
answer process (Q-R-A process) or the learning 
process (LP). 

L P - [ ( Q l , R l , A 1 ) , ( Q 2 , R 2 , A 2 ) , ( Q 3 , R 3 , A 3 ) , . . . ] 
F ig . 2 shows an example of the learning process, 



which is the sequence of i n t e r a c t i o n s 
the LS/0 and the EV1, and is c a l l e d LP1 
a f t e r . 

between 
h e r e i n -

The i n t e r a c t i o n is s a i d to be success fu l when 
the response and the answer s t r i n g s are the 
same. The system is eva luated by the ra te of 
success fu l i n t e r a c t i o n s in the Q-R-A process. 

3. THE LEARNING SYSTEM 

A system which operates under the s i t u a t i o n 
descr ibed in sec t i on 2 i s designed in t h i s 
paper. This is c a l l e d LS/0 and is implemented on 
a computer as a FORTRAN program. The system LS/0 
is composed of three e lements: the execut ion 
element, the l e a r n i n g element and the memory 
element. The execut ion element rece ives a ques­
t i o n s t r i n g and generates a response s t r i n g by 
u t i l i z i n g the knowledge acqui red so f a r in the 
memory element. The l e a r n i n g element makes spec­
i f i c changes in the knowledge in the memory 
element to improve the f u t u r e responses. The 
memory element s to res the learned knowledge, 
which is o f t en c a l l e d the s t a t e o f the system. 

The learned knowledge in the memory element of 
the LS/0 is main ly represented by the network-
l i k e s t r u c t u r e c a l l e d the l a b e l ne t . The exam­
ples of the l a b e l net is shown in F i g . 3 ( l ) - ( 8 ) 
The l a b e l net is reviewd b r i e f l y in what 
f o l l o w s . The d e t a i l s were repor ted in [ 1 ] . The 
l a b e l net can represent much wider v a r i e t y of 
s t r u c t u r e s than the F i g . 3 shows. 

The l a b e l net cons is ts of f i n i t e v e r t i c e s and 
f i n i t e l a b e l s . Each v e r t e x corresponds to a set 
of s t r i n g s and each l a b e l represents the r e l a ­
t i o n between the set o f s t r i n g s . S t r i c t l y speak­
i n g , the l a b e l net is a set o f equat ions w i t h 
the v a r i a b l e s o f sets o f s t r i n g s . 

The meaning of the l a b e l net is w e l l exp la ined 
by the f o l l o w i n g example. The l a b e l between VI 
and V2 in F i g . 3 (4) means tha t the set of VI 
conta ins the s t r i n g "a=?#a=a" i f the se t of V2 
conta ins the s t r i n g " a " . The two labe ls p o i n t i n g 
toward V2 in F i g . 3 (4) means tha t the set of V2 
conta ins "DOG" and "CAT". These r e l a t i o n s de te r ­
mine the set of V I , S(V1), and the set of V2, 
S(V2). 

S(V1) - { DOG-?//DOG-DOG, CAT-?//CAT-CAT } 
S(V2) - { DOG, CAT } 

The knowledge s t o r e d i n t h e l a b l e n e t i s u t i l i z ­
ed d u r i n g the course o f t he l e a r n i n g p rocess 
th rough the v e r t e x V I . when t h e r e e x i s t s a 

s t r i n g " a # B " i n the s e t o f V I , t h e s t r u c t u r e 
i m p l i e s t h a t the s t r i n g " 3 " may b e t he c o r r e c t 
response t o the q u e s t i o n s t r i n g " a " . 

4. THE LEARNING PROCESS OF THE LS/0 

I n o r d e r t o show how t h e LS/0 i n t e r a c t s w i t h the 
env i ronmen t and how t t improves i t s knowledge 
s t r u c t u r e , t he l e a r n i n g p rocess LP 1 i n F i g . 2 
and the s t a t e change o f t he LS/0 d u r i n g t he 
l e a r n i n g p rocess a re d e s c r i b e d i n t he f o l l o w i n g . 

The system LS/0 s t a r t s w i t h the i n i t i a l s t a t e 
shown i n F i g . 3 ( 1 ) . 
(1-Q) DOG*? 
The f i r s t quest ion is g iven to the LS/0 by the 
EV1. The quest ion is "DOG-?". 
(1-R).............??? 

The s t a t e (1 ) i n F i g . 3 i n d i c a t e s the LS/0 has 
no knowledge on t h e EV 1 . The LS/0 was des igned 
t o r e p l y " ? ? ? " when i t f a i l s t o f i n d any s t r i n g s 
t o t he g i v e n q u e s t i o n . 
(1-A) DOG-DOG 
The s t r i n g "DOG-DOG" is g i v e n to the LS/0 as the 
answer. A f t e r t h i s i n t e r a c t i o n , t h e LS/0 changes 
the s t a t e f rom (1 ) t o (2 ) i n F i g . 3 . The s t a t e 
(2) means t h a t "DOG-DOG" is the c o r r e c t response 
t o "DOG-?" . 
(2-Q) CAT-? 
(2-R) ??? 
The clue which the LS/0 has at t h i s p o i n t is 
only the knowledge ( 2 ) . The LS/0 r e p l i e s "???" 
aga in . 
(2-A) CAT-CAT 
The i n t e r a c t i o n at time 2 causes the s t a t e 
change from (2) to ( 3 ) . The s t r u c t u r e (3) s to res 
i n f o rma t i on gained from the i n t e r a c t i o n s a t 
t ime 1 and 2 sepa ra te l y . The l e a r n i n g element of 
the LS/0 f u r t h e r t r i e s to organize the s t r u c t u r e 
and gains the s t a t e ( 4 ) . The v e r t e x V2 was newly 
generated. The l e a r n i n g element assumes that the 
set of V2 might be equal to the set £ * , the set 
o f a l l s t r i n g s o f any length I n c l u d i n g zero 



length one. This changes the state from (4) to 
(5 ) . 
(3-Q) LION-? 
(3-R) LION-LION 
The state (5) enables the LS/O to reply the s t ­
r i ng "LION-LION". 
(3-A) LION-LION 
The response is found to be correct . The state 
changes to (6) . 
(4-Q) L(12,4)=? 
(4-R) L(12,4)-L(12,4) 
This response is generated by the execution 
element u t i l i z i n g the s t ructure ( 6 ) . 
(4-A) 12 
The answer s t r i n g at time 4 shows the correct 
response is not "L (12 ,4) -L (12 ,4) " but "12" . The 
LS/O stores t h i s in format ion in (7 ) . 
(5-Q) L(34,45)=? 
(5-R) L(34,45)=L(34,45) 
(5-A) 34 
Af ter s to r ing the new informat ion to (7) by 
adding the labels "L(34,45) '?#34" and 
"L(34,45)" to VI and V4, respect ive ly , the LS/O 
t r i e s to reorganize i t and constructs the 
s t ructure ( 8 ) . 
(6-Q) L(876,6)-? 

(6-R) 876 
The LS/O u t i l i z e s the s t ructure (8) and 
generates the response "876". 
(6-A) 876 
This in te rac t ion is found to be successful . 
The information gained at time 6 is stored 
by adding the same label "876#6" to both V5 
and V6. 
(7-Q) R(34,67)«? 
(7-R) R(34,67)=R(34,67) 
(7-A) 67 
The answer s t r i n g of the EV1 again forces 
the LS/O to reorganize i t s knowledge s t ruc ­
tu re . The learning process between the LS/O 
and the EV1 continues i n f i n i t e l y in t h i s 
manner. 
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We have studied some fundamental problems on the way of understanding co lor 
ocular fundus images by computer. They are the ex t rac t i on of blood vessels 
from the r e t i n a l background and labe l ing them a r t e r i e s and ve ins . We analyze 
the chromatic cha rac te r i s t i c s of co lor ocular fundus images to get the s igna l 
l e v e l knowledge on them which is used in the stages of ex t rac t i ng blood vessels 
and most r e l i a b l e l abe l ing of i n i t i a l l i n e segments. We propose a dynamic 
threshold se lec t i on scheme fo r b i n a r i z a t i o n of gray images that have an amount 
of shadings or uneveness of gray values. In the l abe l i ng stage we use a 
de te rm in i s t i c procedure which takes i n t o account the phys ica l l e v e l knowledge 
on blood vessels . Some other methods are also discussed. 

1. INTRODUCTION 

Color ocular fundus images are used in 
the mass diagnosis of adu l t diseases such as 
hypertension and d iabetes. Since the photo­
graphing system of them is simple and cheap, 
if the automatic understanding system of them 
is r e a l i z e d , the mass hea l th management by 
them together w i t h chest X-ray images w i l l be 
much more popular ized. There are a few exam­
ples of computer analys is of ocular fundus 
images [ 1 ] , [ 2 ] , [ 3 ] , [ A ] , [ 5 ] . 

For co lor ocular fundus photographs, as 
f a r as we know, there has been only one exam­
p le o f computer ana lys is . I t i s the pa t te rn 
recogn i t i on of co lor fundus images by Yokouchi 
e t a l . [ A ] , [ 5 ] , They inves t iga ted the poss i ­
b i l i t y o f automatic diagnosis o f ar ter io-venous 
crossing phenomena. But t h e i r method is i n t e r ­
ac t i ve in the sense that they ind ica te the 
cross po in ts manually before the computer 
ana lys is . The change of venous ca l i be r before 
and a f t e r i t s crossing was measured along i t s 
course and the minimum value of each normalized 
ca l i be r measurement was u t i l i z e d to grade the 
crossing s igns . The researches mentioned 
above stay in the phase of ana lys is . The ob­
j e c t i v e of our research is the understanding 
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of co lor ocular fundus images by computer, which 
is i nev i t ab le fo r the automatic mass diagnosis 
of hypertension and d iabetes. The theme in 
t h i s paper is to locate blood vessels and iden­
t i f y a r t e r i e s and vains au tomat ica l l y . This 
process is fundamental fo r the analyses of not 
only ar ter io-venous crossing phenomena but a lso 
other symptoms of adu l t diseases [ 9 ] . 

We have to make c lear the leve ls of knowl­
edge [10] that can be used in each stage of the 
process. 

For the f i r s t step we analyze the chromatic 
c h a r a c t e r i s t i c s of color ocular fundus images. 
We get the s igna l l e v e l knowledge on them which 
is u t i l i z e d in the stages of ex t rac t i ng blood 
vessels and most r e l i a b l e l abe l i ng of i n i t i a l 
l i n e segments. 

We propose a dynamic threshold ing scheme 
fo r the e x t r a c t i o n o f blood vessels . I t i s 
very e f f e c t i v e against images which have shad­
ings or unevenness of l i g h t i n t e n s i t i e s . 
Th i rd l y a de te rm in i s t i c l abe l i ng a lgor i thm of 
blood vessels is proposed in which the phys ica l 
l e v e l knowledge on them is implemented. The 
lab les of some vessel segments from which the 
l abe l i ng s t a r t s are determined by the s igna l 
l e v e l knowledge and some p o s i t i o n a l con­
s t r a i n t s . 



2. CHARACTERISTICS OF COLOR FUNDUS IMAGES 

The f i r s t step of understanding color 
ocular fundus images is the analys is of t h e i r 
photographic and chromatic p rope r t i es . They 
are taken on the 35 mm color reversa l f i lms by 
the fundus camera. I t requi res some s k i l l to 
take the fundus photos of good q u a l i t y . Since 
the s ta te o f fundus is i n d i v i d u a l l y d i f f e r e n t , 
they have some v a r i a t i o n of co lor tone. More 
s p e c i f i c a l l y , there are two main causes of the 
v a r i a t i o n — t h e photographic system and the 
i n d i v i d u a l . The former involves the spec t ra l 
cha rac te r i s t i c s o f co lor f i l m s , the cond i t i on 
of photo processing, the o p t i c a l property of 
the fundus camera and the amount of l i g h t . It 
is comparatively easy to prescr ibe these con­
d i t i o n s and they do not have so much in f luence 
on changing co lor tone. The l a t t e r comes from 
the age, the s ize of p u p i l and other cond i t ions 
of a person [1] . It changes co lor tone of 
photos remarkably. Therefore, i t i s very im­
por tant to se lect parameters that are not 
in f luenced by each photograph, in other words 
we should use r e l a t i v e (not absolute) co lor 
i n fo rmat ion . 

2 - 1 . D i g i t i z a t i o n of F i lm Images 

In our experiment we used a high-speed 
drum scanner which had the Wratten No.25, No. 
47B, and No.58 f i l t e r s f o r t r i c o l o r decomposi­
t i o n . The photo densi ty was quantized to 256 
l e v e l s . 

The co lor fundus images on f i l m s were 
scanned by the drum scanner w i t h the sampling 
p i t c h of 50 urn, and d i g i t i z e d to 255 x 256 
p i xe l s ( i . e . 12.8mm x 12.8mm on f i l m ) . 

2-2. Chromatic Analys is of D i g i t i z e d 
Fundus Images 

A fundus image consis ts of four p o r t i o n s ; 
Ret ina, Disc, A r t e r y , and Vein. We p l o t t e d 
the chromatic in fo rmat ion of the d i g i t i z e d 
data in the sample areas of each p o r t i o n onto 
the UCS co lor coordinate system (u , v, V) . 

The d i s t r i b u t i o n in u-v plane shows that 
i t is p a r a l l e l to the u -ax is , which means the 
chromatic in format ion of t h i s sample fundus 
image is approximately represented by the u-
coord inate . Furthermore the d i s t r i b u t i o n of 
r e t i n a is roughly separated from that of blood 
vesse ls . But the d i s t r i b u t i o n s of a r te ry and 
ve in can ' t be d i s t i ngu ished . 

From the d i s t r i b u t i o n of those data in 
V-u coordinates we see that a r t e r i e s cant' be 

completely separated from veins also in t h i s 
case. 

Cer ta in ly some confirmed a r te ry or ve in 
p i xe l s are determined by (u , v, V) va lues. 

The analys is t e l l s us that the l abe l i ng of 
blood vessels requi res not only s igna l l e v e l 
knowledge mentioned above, but a lso phys ica l 
l e v e l knowledge which w i l l be introduced in 
sect ion 4. 

3. A DYNAMIC THRESHOLD SELECTION 
FOR EXTRACTING BLOOD VESSELS 

The ex t rac t i on or d i s t i n c t i o n of blood 
vessels from the r e t i n a l background is a m i l e ­
stone of understanding fundus images. 

Color ocular fundus images conta in an 
amount of shading or unevenness of l i g h t i n t e n ­
s i t y . So the ord inary g loba l threshold se lec­
t i o n methods f a i l to ex t rac t blood vesse ls . 
Dynamic threshold se lec t i on schemes are des i r a ­
b le in such circumstances. Chow and Kaneko's 
method [6] is a well-known one which has been 
appl ied to the ex t rac t i on of blood vessels in 
f luorescence fundus images w i th some mod i f i ca ­
t i o n by some researchers [3] w i t h f a i r l y good 
r e s u l t s . 

The contrasts of f luorescence fundus images 
are much higher than those of co lor fundus 
images. The shortcomings of t h i s method when 
appl ied to the ex t rac t i on of low cont rast blood 
vessels are as f o l l ows . The thresholds of a l l 
subimages cannot necessar i ly be obtained and 
the d i s t r i b u t i o n of them is non-uniform in the 
image because of the i r r e g u l a r pa t te rn of blood 
vessels. Therefore, the er ro r of i n t e r p o l a t i n g 
the threshold at each p i x e l is o f ten bigger 
than the contrast between blood vessels and the 
r e t i n a l background, r e s u l t i n g in noisy b inary 
images. We abandoned apply ing Chow and Kaneko's 
method to color fundus images because of t h e i r 
low cont rasts and unevenness of l i g h t i n t e n s i t y . 
We have developed our own method. 

3 - 1 . A Dynamic Threshold Select ion Scheme 

The gray image is s p l i t t e d i n t o a set of 
blocks (subimages) as in the case of Chow and 
Kaneko's method to e l im ina te the in f luence of 
shading. In each block i t is examined whether 
the boundary of blood vessels and the background 
is included or not by tak ing the d e r i v a t i v e and 
b i n a r i z i n g i t w i t h va r i ab le thresho lds . When 
boundaries are detected in a b lock , the h i s t r o -
gram of p i x e l s only around boundaries is made 
to determine the threshold fo r t h i s b lock . I f 
a block does not inc lude any boundary, It is 



c l a s s i f i e d i n t o the background. The s ize of a 
block which is given in advance is large enough 
to contain f u l l w id th of a ve in or an a r t e r y . 
The f low of t h i s scheme is the f o l l o w i n g . 

(1) S p l i t the image i n to N b locks. For 
each b lock , do the next steps. 

(2) Apply the Laplacian operator to the 
b lock. The resu l t w i l l be ca l led the 
Laplacian subimage. 

(3) B inar ize the Laplacian subimage by 
vary ing the threshold and check 
whether there is a connected compo­
nent whose s ize s a t i s f i e s some con­
d i t i o n s . I f not , then set the f l a g 
of t h i s block to 0 represent ing that 
i t belongs to the background. I f i t 
e x i s t s , the f l a g is set to 1 showing 
that t h i s block includes some par ts 
of vessels . 

(4) For each block whose f l a g is equal to 
1, the histogram of p i xe l s only around 
boundaries is made to determine the 
threshold by Otsu's method [7] and 
the block is b ina r i zed . In the b inary 
block the s ize of each connected com­
ponent is measured and i f i t is less 
than a given va lue, the component is 
e l iminated as a noise. 

We should add some words on step ( 3 ) . 
When the Laplacian sublmage is b ina r i zed , the 
threshold is decremented f i r s t from the given 
upper value, u n t i l the s ize of maximum connected 
component s a t i s f i e s a c e r t a i n cond i t i on . I f 
any l i n e segment which corresponds to a par t of 
a boundary e x i s t s , then the threshold is i n ­
cremented next from the given lower value u n t i l 
the s ize of maximum connected component s a t i s ­
f i e s another cond i t i on . This procedure is im­
por tant in order not to miss low contrast 
boundaries which also ex i s t in the b lock. 

For the condi t ions mentioned above we can 
set some cons t ra in ts on the s ize and the shape 
of the ext racted boundary in the subimage. 

f o l l ows . 

( i ) 

A. LABELING BLOOD VESSELS 

The second stage of fundus image under­
standing is the l abe l i ng of blood vessels. 
There are two k ind of vessels ; a r t e r i e s and 
ve ins . Our aim here is to locate them, which 
leads to the de tec t ion of crossing po in ts and 
to the measurement of ar ter io-venous crossing 
phenomena such as taper ing , banking, Salus' 
s ign , S-shaped bend and para l le l -Gunn [ 9 ] . 

The phys ica l l e v e l knowledge on blood 
vessels that can be used at t h i s stage is as 

( i i ) 

A r t e r i e s (Veins) do not i n te rsec t 
each o ther . In other words a r t e r i e s 
(veins) i n te rsec t only veins (a r ­
t e r i e s ) . 
A r t e r i e s (Veins) branch o f f only from 
a r t e r i e s ( ve i ns ) . 

In order to use t h i s knowledge p o s i t i v e l y 
we have adopted the f o l l ow ing procedure fo r 
l oca t i ng a r t e r i e s and ve ins . 

(1) Make the thinned image from the b inary 
vessel image. 

(2) Detect c h a r a c t e r i s t i c po in ts in the 
thinned image and make the l i n e 
segments l i s t . 

(3) Label each l i n e segment, namely 
determine whether i t is a par t of an 
a r t e r y or a ve i n . 

4 - 1 . Skeleton Pat terns of Binary Blood Vessels 

The s ta te of blood vessels such as branch­
i n g , crossing and meandering is simply rep re ­
sented by that of t h e i r medial axises or 
skeletons. The d i r e c t r esu l t s of th inn ing 
binary blood vessel images contain small 
c i r c l e s , i so la ted po in ts and p r i c k l e s that act 
as noises. We f i r s t e l im ina te them and s t a r t 
w i t h thinned images. In order to analyze blood 
vessel networks we detect c h a r a c t e r i s t i c po in ts 
and l i s t up l i n e segments. We def ine three 
kinds of c h a r a c t e r i s t i c po in t s : end p o i n t , 
branch po in t and cross p o i n t . A l i n e segment 
is def ined as a segment of medial ax is whose 
head and t a i l are c h a r a c t e r i s t i c p o i n t s . 
Therefore, there are nine s i t u a t i o n s of a l i n e 
segment. Several parameters on a character ­
i s t i c po in t and a l i n e segment are measured and 
are w r i t t e n i n t o the c h a r a c t e r i s t i c po in ts l i s t 
(CP-LIST) and the l i n e segments l i s t (LS-LIST), 
respec t i ve l y . These l i s t s are very use fu l to 
ac t i va te the phys ica l l e v e l knowledge mentioned 
above. 

* Charac te r i s t i c Points L i s t (CP-LIST) 

I t inc ludes several parameters of each 
c h a r a c t e r i s t i c p o i n t . They are the (x , y) co­
o rd ina te , the c h a r a c t e r i s t i c index which rep re ­
sents whether the po in t is an end P t . or a 
branch P t . or a cross P t . , the numbers of the 
l i n e segments which meet at t h i s p o i n t , and so 
f o r t h . 



L ine Segments L i s t (LS-LIST) l i n e segment I , the next s teps a re t aken . 

The parameters of each l i n e segment in the 
LS-LIST are the c h a r a c t e r i s t i c p o i n t numbers o f 
the head P t . and the t a i l P t . , the l e n g t h , the 
d i r e c t i o n s o f t h i s l i n e segment a t the head P t . 
and the t a i l P t . , the cha in code and o t h e r s . 

4 - 2 . Labe l i ng A l g o r i t h m 

The goa l o f l a b e l i n g i s to dec ide t ha t 
each l i n e segment belongs to an a r t e r y or a 
v e i n o r the r e t i n a l background. The l a b e l i n g 
s t a r t s w i t h some l i n e segments t h a t have most 
r e l i a b l e i n i t i a l l a b e l s determined b y the 
s i g n a l l e v e l knowledge. 

4 - 2 - 1 . I n i t i a l Labe l i ng 

The gray va lues o f a r t e r i e s are sma l l e r 
than those of ve ins in a broad sense. I f we 
l i m i t the area in the V-image and set two 
t h r e s h o l d s 8L , GU in the gray l e v e l s , we can 
expect w i t h c e r t a i n t y t h a t the p i x e l s whose 
gray va lues a re l ess than 8L be long to a r t e r i e s 
and the p i x e l s whose gray va lues are g r e a t e r 
than 0U be long to v e i n s . 9U and 0L may be s e t ­
t l e d by some c l u s t e r i n g approaches. The most 
r e l i a b l e l i n e segments w i t h which the l a b e l i n g 
s t a r t s a re determined as f o l l o w s . On every 
l i n e segment o f the s k e l e t o n p a t t e r n i n the 
c e r t a i n l i m i t t e d area the number o f p i x e l s w i t h 
a c e r t a i n l a b e l (o r no l a b e l ) is counted and 
d i v i d e d by the l i n e l e n g t h . There are th ree 
r a t i o s , P A , PV, and PN wh ich rep resen t the 
p r o b a b i l i t i e s t h a t the l i n e segment i s a p a r t 
o f a r t e r y , v e i n and unknown, r e s p e c t i v e l y . 
Hence PA + Pv + PN = 1.0. If a l i n e segment 
has the p r o b a b i l i t y of PA or Py h ighe r than a 
g i v e n v a l u e , i t i s chosen as one o f the most 
r e l i a b l e l i n e segments. 

4 - 2 - 2 . L a b e l i n g Procedure 

The l a b e l i n g s t a r t s f rom the l i n e segments 
which have the most r e l i a b l e i n i t i a l l a b e l s . 
I f a non - l abe led l i n e segment is connected to 
o the r l a b e l e d l i n e segments, i t w i l l b e l abe led 
as f o l l o w s us i ng the p h y s i c a l l e v e l knowledge 
ment ioned b e f o r e . The procedure a l s o takes i n t o 
account the n a t u r a l d i r e c t i o n s o f b lood s t reams. 

Since the f u l l program s t r u c t u r e o f the 
procedure i s l eng thy to be desc r ibed h e r e , o n l y 
the essence o f i t i s p resen ted . 

A t the head p o i n t ( H . P t . ) and the t a i l 
p o i n t ( T . P t . ) o f a non - l abe led and n o n - i s o l a t e d 

1) When the H.Pt . is a b ranch ing P t . , l e t the 
o the r two l i n e segments be LH1 and LH2. 
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segment whose angle between I is 
nearest to 180° and c a l l i t LT1. 
L a b e l ( I ) = L a b e l ( L T l ) . E x i t . 
I f L a b e l ( I ) 0 , increment C o n f l i c t 
F l a g ( I ) by one and e x i t . 

Labe l (LT l ) 0 or Label(LT2) 0 
+ If L a b e l ( I ) = 0, then l e t Labe l ( I ) = 

Labe l (LT l ) or Label (LT2) , and e x i t . 
If L a b e l ( I ) 0 and Labe l (LT l ) and 

Label (LT2) , increment C o n f l i c t Flag 
( I ) by one and e x i t . 

Otherwise, e x i t . 

4) When the T .P t . is a c ross ing P t . , l e t the 
o ther three l i n e segments be L T l , LT2, and 
LT3. 

) 

Choose the l i n e segment 
whose angle between I 
is nearest to 180° and 
c a l l i t L T l . 
I f Labe l (LT l ) 0 , and 
L a b e l ( I ) « 0, then 
L a b e l ( I ) = Labe l (LT l ) 
and e x i t . 
If Labe l (LT l ) 0 and L a b e l ( I ) 0 and 

L a b e l ( L T l ) , increment C o n f l i c t F l a g ( I ) 
by one and e x i t . Otherwise do the next 
s teps . 
Label(LT2) = Label(LT3) = a r t e r y (ve in) 
-> I f L a b e l ( I ) = 0, then l e t L a b e l ( I ) = 

ve in ( a r t e r y ) . 
I f L a b e l ( I ) = a r t e r y ( v e i n ) , increment 
C o n f l i c t Flag by one. E x i t . 

Label(LT2) 0, Label(LT3) 0 and 
Label(LT2) Label(LT3) 
-> Increment C o n f l i c t F l a g ( I ) by one and 

e x i t . 
Label(LT2) » a r t e r y (ve in ) or Label(LT3) 
■ a r t e r y (ve in ) 
- . I f L a b e l ( I ) - 0, then l e t Labe l ( I ) = 

v e i n ( a r t e r y ) . 
I f L a b e l ( I ) 0 and L a b e l ( I ) = a r t e r y 
( v e i n ) , increment C o n f l i c t Flag by 
one. E x i t . 

The l a b e l i n g procedure terminates when the 
number of non- labe led l i n e segments does not 
decrease anymore by i t e r a t i o n . 

The i s o l a t e d l i n e segments which have no 
r e l i a b l e i n i t i a l l abe l s are l e f t t o be non-
l abe led . They need another a n a l y s i s . The con­
f l i c t s are caused by a r t i f a c t i t i o u s l i n e 
segments or by disappearance of t rue blood 
vesse l l i n e segments. Since the b inary blood 
vessels before t h i nn i ng have widths at cross 
p o i n t s , a r t i f a c t s are made a f t e r t h i n n i n g . In 
o ther words a cross po in t before t h i nn ing is 
s p l i t t e d i n t o two branch po in ts a f t e r t h i n n i n g . 

Another example of a r t i f a c t s is a br idge 
caused by no i se . The disappearance of a t rue 
vesse l l i n e segment has the same e f f e c t as a 
b r i d g e . We need more d e t a i l s of the image in 
order to d i s t i n g u i s h the disappearance from 
no ise . From t h i s ana lys i s we know tha t the 
c o n f l i c t f l a g g ives us very important in fo rma­
t i o n on c ross ings , noises and disappearance of 
t rue vesse l segments. 

Another use fu l phys i ca l l e v e l knowledge 
which was not taken i n t o account in our ex­
periment is tha t there should be no i s o l a t e d 
blood vessel p ieces except concealments. This 
t e l l s us tha t the i n t e r p o l a t i o n o f l i n e seg­
ments could be done before l a b e l i n g . 

5. DISCUSSION 

Here we consider some a d d i t i o n a l methods 
that might be use fu l f o r our problems. 

1) On the e x t r a c t i o n of blood vesse ls : 
Another approach is to apply l i n e de tec­

t i o n or r i dge f o l l o w i n g a lgor i thms which are 
o f ten used to f i n d l i n e a r fea tu res in LANDSAT 
images. We have app l ied one of them to our 
case and got some promis ing r e s u l t s . 

2) On the l a b e l i n g of blood vesse ls : 
The r e l a x a t i o n l a b e l i n g [8 ] might be ap­

p l i e d to our case. Since the p i xe lw ise r e l a x ­
a t i o n spends a great amount of t ime, we should 
use i t in the stage of l i n e segment l a b e l i n g . 
We have to de f ine neighbor r e l a t i o n s h i p s of 
l i n e segments, c o m p a t i b i l i t y f u n c t i o n s , and 
we igh ts . The a r i t h m e t i c updat ing r u l e may be 
used. 

3) From the view po in t of d iagnos is : 
In case of the ana lys i s of a r t e r i a l - v e n o u s 

c ross ing phenomena, some s p e c i f i e d r e t i n a l 
areas are inspec ted . The area around the fovea 
which inc ludes only very t h i n vessels and the 
area w i t h i n some rad ius of the d isc are o u t ­
s ide the i n s p e c t i o n . This w i l l go a long way 
in overcoming the d i f f i c u l t y o f noise e l i m i n a ­
t i o n . 

On the other hand there are impor tant 
phenomena on a r t e r i e s which might be neglected 
or erased by care less noise e l i m i n a t i o n . They 
are l i g h t s t reaks on a r t e r i e s (copper w i re 
a r t e r i e s ) which serves much f o r the d iagnos is 
of a r t e r i o s c l e r o s i s but o f t en ac ts as obstac les 
to l a b e l i n g . This problem was not dea l t w i t h 
in our exper iment. 
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6. CONCLUSIONS 

The d i f f i c u l t y of understanding ooior 
fundus images l i e s on the fac t that the image 
q u a l i t i e s are not so good as those of other 
medical images and the v a r i e t y of co lors and 
blood vessel shapes is very la rge . There is 
s t i l l a long distance to get the f u l l automatic 
understanding of color ocular fundus images. 
We did not discussed the automatic diagnosis of 
ar ter io-venous crossing phenomena. In that 
process we w i l l have to implement semantic 
l e v e l knowledge on symptoms of them in to d iag ­
nost ic a lgor i thms. 
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THEORY OF SELF-ORGANIZING NERVE NETS 
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The present paper proposes a mathematical theory of self-organizing nerve nets, 
which is applicable to various types of supervised and unsupervised learning, such 
as learning decision, concept formation, association, etc. Given an environmental 
information source, a neural system automatically forms a number of separate routines 
to process the signals in i t . This kind of unsupervised self-organizat ion underlies 
commonly in formation of categories, feature extractors, and content addressable 
memories. This problem is analyzed mathematically, as well as models of topographic 
organization of nerve f ie lds and of associative memories, by the proposed method. 

1. INTRODUCTION 
The brain needs a long period of evolution to 
get the present information processing manner. 
Although a r t i f i c i a l in te l l igence is recently 
investigated rather independently of the behav­
ior of nerve nets, i t is plausible that a r t i f i ­
c ia l and natural in te l l igence have some common 
logic of real iz ing inte l l igence at a higher 
abstract l eve l . They have something to suggest 
to each other. Neural systems seem, especial ly, 
to y ie ld good models of paral le l and dist r ibuted 
information processing with self-organizing 
capabi l i t ies of adapting themselves to the en­
vironmental information structure. 

The present paper proposes a unif ied mathemati­
cal treatment of neural self-organizat ion 
applicable to wide classes of learning with and 
without teacher, by summarizing the author's 
recent researches [ 1 - 5 ] , We also present a 
model which elucidates the mechanism of unsuper­
vised and automatic formation of various routines 
for processing the signals in the environment 
[ c f . 4, 6, 7 ] , and analyze the model by the 
proposed method. Recent developments of neuro­
physiology have revealed the importance of such 
sel f -organizat ion. We also touch upon the models 
of topographic organization of nerve f ie lds [3 , 
8] as well as of associative memories [9 . 10]. 

2. A GENERAL THEORY OF SYNAPTIC MODIFICATION 
We consider a simple mathematical model of a 
neuron, which receives a vector input signal x = 
(x-1, . . . , x ) from i t s environment S, and emits 
one output signal z. These signals in general 

take analog va lues between 0 and 1, r e p r e s e n t i n g 
the norma l i zed pu lse emiss ion r a t e s ( they may 
take on 0 and 1 ) . Let us denote by w = ( w 1 , . . . , 
wn) the s y n a p t i c e f f i c i e n c i e s o r we igh ts o f the 
i n p u t s . The i n p u t - o u t p u t r e l a t i o n i s g i v e n by 

z = f ( w . x - h) (1) 
where h is a t h r e s h o l d , f is a m o n o t o n i c a l l y 
i n c r e a s i n g f u n c t i o n t r a n s f o r m i n g the average 
membrane p o t e n t i a l u = w.x i n t o the o u t p u t pu lse 
emiss ion r a t e z ( F i g . l ) . 

The neuron self-organizes and adapts to i t s 
environment S, by modifying w based on an input 
time sequence x ( t ) from S. In some cases, the 
so cal led teacher signal y ( t ) is associated with 
x.(t). Hence we regard S as an erqodic informa­
t ion source producing ( x ( t ) , y ( t ) ) , where teacher 
signal y ( t ) is absent in the case of unsupervised 
learning. We consider a simple environment S 
represented by a probabi l i ty (density) p(x, y ) . 
It chooses a pair (X, y) of signals with the 
probabi l i ty p(x, y ) , each time independently, and 
outputs it for a f ixed time duration, and then 
choose another, repeating this process. 

We propose the fol lowing general rule of synapse 
modif icat ion, w being changed based on x ( t ) as 

Tw(t) = - w(t) + c r ( t ) x ( t ) (2) 



We ca l l L(w) the potential of learning under S. 
The synaptic weight w converges to one of the 
minimum of L. In most supervised cases, L has 
only one minimum, w converging to i t . However, 
in most unsupervised cases, L has a number of 
minima corresponding to various aspects of S, 
and w converges to one of them. However, when 
a pool of neurons receive common inputs from S, 
every minimum of L is occupied by some neurons 
in the pool, so that the pool of neurons adapts 
as a whole to the environment S. 

3. FORMATION OF CATEGORY DETECTING CELLS 
Information processing routines are formed in 
the brain to be compatible with the environment 
by learning. This kind of learning without 
teacher underlies commonly in the problem of 
concept formation, formation of feature detectors, 
etc. Recent developments of neuroohysiology 
have revealed that the feature detecting cel ls 
are real ly formed depending on the visual ex­
periences of an animal. We propose a simple 
model, and analyze i t s capab i l i t i es . 

The model consists of a set of neurons receiv­
ing a common input signal x from the environment 
S = (p(x ) } . They also receive an inh ib i to ry 

input of constant in tens i t y x0 (F ig .2 ) . Let us 
take one neuron, and l e t w be the modif iable 
synaptic weights of the neuron. Let -W0 be the 
modif iable synaptic weight for the i nh ib i t o r y 
input X 0 . 

We assume the fo l lowing learning rule that the 
learning signal r is equal to 1 when the neuron 
is exci ted (z > 0) and 0 otherwise (z = 0 ) , i . e . , 

(6) 
wherel(u) is 1 when u > 0 and 0 otherwise, and 
we pnt h = 0. The average learning equation is 

The equations are in general mu l t i - s t ab le , hav­
ing a number of e q u i l i b r i a . 

Let us consider a subset A of the signals in S. 
A nerve ce l l is said to be a detector or a repre­
sentat ive ce l l of A, when it is excited by any 
signal in A but not excited by any others in S. 
We say that a subset A forms a category under S, 
when a detector of A is obtained as a stable 
equi l ib r ium by se l f -o rgan iza t ion . In other words, 
a subset A is a cateqory, when a set of weights 

for a l l " but not for any - A, is 
obtained as stable equi l ib r ium of (7) and (8 ) . 

Many categories are formed by learninq under S. 
When the neuron pool includes many neurons of 
d i f f e ren t i n i t i a l weights, they d i f f e r e n t i a t e 
automatical ly to be detectors (representat ives 
or processors) of these categor ies. Mutual 
in te rac t ion among the neurons of l a te ra l i n h i b i ­
t i on type prevents a large number of neurons 
becoming the detector of one and the same cate­
gory. The problem is to know which subsets 
become categories under S. We give a n .a .s .c , 
for a subset A to be cateqory under S. 
be the average of signals in A. xA = , 
Let gA(X) = xA.x be the inner product , 
c ' x o

2 7 c . 

Theorem. A necessary and su f f i c ien t condit ion 
that A is a category under S is 

where T is a large time constant, " • " denotes 
the time derivat ive d/dt , c is a constant, and 
r is the reinforcement or learning signal which 
the neuron produces depending on w, x and y (when 
i t exists) a t that time, r ( t ) = r [ w ( t ) , x ( t ) , 
y ( t ) ] . This is a generalization of Hebbian type 
learning, which is obtained by putt ing r = z, 
Perceptron type learning is obtained by r = y -
f(w-x_ - h) . Most of the neural learning rules 
proposed so far are obtained by chosing appro­
pr iate signals r. 
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The theorem shows that a cluster of signals of 
an adequate diameter forms a cateqory, where 
the diameter is specif ied by the parameter x. 
In other words, specif ies the resolution of a 
category, where can be control led by changing 
XQ. This yields a pr imi t ive mechanism of forma­
t ion of information processing routines by 
learning. 

4. TOPOGRAPHIC ORGANIZATION 
Topographic organization is found in many parts 
of nerve f ie lds in the bra in. For example, the 
continuous project ion from the retina to the 
s t r i a te cortex is known as the retinotopy. It 
is known that , when part of the retina (or 
s t r i a te cortex, or both) is removed, the regen­
eration of connections takes place such that the 
topological map is completed between the remain­
ing parts. This suggests that topographic 
organization is formed based, at least par t l y , 
on the self-organizing a b i l i t y of nerve ce l l s . 

Let us consider a simple model consisting of a 
presynaptic nerve f i e l d X and postsynaptic nerve 
f i e l d Y connected by modifiable synapses. 
Stimuli are supplied from the environmental i n ­
formation source S to the presynaptic f i e l d X, 
exci t ing neurons of X, and then those of Y. The 
self-organizat ion takes place based on these 
exci tat ions. In this case, S brings the topo­
logical information of X, in such a way that two 
nearby neurons of X are frequently stimulated 
at the same time. When the neurons in Y have 
f ixed mutual connections of l a t e ra l - i nh ib i t i on 
type and when they have addit ional modifiable 
inh ib i to ry synapses, we can prove that continu­
ous connections from X to Y (topographic 
organization) is formed by Hebbian type unsuper­
vised learning. Moreover, we can prove that some 
microstructures are also formed in some cases, 
as is shown in the columnar structures in the 
cerebrum. The fundamental equations of the model 
are much complicated, because we should solve 
the f i e l d equations of neural exci tat ion together 
with the average learning equations. We can 
solve them. 

5. PRIMITIVE MODEL OF ASSOCIATION 
Let us consider a pool of neurons, which 
receive a common input signal x_ and output a 
vector signal z (the i - th neuron emitt ing the i-
the component z i ) . We consider such an envi­
ronment S that consists of a f i n i t e number of 
signal pairs (XJ , Y j ) , where the i - th component 
Yj i of y j acts as the teacher signal to the i - th 
neuron. The problem is to modify the synaptic 
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Abstract 

ACT la a computer simulation program that uses a propositional network to represent knowledge of facts and a set of productions (condition 
- act ion rules) to represent knowledge of procedures. There are currently four different mechanisms by which ACT can make additions and 
modifications to its set of productions: designation, strengthening, generalization, and discrimination. Designation refers to the abil i ty of 
productions to call for the creation of new productions. Strengthening a production involves adjusting the amount of system reaourcea that 
w i l l be allocated to its processing. Finally, generalization and discrimination refer to complementary processes that produce better 
performance by either extending or restricting the range of situations in which a production will apply. Theae learning mechanisms are uaed 
to simulate experiments on prototype formation. ACT successfully accounts for the effects of distance of instances from a central 
tendency, frequency of individual instances, and the family resemblance structure of categories. 

Introduction 

ACT is a theory that combines ideas from cognitive psychology and 
art i f icial intelligence. It is both a performance theory and a learning 
theory. As a performance theory ACT is concerned with the factors 
that determine how quickly, how reliably, and in what ways humans 
can perform a cognitive task. As a learning theory it it concerned with 
how the knowledge needed to perform such a task is acquired and 
properly integrated. 

The behavioral domains we have tried to model with the performance 
aystem include memory, inference, and language. This work is 
described in Anderson (1976), Anderson, Kline, and Lewis (1977), 
Anderson and Kline (1977). Our learning research has concentrated in 
the past on language acquisition, but more recently we have also 
become interested in modelling learning of high school geometry and 
learning of LISP by programming novices. Preliminary reports of this 
work are Anderson, ine, and Beasley (1977, 1979a, 1979b). This 
paper focuses on how the ACT theory would apply to prototype 
formation. There is a considerable body of empirical research on this 
topic in cognitive psychology. 

The ACT system falls at the intersection between cognitive 
psychology and artificial intelligence. Many of the concepts described 
in this paper can already be found in the fields of knowledge 
representation and knowledge acquisition but there are some new 
concepts developed out of detailed consideration of human behavior. 
The ACT system architecture provides a novel synthesis of these 
individual concepts. With these concepts and architecture we are able 
to account in detail for some important psychological phenomena. 
Thus, we hope that this paper will provide researchers in Al with a 
f ew new concepts but mainly a new perspective on familiar concepts 
and their possible combination. We also hope that the paper will 
indicate to researchers in cognitive psychology new potentials for 
some of the conceots in artificial intelligence. 

The ACT System 
In ACT knowledge is divided into two categories: declarative and 
procedural. The declarative knowledge is represented in a 
propositional network, which is similar to other semantic network 
representations (Ouillian, 1969; Anderson and Bower, 1973 Norman 
and Rumelhart, 1975; Shapiro, 1971; Simmons, 1973). While the 
network aspects of this representation are important for such ACT 
processes as spreading activation, they are not important to the 

current learning discussion. For present purposes we will consider 
ACT's declarative knowledge as a set of assertions or propositions and 
ignore the technical aspects of its network representation. 

ACT represents its procedural knowledge as a set of productions. The 
ACT production system can be seen as a considerable extension and 
modification of the production systems developed at Carnegie-Mellon 
(Newel l , 1972, 1973; Rychener and Newell, 1978). A production is a 
condition-action rule. The condition is an abstract specification of a 
set of propositions in the network. To be matched to the condition, 
the propositions must be active. ACT's activation mechanism is 
designed such that the only active propositions are those that have 
recently been added to the data base or that are closely associated to 
such propositions. Propositions are added to the data base either 
through input from the environment or through the execution of 
productions. Thus, this activation system gives ACT the property of 
being responsive to changes in its environment or in its internal state. 

ACT's basic control structure is an iteration through successive eyeles, 
where each cycle censists of a production selection phase followed 
by an execution phase. On each evete an APPLVLIST is computed 
which is a probabilistically defined subset of the productions whose 
conditions have all their constants active in the data base. The 
probability that a production will be placed on the APPLYLIST depends 
on the strength (s) of that production relative to the sum (S) of the 
strengths of all the productions whose conditions mention active 
elements; that is. this probability vanes with s/S. Discussion of the 
process of assigning a strength to a production will be postponed until 
a later section; all that needs to be said here is that this strength 
ref lects just how successful past applications of this production have 
been. Thus one component of the production-selection phase consists 
of choosing those productions which are the most likely to apply 
successfully. 

II Learning In ACT 

ACT can learn both by adding propositions to its data base and by 
adding productions. It can also learn by modifying the strengths of its 
propositions and productions. We will concentrate here on the learning 
that involves productions. Production learning tend* to involve the 
more significant events of cognitive restructuring. It is also through 
production learning that ACT accounts for prototype formation. 
Productions can be added to the data base in one of two ways. They 
can be added by detiberate designation as in the encoding of 
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instructions or they can be added through the spontaneous restructuring 
of productions in response to experience. Our focus in this paper wil l 
be on spontaneous restructuring. The designation process plays only a 
small role in our modelling of the prototype formation literature. 

Generalization 
A very important component of the spontaneous learning process 
involves generalization, ACT uses an algorithm which finds the 
maximal common generalization of two productions in the sense 
developed by Vere (e.g. 1977) and Hayes-Roth (e.g. 1976). The 
basic idea behind this generalization technique is to compare pairs of 
similar productions P1 and P2 and to form new productions P3 which 
have the fol lowing characteristics: 

( a ) P3 w i l l apply in the circumstances that either 
P1 or P2 did and possibly new circumstances) 
( b ) P3 w i l l have the same effect as P1 or 
P2 in the circumstances that P1 or P2 applied 
( c ) There is no production P4 that satisfies (a) 
and (b) and only applies in a subset of the 
circumstances that P3 does. 

The maximal common generalisation is not always unique; in which 
case ACT selects in a random fashion. These generalizations are 
formed basically by deleting clauses in the conditions of P. and P2 and 
by replacing constants by variables. 

We have a number of heuristics to help direct the generalization 
process, but obviously have no general solution to the NP-complete 
part ial matching problem embedded in the process of generalization 
(see Hayes-Roth, 1977). Most of the examples we run into seem to 
be computationally tractable. Examples can be designed that push the 
computational limits of the system but they do not seem particularly 
easy generalization problems for humans either. We have been 
concerned in ACT wi th developing (a) principles for deciding when to 
attempt forming generalizations in a realistically large system with 
ve ry many productions; and (b) principles of caution for integrating 
generalizations (there is always a danger of overgeneralization) into 
the operation of the system. 

An example wi l l help to illustrate ACT'S automatic generalization 
mechanism. Figure 1 illustrates the stimuli studied by subjects in 
Experiments 3 and 4 of Franks and Bransford (1971). We will assume 
that subjects designate productions to recognize each stimulus. So 
for the f irst stimulus item subjects would designate the following 
production: 

P1: IF a triangle is to the r i g h t of a circle 
and a square is to the r i g h t of a heart 
and tha f i r s t pa i r la above the second pai r 

THEN t h i s is an instance of tha study material 
For the third stimulus the fol lowing production would be designated: 

P2: IF a circle is to the r i g h t of a triangle 
and • square Is to tha r i g h t of a heart 
and the f i r s t pair is above tha second pair 

THEN t h i s is an Instance of the study mater ial 
From these two productions a generalization can be formed that 
captures what these two productions have in common. This involves 
deleting terms on which the two productions differ and replacing these 
terms by local variables. Thus, we have the following generalization. 

P3: IF a LVshape) is to the r i g h t of a LVshape2 
and a squaro Is to the r i g h t of a heart 
and the f i r s t p a i r is above the second p a i r 

THEN t h i s is at i n s t a n c e of the s tudy m a t e r i a l 
The local variables in mis generalization aie -prefaced by LV. This 
generalization can be thought of as an attempt on ACT's part to arrive 
at a more general characterization of the study material. Nolo that 
ACT's generalization mechanism needs only two examples to propose a 

The actual syntax of ACT productions is considerably more 
complex than this. We present them in a pseudo-English to facilitate 
readabil i ty. 

generalization. This generalization does not replace the original two 
but rather co-ex is ts wi th them as an alternate means of characterizing 
the stimulus set. Which production wil l actually produce the response 
depends on the strength mechanism that we wil l describe shortly. 

Restrictions are needed on how many elements can be deleted in 
making a generalization. Consider. ACT's representation for the sixth 
stimulus from the Franks and Bransford set: 

P4: It- a circle is to the r i g h t of a triangle 
and a heart is to the r i g h t of a blank 
and the f i r s t pa i r is above the second pa i r 

THEN t h i s It an Instance of the st imulus Mater ia l 
If we al lowed this stimulus to be generalized with stimulus 1 (P1) we 
would get a production that would accept any array of four geometric 
objects as an instance of the study material. While it is conceivable 
that any such array may be an experimental stimulus, this seems like 
too strong a generalization to make just on the basis of these two 
examples. Therefore, a limit is placed on the proportion of constants 
that can be replaced by variables in forming a generalization. Of the 
t w o productions from which the generalization is formed, the one with 
the least number of constants is used as a reference. The number of 
constants in the generalization can bo no fewer than half this quantity. 
The terms that ACT considers constants are italicized. There are five 
constants in productions P1, P2, and P3. Production P3 is an 
acceptable generalization from P1 and P2 because it only involves 
replacement of two of the constants. P1 and P4 are prevented from 
forming a generalization because this would require replacing four of 
the f ive constants wi th variables. 

Even w i th this restriction on the proportion of constants deleted it is 
l ikely that unacceptably many generalizations wi l l be formed. A 
real ist ic simulation of an adult human's entire procedural knowledge 
would requiro hundreds of thousands of ACT productions. Under these 
circumstances it seems infeasible to attempt to generalize all possible 
pairs of productions. ACT only attempts to form generalizations when 
a new production has been designated. Also, generalizations are 
attempted only for pairings of newly-designated productions with the 
productions on the APPLYLIST. Since a production is on the 
APPLYLIST only if the constants it references are active and it has 
met a strength criterion, this implies that attempts to generalize wil l be 
restr ic ted to productions that are relevant to the current context and 
which have enough strength to indicate a history of past success. 

Figure 1 . Examples o f m a t e r i a l f rom the Franks 
and Bransford s tudy . 



Discrimination 
Even w i th mese restrictions placed on it, ACT'S generalization 
mechanisms w i l l produce productions that are overgeneralizations of 
the desired production. However, given our goal of a psychologically 
real ist ic simulation, such overgeneralizations on ACT'S part are 
actual ly desirable since it can be shown that people make similar 
overgeneral izations. For example, children learning language (and, it 
appears, adults learning a second language--see Bailey, Madder, and 
Krashen, 1974) overgeneralize morphemic rules (Brown, 1973). Thus 
a child w i l l generate mans, glved, etc. ACT wil l do the same. 

Use of a discrimination mechanism seems relatively unique in the 
knowledge acquisition literature- -Winston's (1972) use of "near 
misses" being the only related mechamsm we are aware of. The use 
of discrimination is motivated by the fact that any system that tries to 
improve itself by making generalizations must, occasionally, make 
overgeneral izations. Discrimination provides an automatic means for 
"debugging" such errors. To correct overgeneralizations ACT must 
create more discriminate productions. 

The discrimination mechanism wi l l only attempt to discriminate an 
overgeneral production when it has both a correct and an incorrect 
application of that production to compare. (Productions place new 
propositions into the data base and emit observable responses; either 
of these actions can be declared incorrect by a human observer or by 
ACT Itself. In the absence of such a declaration an action is 
considered correct . ) Basically, this algorithm remembers and compares 
the variable bindings in the correct and incorrect applications. It 
attempts to find a variable that had different bindings in these two 
applications. In forming the discrimination, restrictions are placed on 
that variable to prevent the match that led to the unsuccessful 
application whi le still permitting the match that led to the successful 
application. In the simulations of schema abstraction that wil l be 
discussed, a new production was formed from the old production simply 
by replacing the variable by the constant it was bound to during the 
successful application. in some of our other work (e.g. Andorson, 
Kline, & Beasley, 1979a) the variable was kept but an additional 
clause was added to restrict what the variable could match. 

As an example of the discrimination process, we wil l consider a 
categorizat ion experiment from Medim and 5chaffer (1978). We wil l 
focus on t w o instances they presented from category A. One was 
two largo rod trltnglos and the other was two large bluo circles. 
From these two examples, ACT would designate the following 
categorizat ion productions.-

P6t IF a s t i m u l u s has two large red t r i ang les 
THEN it it in category P 

P7: IF a s t i m u l u s has two large blua c i r c l e t 
THEN It is In catenary ft 

From these two ACT would form the following generalization: 
P8» IF a s t i m u l u s has two larq« LVcolor LVshapes 

THEN It is in Category R 
However , this turned out to be an overgeneralization. To be in 
category A the stimulus had to be either red or a circle or both. Thus, 
the counter-example was presented of two large blue triangles which 
w a s a stimulus in category B. Generalization PS misapplied in this 
circumstance. By notina what distinguished the circumstances of 
correct applications of generalization P8 from the circumstances of 
incorrect application, both of the following productions would 
eventual ly be formed by the discrimination mechanism. These 
productions wi l l a lways produce correct classifications. 

PS: IF a s t i m u l u s has two large red LVshapes 
THEN it is in category R 

P10: IF a s t imu lus has two large LVcolor c i r c l e t 
THEN it It In cateqory. R 

These produetiom were formed from P8 by replacing one of its 
variables (either IVcolor or IVshapes) by the binding that variable had 
during a successful application -i.e. an application to a stimulus that 
was actually from category A. (As an aside, these two productions 
i l lustrate how ACT can encode disjunctive concepts by the use of 
multiple productions). 

Product ion Strength and Specif icity 
When a new production is created by the designation process there is 
no assurance that its condition is really the best characterization of 
the circumstances in which its action is appropriate. For this reason, 
general ization and discrimination processes exist to give ACT the 
opportunity to evaluate alternative conditions for this action. It is the 
responsibil i ty of ACT's strength mechanisms to perform the evaluation 
of these alternative productions. 

Through experience wi th the ACT system we have created a set of 
parameters which, although somewhat arbitrary, appear to yield 
human-like performance. T'ee first time a production is created (by 
designation, generalization, or discrimination) it is given a strength of 
. 1. Should that production be recreated its strength is incremented by 
.05. Furthermore, a production has its strength incremented by .025 
eve ry time it applies or a production consistent with it applies. (One 
production is considered consistent with another if its condition is more 
general and its action is identical.) Finally, whenever a production 
rece ives negative feedback, its strength is reduced by a factor of 1/4. 
Productions consistent with the misapplied production also have their 
strength reduced by a factor of 1/4. Since a multiplicative adjustment 
produces a greater change in strength than an additive adjustment, a 
"punishment" is more ef fect ive than a "reinforcement". Since 
increments and decrements in strength propagate to more general 
productions and since qeneral productions can have a number of more 
specif ic productions consistent with them, they tend to reflect quite 
rapidly and sensit ively the weight of experience. 

Recall that a production's strength determines the probability that it 
w i l l apply. If s is the strength of a production and S the total strength 
of all act ive productions, the probability of that production being 
chosen on a cycle for application is 1-o where o is a parameter 
current ly set at 15. If a production passes this probabilistic hurdle it is 
placed on the APPLVUST. of course, if a production is not applied one 
cyc le and the circumstances do not change, it can apply on a later 
cyc le . Thus, strength affects both the latency and reliability of 
production application. 

Whi le select ion rules based on strength can make some of the required 
choices among competing productions, it is clear that strength cannot 
be the sole criterion for conflict resolution. For example, people 
rel iably generate irregular plurals (e.g., mon) under circumstances in 
wh ich the "add s" rule for regular plurals is presumably also applicable. 
This reliable performance is obtained despite the fact that the 
productions responsible for generating regular plurals are applied much 
more frequently than those for irregulars and therefore should bo much 
stronger. ACT has a specificity ordering on its productions which 
makes it possible to deal wi th exceptions to strong rules: If two 
productions both have enough strength to be placed on the APPLVLIST 
but the condition of one of them is a more specific version of the 
condit ion of the other ( i .e. satisfied in a subset of the situations that 
sat is fy the other), then the more specific production wil l apply and wil l 
block out the more general production. This principle accounts for the 
execut ion of a production generating an irregular plural since its 
condit ion presumably contains all of the requirements for generating the 
regular plural and must, in addition, make reference to the specific noun 
to be pluralized. This special case principal can be traced back to 
Waterman (1970) and variants of it can be found in many current 
production systems (e.g. Rychener ft Newell, 1978). 

The precedence of exceptions over much stronger general rules does 
r>ot imply that exceptions always apply. In order to benefit from the 
speci f ic i ty-order ing principle exceptions must first have achieved the 
amount of strength necessary to be placed on the APPLYLIST. This 
property of the ACT model is consistent with the fact that words with 
irregular inflections have high frequencies of occurrence. 

Product ion strength is another important way in which ACT differs from 
moat other computer-based learning systems (e.g., Anderson, 1978; 
Vere , 1977; Hayes-Roth & McDermott, 1976; Sussman, 1975; 
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Winston, 1970; Waterman, 1970. The learning of all these systems 
has an al l -or-none character that ACT would share if creating new 
productions were its only learning mechanism. The strength 
mechanisms modulate the all-or-none character of production creation 
enabling ACT to cope with the kind of world that people have to cope 
w i t h - - a wor ld where data is not perfectly reliable and contingencies 
change in such a way that even being as cautious as possible it it 
cer ta in that occasional errors wi l l be made. 

Ill Appl icat ions to Prototype Formation 

There is a growing literature concerned with the process by which 
humans form concepts by detecting regularities among stimuli (e.g., 
Franks & Bransford, 1971; Hayes-Roth & Hayes-Roth, 1977; 
Newmann, 1974; Posner & Keole, 1970; Reed, 1972; Reitman & 
Bower , 1973; Rosch 8. Menvis, 1975). This literature is often 
re fe r red to rs studying pro t r type formation, but for various reasons 
we also refer to it as studying schema abstraction. 

In the remainder of this paper we describe how ACT's automatic 
learning mechanism can be used to model schema abstraction. In 
out l ine, this application is as fol lows: For each instance presented, 
ACT designates a production that recognizes and/or categorizes that 
instance alone. Generalizations occur through the comparison of pairs 
of these productions. If feedback about the correctness of these 
generalizations is provided then the discrimination process can be 
evoked. Our working definition of a concept wil l be this set of 
designations, generalizations, and discriminations. 

Franks and Brans fo rd : Il lustration of Basic 
Phenomena 
We have already introduced ( g u r e 1) the material used by Franks and 
Bransford in one of their experiments on schema abstraction. Subjects 
studied the 12 picture* in Figure 1 twice and then were transferred to 
a recognit ion phase in which they rated test pictures according to 
whether they had been studied or not. The test pictures could be 
c lassi f ied according to how many transformations separated them from 
the central tendency of the study stimuli. There were test stimuli 0, 
1, 2, or 3 transformations from the study stimuli and some "non-cases" 
which were sti l l further removed. Some of the test figures were 
actual ly studied and some were not. Franks and Bransford report that 
conf idence ratings fo recogn i t i on generally decreased with the number 
of transformations from the base and was lowest for the non-cases. 

To simulate the Franks and Bransford experiment we ran ACT through 
proposit ional encodings of the items in the study set twice, designating 
a recognit ion production for each stimulus it saw. Then at test ACT 
was again presented wi th a prepositional encoding of each stimulus and 
the production which applied to this encoding (if any) was noted. 
Suff ic ient generalization had occurred so that most of the stimuli were 
recognized by at least one of the productions. 

Since most experiments in this literature report data on subjects 
conf idence in their judgments, a critical question was how to map the 
production selected onto a confidence rating. We assumed that ACT's 
conf idence would be a function of the number of consfants in the 
stimulus (and therefore an inverse function of the number of 
var iables). This procedure for assigning confidence wil l be used 
throughout this paper. This is a reasonable procedure tor assigning 
conf idence, since the more constants in the recognizing production the 
closer it is to an encoding of an actual tost item. In the extreme, if 
the stimulus is recognized by a production with no variables the subject 
can be sure that the item was studied since a non-vahabilized 
production is an encoding of a study dem. 

To obtain predictions for this experiment we ran a series of ACT 
simulations. Altogether we obtained f i f ty ratings for each test stimulus 
and the data we report wi l l be based on averages of these f i f ty 
ratings. 

O-transformation test stimuli were given a mean rating of 1.66 (i.e. 
mean number of constants in matching productions)] the 
one-transformation test stimuli were rated 1.24; the 
two- t ransformat ion stimuli were rated 1.11; the three-transformation 
stimuli we re rated 1.13; and the non-cases were rated .65. This 
corresponds to Franks and Bransford's report of an overall correlation 
be tween closeness to base and rating. (They do not report the actual 
ratings.) Neumann (1971) performed a replication of Franks and 
Bransford and he did report mean ratings for each of the five 
categories of test stimuli. The confidences assigned to the stimuli by 
his subjects corresponds exactly in rank ordering to the results 
obtained from ACT. 

This experiment serves to illustrate that ACT can account for one of 
the basic phenomena of schema abstraction -- namely that confidence 
fal ls of f w i th distance of the stimuli from the central tendency 
(pro to type) of the category. The generalizations ACT forms represent 
what various stimuli wi l l have in common. Therefore, there wil l be 
more generalizations formed that match central stimuli than ones that 
match peripheral stimuli. it is this greater density of generalization 
that give central stimuli this advantage. 

Hayes-Roth and Hayes-Roth: Variation of 
Ins tance Frequency 
Hayes-Roth and Hayes-Roth (1977) report a study, one function of 
wh ich was to obtain data relevant to the issue of memory for 
instances. They presented subjects with three-attribute descriptions 
of more than one hundred people. One attribute was age and could 
have values 30, 40. 50, and r>0. Another was education and could 
have values junior high, high srhool, trade school, and college. The 
third was marital status which could have values single, married, 
d ivorced, and widowed. The descriptions also included proper names 
and hobbies but this information was not critical. Thus, a subject might 
hear the description "John Doe, 30 years old. Junior high education, 
single, plays chess." Subjects' task was to learn to classify these 
individuals as members of club 1, members of club 2, or neither club. 

We w i l l assume that for each individual encountered, subjects 
designated a production mapping that individual's features into a 
predict ion about club membership. So, for instance, a subject might 
form the fo l lowing production: 

I f a person is f o r t y years o ld 
and ha has gone to h igh school 
and ha i t s ing le 

Then he is a member of c lub 1 
Hayes-Roth and Hayes-Roth varied the freguency with which various 
instances were studied. Some instances were presented 10 times 
whi le others only once. A study trial consisted of first presenting the 
subject w i th an instance, asking him to classify it, and then providing 
feedback as to which club the instance came from. Some instances 
rece ived equivocal feedback in the sense that half the time the 
feedback for those instances specified club 1 and half the time club 2. 

Af ter studying a set of stimuli, subjects were shown a critical test set 
of 28 stimuli. Subjects were first asked to categorize each of the 
stimuli and then they were asked to decide whether each of the stimuli 
had been studied or not. The recognition judgment was assigned a 
confidence from 1-5 as was the categorization Judgment. 

This exporiment was simulated with the same parameter settings as 
the Franks and Bransford experiment. The one significant difference 
was that ACT was given feedback about the correctness of its 
c lassi f icat ions. This meant that productions would not simply increase 
in strength w i th every application, but rather would either increase or 
decrease in strength depending on their success in classification. 
Providing feedback also meant that it was possible for ACT to compare 
variable-bindings on successful applications in order to proouce more 
discriminating versions of its overgeneral productions. 

As in the Franks and Bransford experiment, confidence was based on 
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the number of constants in tho production that recognized the stimulus. 
In this experiment that number would vary from 1 to 3. A value of 0 
w a s assigned if no production was evoked to categorize the stimulus. 
The categorization scores for a test stimulus were calculated by 
weighting negatively the confidences of incorrect classifications, 
weight ing posit ively tho confidences of correct classifications, and 
ignoring the confidences of classifications to the neither-club 
category. Figure 2 presents the actual and predicted recognition and 
classi f icat ion confidences for the soven categories of test stimuli. 
The confidence scale used by subjects and the match scale used by 
ACT have been adjusted to cover approximately equal ranges. As can 
be seen the ACT predictions closely correspond to the data obtained 
by Hayes-Roth and Hayes-Roth. 

STIMULUS CLASS 

Figure 2, Comparison of ACT's predic t ions w i t h 
the resu l ts from Hayes-Roth and Hayes-Roth. 
Class 1 in Figure 2 is formed from two prototypes which, in fact, were 
never studied. However, they received the highest categorization 
rating and a relat ively high recognition rating indicating that subjects 
havo extracted the central tendencies of the categories. Class 2 
i tems, whi le not as similar to the prototypes as Class 3 items, had 
categorizat ion ratings second only to the prototypes themselves. 
Since each item in Class 2 was studied ten limes while items in Class 
3 we re only studied once, it appears that frequency of exposure has 
an e f fec t on categorization that can compensate for lack of similarity 
to the prototypes. A comparison of categorization ratings for Class 3 
versus Class 4 holds frequency of exposure constant and the effect of 
similari ty to prototypes re-emerges: Class 3 is closer to the 
prototypes and receives higher ratings. 

Items in the last three classes were neutral with regard to category 
membership so that correct categorization is undefined and only 
recognit ion confidences can be reported. Whereas the data reviewed 
earlier from Classes 1-4 showed that frequency of exposure affects 
categor izat ion ratings when we might have expected it only to affect 
recognit ion ratings; the data from Classes 5-7 shows that similarity to 
prototypes af fects recognition when we might have expected it only 
to a f fec t categorization. Class 5 has the same exposure as Class 2 so 
only its distance from the prototypes can explain its lower recognition 
ratings. Similarly, no instances of either Class 6 or Class 7 was ever 
studied by subjects, but Class C received higher recognition ratings and 
this must be due to the fact that, although very far from the 

prototypes. Class 6 is not as far from them as is Class 7. 

In summary, this experiment serves to illustrate how ACT correctly 
models the combined ef fects of frequency of exposure and closeness 
to prototype. Stimuli that are frequently studied wil l have fairly strong 
speci f ic productions to recognize them. Stimuli which are close to the 
prototype wi l l have many generalizations that can recognize them. 

Compar i son of ACT w i t h Other Prototype 
T h e o r i e s 
There are three basic types of theories for prototype formation. One 
type proposes that subjects form a single characterization of the 
central tendency of the category. A frequent suggestion is that they 
distinguish a particular instance (it need not be one they have actually 
seen) as the prototype for the concept. Other instances are members 
of the category to the extent that they are similar to this prototype. 
This class of theories would include Franks and Bransford (1971), 
Bransford and Franks (197?), Ro.sch and Mervis (1975), Posner and 
Keele (1968) , and Reed (1972). In order to account for the effects 
of instance frequency demonstrated by Hayes-Roth and Hayes-Rotr 
the prototypes would have to be auqmented by some memory for the 
individual instances studied. However, it is much more difficult for 
prototype theories to accomodate the recent results of Medin and 
Schaffer (1978) that indicate that subjects are sensitive to similarities 
among individual instances. On the other hand ACT is able to simulate 
this data (Anderson, Kbne, & Beasley, 1979b). 

A second class of theories (e.g. Medin & Schaffer, 1978) are those 
that propose subjects store individual instances only, and make their 
category judgments on the basis of the similarity between the test 
instance and the stored instances. In a certain sense, any results that 
can be accounted for by a theory that says that subjects store 
abstractions can also be accounted for by a theory that says subjects 
only store instances. The instance theory could always be made to go 
through a test process equivalent to calculating an abstraction from the 
stored instances and making a judgment on the basis of the abstraction. 
However , a diff iculty for the instance theory is that subjects 
frequently report having abstract characterizations or prototypes (e.g., 
Reed, 1972). 

The third class of theories proposes that subjects store co-occurrence 
information about feature combinations ACT »s an instance of such a 
theory as are those proposed by Reitman and Bower (1973), 
Hayes-Roth and Hayes-Roth (1977), and one aspect of Neumann's 
( 1974 ) model. These models can potentially store all subsets of 
feature combinations. Thus, they store instances as a special case. 
The Hayes-Roth and Hayes-Roth experiment showed this model has 
advantages over many versions of the instance-only or prototype 
models. 

It is very diff icult to find empirical predictions that distinguish ACT 
f rom the various other feature-set theories. Perhaps it would be best 
to regard them as equivalent given the current state of our knowledge 
and simply conclude that subjects respond in terms of feature-sets. 
Howeve r , there are a number of reasons for preferring ACT's version 
of the feature-set theories. First, it is a fully specified process 
model. It is of ten difficult to see in any detail how some of the 
fea tu re -se t theories apply to particular paradigms or produce particular 
results. 

Second, ACT has a reasonably efficient way of storing feature-sets. 
It only stores those subsets of properties and features that have 
arisen because of generalization or discrimination rather than 
attempting to store all possible subsets of features from all observed 
instances. Whi le there are empirical consequences of these different 
w a y s of storing feature-sets, the differences are so subtle that 
exist ing experiments havo failed to test them. However, if there is 
ve ry l i t t le dif ference in behavior, that would seem to be all the more 
reason to prefer the more efficient storage requirements of ACT. 



Third, it needs to be emphasized that the ACT learning mechanisms 
w e r e not fashioned to account for schema abstraction. Rather they 
w e r e designed in light of more general considerations about the nature 
of the rules that need to be acquired And the information typically 
available to acquisition mechanisms in real world situations. We were 
part icularly concerned that our mechanisms should be capable of 
dealing w i th language acquisition and acquisition of rules for making 
Inferences and predictions about one's environment. The mechanisms 
w e r e designed to both be robust (in being able to deal with many 
di f ferent rules in many different situations) and to be efficient. Their 
success in accounting for schema abstraction represents an 
independent confirmation of the general learning theory. 

Before concluding, we would like to discuss one characteristic of 
fea ture-se t models which may seem unappealing on first encounter. 
This is the fact thnt they store so many different characterizations of 
the category. ACT may not be so bad as some of the other theories, 
yet having a set of productions for recognizing instances of a category 
st i l l seoms far less economical than having a single prototype. 
However , two remarks need to be made here. The first remark is that 
the complexi ty of the representation of a category depends on one's 
production system implementation. This can be quite complex if each 
production is represented separately. However, the representation 
can be quite economical in a data-f low system like Forgy's (1977). 
Here a single discrimination net is constructed to encode the conditions 
of all productions. This allows overlapping productions to share the 
same net tests in encoding their conditions. 

A second remark is that natural categories defy economical 
representat ion. This has been stressed in discussions of their family 
resemblance structure by Wittqenstem (o.g. Wittgenstein, 1953) and 
more recent ly by Rosch (c.g. Rosch 8. Mervis, 1975). The important 
fact about many natural categories (e.g., games, dogs) is that there is 
no set of features that define the category nor is there a prototypical 
instance that functions as a standard to which all other category 
members must be compared. On the other hand, these categories dc 
not seem to be unstructured; they are not merely a list of instances. It 
is interesting to note here that Dreyfus (1972) has claimed that 
computer implementations are not capable of representing the family 
resemblance structure of categories. ACT shows Just the opposite to 
be true. 
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The paper summarizes a system that understands, solves, and learns how to solve geometry 
problems. The system is represented homogeneously as production rules of Labelled Production 
System. A b r i e f in t roduc t ion to the system arch i tec ture is g iven, fol lowed by an example of how 
the system works. Then the paper discusses b r i e f l y some theore t i ca l problems focused upon in 
design and implementation of the system. 

1. INTRODUCTION 

Recent development of cogni t ive science has 
revealed that problem solv ing is a t o t a l a c t i v i ­
ty of understanding, so lv ing , and learning how 
to solve problems, cont ro l led on a un i f i ed know­
ledge base. This paper summarizes an e f f o r t 
toward bu i ld ing a system that encompasses such a 
broad range of knowledge-based problem so lv ing , 
taking elementary geometry as a task domain. 

Our fundamental assumption is tha t knowledge 
acqu is i t ion exerts a considerable inf luence on 
problem-solving behavior. This leads to our 
emphasis on post -so lu t ion analysis fo r acqu is i ­
t i o n of new knowledge from the so lu t ion process. 
It also leads to a homogeneous representat ion of 
the system as production ru les of Labelled 
Production System (LPS): knowledge acqu is i t i on 
on a we l l -s t ruc tured knowledge base of geometry 
requires a representat ion which has capab i l i t y 
to represent st ructured knowledge and high 
l e a r n a b i l i t y at the same t ime. Also we bel ieve 
that a l l information necessary in solv ing a 
given problem is not always avai lable when the 
problem was understood. Some informat ion might 
be necessari ly i n fe r red through subgoals, or 
popped up by demon-like procedures during the 
so lu t ion process. So in te rac t ion of subgoal-
or iented and pat tern-d i rec ted processing is one 
of our concerns in designing a knowledge-based 
problem solver. 

The above assumptions and thus motivat ions make 
our system d i f f e ren t from t r a d i t i o n a l geometry 
theorem provers (e .g . , [ 6 ] ) . Our main concern is 
to theor ize problem solving from a broader view­
po in t . The current version of LPS is w r i t t en in 
INTERLISP, and running on DEC-20. The version 

* Presently at SONY Corporat ion. 

is only for an experimental use, but a l l the 
features described here are already implemented 
i n i t . 

2. SYSTEM ARCHITECTURE 

The system comprises four components: the 
Natural Language Understander, Problem Solver, 
Post-solut ion Analyzer, and fac tua l knowledge 
about geometry. Understander transforms a (Japa­
nese) problem sentence to a set of semantic 
p r im i t i ves such as geometric objects and r e l a ­
t i o n s , and goals fo r the proof. Solver works on 
t h i s set toward solv ing the problem. I t is able 
to t r y drawing add i t iona l l i n e segments by using 
a par t ia l -match algori thm and knowledge acquired 
through solv ing s imi lar problems. Analyzer 
undertakes Solver 's output , and t r i e s to create 
possibly he lp fu l productions. F i r s t Analyzer 
generates a hypothesis of a p ropos i t ion . If the 
propos i t ion was tested successful ly by Solver, 
Analyzer adds it to the knowledge base. I n t e r ­
act ion of subgoal-oriented and pat tern-d i rec ted 
processes is rea l ized by ACTIVATE as seen l a t e r . 

The above process proceeds by u t i l i z i n g fac tua l 
knowledge about geometry. A l l the four compo­
nents of the system are represented homo­
geneously as production rules of LPS. LPS i s , in 
shor t , a production system in which knowledge 
elements are labelled. Although global cont ro l 
of LPS is bas ica l l y s im i la r to ' recognize-act 
cyc le1 type production systems [ 4 ] , i t s labe l led 
s t ruc ture great ly f a c i l i t a t e s dealing w i th 
st ructured knowledge and reorganizat ion of i t . 
For example, labels such as CATEGORY and A-PART-
OF can be used for inference, s i m i l a r l y to 
slot-names in frame systems [ 2 ] . Also we can use 
labels for r e fe r r i ng to a knowledge element in 
another production d i r e c t l y without using work­
ing memory (WM). See [1] for the de ta i l s of LPS. 
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3.KNOWLEDGE-BASED PROBLEM SOLVING: AN EXAMPLE 

A n example o u t l i n e s t h e s y s t e m ' s b e h a v i o r mos t 
e x p l i c i t l y . F i g . 1 shows a s i m p l e g e o m e t r y p r o b ­
l e m . F i r s t o f a l l , U n d e r s t a n d e r t r a n s f o r m s t h e 
s e n t e n c e t o a s e t o f s e m a n t i c p r i m i t i v e s , 
w h i c h a r e shown i n F i g . 2 . 

((PGOAL(LEQUAL(LS D A ) ( L S D B ) ) ) ( L S D A ) ( L S D B) 
(EP A (LS A B) ) (EP B (LS A B) ) (PERP (LS A B) 
(LS C D)) (ON (LS C D) (LINE L) ) (LS C D) (ON D 
(LINE D) (PT D) (PERP (LS A B) (LINE L) ) (ON C 
(LINE D) (LINE L) (ON C (LS A B) ) (LEQUAL(LS A C) 
(LS C B) ) (LS A C) (LS C B) (MP C (LS A B) ) (PT C) 
(PT A) (PT B) (LS A B) (READNIL) (READ-START)) 

F i g . 2 U n d e r s t a n d e r ' s o u t p u t 
f o r t h e example p r o b l e m . (For 
s i m p l i c i t y , ' n o t a t i o n i s 
s l i g h t l y d i f f e r e n t f r o m t h e 
o r i g i n a l o u t p u t . ) 

Evoked by t h e g o a l (PGOAL(LEOUAL(LS D A ) ( L S D B) 
) ) , mean ing t o p r o v e e q u a l i t y o f some q u a n t i t y 
( l e n g t h h e r e ) o f t h e same t y p e o f o b j e c t s ( l i n e 
segments h e r e ) , S o l v e r t r i e s t o ACTIVATE t h e 
p a t t e r n (CONGRUENCE) to WM. ACTIVATE c o l l e c t s 
p r o d u c t i o n s r e l a t e d t o (CONGRUENCE) b y c h a i n i n g 
p r o d u c t i o n s b a c k w a r d s , and e x e c u t e s p r o d u c t i o n -
f i r i n g o n l y o n t h e c o l l e c t e d s u b s e t o f p r o d u c ­
t i o n s . One o f c o l l e c t e d p r o d u c t i o n s , TRIANGLE, 
pops up two new t r i a n g l e s , (TRIANGLE D A C) and 
(TRIANGLE D B C ) . Then t h e s e t r i a n g l e s make t h e 

p r o d u c t i o n CONGRUENCE e x e c u t e d , and (CONGRUENCE) 
d e p o s i t e d i n t o WM. Note t h a t t h e two t r i a n g l e s 
d i d n o t e x i s t i n W M when S o l v e r s t a r t e d t o work 
( F i g . 2 ) . They were n e c e s s a r i l y r e c o g n i z e d i n 
t h e ACTIVATE f u n c t i o n mode. S o l v e r needs t o 
r e c o g n i z e some more r e l a t i o n s t o a t t a i n t h e 
g o a l . I t i s t h e end o f t h e p r o b l e m - s o l v i n g 
p r o c e s s when t h e g e o m e t r i c r e l a t i o n , (LEOUAL(LS 
D A ) ( L S D B ) ) , PGOAL's a r g u m e n t , is p l a c e d in WM 

The c u r r e n t v e r s i o n o f A n a l y z e r i n t e n d s t o c o n ­
s t r u c t new p r o p o s i t i o n s f r o m S o l v e r ' s o u t p u t b y 
means o f t h r e e d i f f e r e n t w a y s . F i r s t , n o t e t h a t 
S o l v e r c o n c l u d e s n o t o n l y t h e c o n c l u s i o n f o r t h e 

p r o b l e m , b u t a l s o o t h e r two r e l a t i o n s g e n e r a t e d 
by a s i d e - e f f e c t : (1) l i n e segments DA and DB 
have e q u a l l e n g t h , (2) a n g l e s ADC and CDB have 
e q u a l d e g r e e s , and (3) a n g l e s DAC and DBC have 
e q u a l d e g r e e s . S o A n a l y z e r b u i l d s t h r e e s e p a r a t e 
p r o d u c t i o n s , ' i f c o n d i t i o n s o f t h e p r o b l e m h o l d , 
t h e n (k) i s t r u e , ' f o r k = l , 2 and 3 . 

P r o d u c t i o n s g e n e r a t e d i n t h i s manner can d e a l 
o n l y w i t h p r o b l e m s t h a t have e s s e n t i a l l y t h e 
same c o n d i t i o n s a s t h e o r i g i n a l p r o b l e m . A n a ­
l y z e r ' s second way o f know ledge a c q u i s i t i o n i s 
t o b u i l d a p r o d u c t i o n : f o r a g i v e n p r o b l e m X , 
' i f most o f g e o m e t r i c o b j e c t s , r e l a t i o n s and 
g o a l s g e n e r a t e d b y S o l v e r f o r s o l v i n g t h e 
examp le p r o b l e m matched WM f o r t h e p r o b l e m X, 
t h e n t r y t o a p p l y t o s o l v e X g e o m e t r i c c o n c e p t s 
and p r o p o s i t i o n s used i n s o l v i n g t h e example 
p r o b l e m . ' 'Mos t o f i m p l i e s t h a t , i f t h i s p r o ­
d u c t i o n can b e e x e c u t e d , X i s s i m i l a r t o t h e 
example p r o b l e m i f n o t t o t a l l y t h e same. Hence 
c o n d i t i o n s o f t h i s p r o d u c t i o n s h o u l d m a t c h 
p a r t i a l l y . 

A n a l y z e r ' s l a s t way o f r e s t r u c t u r i n g S o l v e r ' s 
o u t p u t i s t o use t a s k - d e p e n d e n t h e u r i s t i c s t o 
e x t r a c t some s m a l l amount o f m u t u a l l y r e l a t e d 
o b j e c t s and r e l a t i o n s , and c o n s t r u c t a ' s p e c u ­
l a t i v e ' h y p o t h e s i s . F i g . 3 shows a n example o f 
such h y p o t h e s i s . I t needs t o b e t e s t e d b y 
S o l v e r , w h i c h goes s u c c e s s f u l l y i n t h i s c a s e , 
and t h e p r o d u c t i o n i n F i g . 3 i s r e g i s t e r e d a s a 
new p r o d u c t i o n . T e s t i n g t h e h y p o t h e s i s b y 
S o l v e r , i n t h i s c a s e , happens t o i n v o l v e d r a w i n g 
a n a d d i t i o n a l l i n e segmen t . A n a l y z e r s e a r c h e s 
f o r a p r o d u c t i o n a l r e a d y a c q u i r e d and s i m i l a r t o 
t h e h y p o t h e s i s , and h e r e d raws t h e segment w h i c h 
c o n n e c t s D w i t h C , t h e m i d p o i n t o f AB, i n F i g . l . 

A n a l y z e r b u i l d s u p s e v e r a l p r o d u c t i o n s c o n s e c u ­
t i v e l y i n t h e above m a n n e r s . I t i s t h e end o f 
t h e s y s t e m ' s p r o b l e m - s o l v i n g p r o c e s s : a f t e r 
A n a l y z e r w o r k e d o u t , t h e s y s t e m w a i t s f o r 
a n o t h e r p r o b l e m , w h i c h i s t o b e f e d f i r s t t o t h e 
u n d e r s t a n d e r . 

(G0900 
#A0901 (PGOAL(LEQUAL(ANGLE $A0906 $A0909 $A0907) 

(ANGLE $A0906 $A0907 $ A 0 9 0 9 ) ) ) 
#A0902 (LS $A0906 $A0907) 
#A0903 (LS $A0906 $A0909) 
#A0904 (LS $A0909 $A0907) 
#A0905 (LEQUAL(LS $A0906 $A0909) 

(LS $A0906 $A0907) ) 
ACT (RESULT(LEQUAL(ANGLE $A0906 $A0909 $A0907) 

(ANGLE $A0906 $A0907 $ A 0 9 0 9 ) ) ) 
(LEQUAL(ANGLE $A0906 $A0909 $A0907) 

(ANGLE $A0906 $A0907 $A0909)) 
CATEGORY (TR IAL ) ) 

F i g . 3 A h y p o t h e s i s p r o d u c ­
t i o n c r e a t e d b y A n a l y z e r . 
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Problem: Senbunno chuutenwo toor i , koreni 
suichokuna chokusenjouno tenwa senbunno 
ryoutankara toukyorini aru. (A point on 
the l ine through the midpoint 
of a line segment and 
perpendicular to it is 
equally distant from 
the endpoints of the 
l ine segment.) 

Fig. 1 Example problem. 



4. ISSUES IN KNOWLEDGE-BASED PROBLEM SOLVING 

4.1 Par t ia l -match and drawing add i t i ona l l i n e 
segments 

Some work on geometry problem so lv ing is con­
cerned w i th drawing a d d i t i o n a l l i n e segments [13] 
I t is a tempting task fo r AI because i t is a 
good example of generat ing new appropr ia te 
representa t ions. 

'Drawing a d d i t i o n a l l i n e segments, • in our case, 
is a process of f i n d i n g a once-solved s i m i l a r 
problem, and generat ing a set of new geometric 
ob jects and r e l a t i o n s t ha t reduces the 
d i f fe rence of the once-solved and c u r r e n t l y -
attacked problems. Se lect ing a s i m i l a r problem 
corresponds to decid ing a best-match between the 
current WM and cond i t i on sides of some learned 
product ions. We have t r i e d to avoid the curse 
o f computational explosion inherent i n p a r t i a l -
match by in t roduc ing a few h e u r i s t i c s : only 
geometric ob jec ts and r e l a t i o n s are taken i n t o 
account, and an ob jec t which is A-PART-OF ano­
ther ob jec t is neglected. This k ind of semantic 
ca tegor i za t i on and inference uses the l abe l l ed 
s t ruc tu re of LPS, and saves a f a i r amount of 
computation t ime. 

4.2 I n t e r a c t i o n of subgoal -or iented and p a t t e r n -
d i rec ted processing 

Psychological research [5] t e l l s us t ha t elemen­
ta r y geometry problem so lv ing involves organiza­
t i o n of subgoals. This basic problem-solv ing 
s t ruc tu re is represented in our system by the 
func t i on ACTIVATE. ACTIVATE t r i e s to achieve a 
spec i f i ed subgoal by organ iz ing re la ted produc­
t i ons as exempl i f ied in the l a s t sec t i on . 

ACTIVATE is a powerful f unc t i on f o r our purpose 
because knowledge of geometry is w e l l - s t r u c t u r e d 
enough to ac t i va te reasonable subsets of produc­
t i o n s . However, popping up ob jec ts or r e l a t i o n s 
in a pa t t e rn -d i r ec ted manner a lso plays a key 
r o l e in so lv ing problems, as i t might generate 
use fu l but former ly unrecognized ob jects or 
r e l a t i o n s . But since bottom-up processing may 
e a s i l y blow up computa t iona l ly , e f f i c i e n t 
embedding of some i n t e r a c t i v e s t ruc tu re of t op -
down and bottom-up processes is h igh l y des i rab le 
in any knowledge-based problem so lve r . Using 
ACTIVATE act ions w i t h i n pat tern-evoked produc­
t i o n s is a r e a l i z a t i o n of t h i s general framework. 

4.3 S t ruc tu r i ng new product ions from s o l u t i o n 
experience 

To b u i l d a hypothesis product ion as shown in 
F i g . 3 , Analyzer must se lec t su i tab le elements in 
WM fo r c rea t i ng cond i t ions and ac t i ons . The 

mechanism fo r gather ing them is analogous to the 
h e u r i s t i c s incorporated in the a lgor i thm fo r 
drawing a u x i l i a r y l i n e segments, but s l i g h t l y 
more complex. Analyzer p icks up one geometric 
r e l a t i o n a r b i t r a r i l y , and makes i t as the ac t i on 
in the hypothesis. Then Analyzer c o l l e c t s 
ob jects and r e l a t i o n s re la ted ( i n a c e r t a i n 
sense) to the a c t i o n , and assumes them as 
cond i t i ons . The mechanism makes use of LPS's 
l abe l l ed s t r u c t u r e . 

Note tha t the example in F ig .3 is equiva lent t o : 
the two base angles of an isosceles t r i a n g l e is 
congruent. The system succeeded in generat ing 
the product ion in F ig .3 without so lv ing t h i s 
problem. We be l ieve tha t the e f f o r t of Analyzer 
deverves do ing, as t h i s k ind of se l f - o rgan i z i ng 
performance is the heart o f i n t e l l i g e n t tasks . 

5. CONCLUSION 

We have chosen geometry as the task domain 
mainly because i t s a t i s f i e s our general mot iva­
t i ons stated in Sect ion 1, and involves issues 
described in Sect ion 4. We be l ieve tha t those 
mot ivat ions and issues are general and cen t ra l 
in any knowledge-based problem so lv ing task. 
LPS is a general-purpose representa t iona l 
system, and our research presented here is a 
working study toward a general theory of know­
ledge-based problem so l v i ng . Though some 
de ta i l ed par t of the used techniques are task-
s p e c i f i c , and we have yet l i t t l e experience on 
LPS in other domains, our work has achieved a 
step toward a computational u n i f i c a t i o n of 
understanding, so lv ing and learn ing w i t h i n a 
general framework of problem so l v i ng . 
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In t h i s paper we propose a new product ion system ca l led I n t e r a c t i v e Graph Production System 
(IGPS) which represents s i t ua t i ons which have i n t e r a c t i o n s . An IGPS is constructed by two l a ­
be l led d i rec ted graphs and two sets of product ion ru les which cont ro l i n t e rac t i ons and changing 
of s i t u a t i o n s . F i r s t , IGPS is de f ined. Then we show examples of IGPS: three coin problem 
and monkey and banana problem, for making c lear s t ruc tu re and move of an IGPS. Next execut ion 
of IGPS is discussed. IGPS i n te rp re te r must have some funct ions for e f f i c i e n t execution of 
IGPS. And fo r making productions e f f i c i e n t l y , we need graph product ion e d i t t i n g system which 
enables us to handle graph productions in graphical forms. 

1 . INTRODUCTION 

Eversince product ion systems (PS) were f i r s t 
proposed by Post [7] as a general computational 
mechanism, the methodology has heen a great 
deal of development and has been appl ied to a 
diverse c o l l e c t i o n of problems. A product ion 
system may be viewed as cons is t ing three compo­
nents: a set of r u l es , a data base, and an i n ­
te rp re te r for the r u l e s . In the simplest de­
s ign , a ru le is an ordered pa i r of symbol 
s t r i ngs w i th a l e f t and r i g h t hand s ides, the 
set of ru les has a predetermind t o t a l order ing 
and the data base is simply a c o l l e c t i o n of 
symbols. 

Throughout much of the work repor ted, there ap­
pear to be two major views of PSs, as charac­
te r i zed on one hand by the psychological model­
l i n g e f f o r t s (PSG, PAS II, VIS, e t c . ) [5 , 6] and 
on the other by the performance-or iented, 
knowledge-based expert systems (e .g . MYCIN, 
DENDRAL) [2 , 3 ] , For the psychological model­
l e r s , product ion ru les o f f e r a c lea r , fo rmal , 
and powerful way of expressing basic symbol 
processing ac ts , which form the p r im i t i ves of 
in format ion processing psychology. For the 
designer of knowledge-based system, product ion 
ru les o f f e r a representat ion of knowledge that 
is r e l a t i v e l y eas i l y accessed and modi f ied, 
making i t qu i te useful for systems designed for 
incremental apploaches to competence. 

Now we have trend to apply PSs to more and more 
complex problems. Those problems need more 
complex knowledge-bases. For instance, the 

DENDRAL system uses a l i t e r a l pa t te rn match, 
but i t s pat terns are graphs represent ing chemi­
cal c lasses. For expressing complex s i t u a ­
t ions graphs are be t te r than co l l ec t i ons of 
l i t e r a l s for human unders tandab i l i t y . In many 
cases graphs are used for descr ib ing s i t ua t i ons , 
and we see many usage of graphs for explana­
t ions whi le co l l ec t i ons of asser t ions are used 
for an i n t e r n a l representat ion of a system. 
So we want to construct a PS which t rea ts not 
symbol s t r i ngs or co l l ec t i ons of asser t ions , 
but graphs. 

In complex problems we f i nd two s i t ua t i ons i n ­
t e rac t i ng each o ther . For ins tance, in a 
problem so lv ing for c o n t r o l l i n g a robot we f i nd 
a robot and i t s environment i n t e r a c t i n g each 
other . We th ink that it Is be t te r than a de­
s c r i p t i o n by a s ing le s i t u a t i o n which repre­
sents the robot and i t s environments, to de­
scr ibe the world by the set of two sub-s i tua ­
t i o n s : one represents the robot and the other 
does i t s environment; and changing of the world 
by i n t e r a c t i v e changing of two sub -s i t ua t i ons . 
So we want to construct a PS which can express 
systems that i n t e r a c t each other a l so . 

In t h i s paper we w i l l propose a new graph pro­
duct ion system that has i n te rac t i ons ca l led an 
I n te rac t i ve Graph Production System (IGPS). 
An IGPS represents a s i t u a t i o n by a set of two 
labe l l ed d i rec ted graphs and changing of s i t u a ­
t ions by r e w r i t i n g ru les of graphs. So we w i l l 
construct an IGPS based on the graph grammar 
system which is discussed in [ 1 ] , In t h i s pa­
per we w i l l f i r s t describe d e f i n i t i o n s of an 
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IGPS, next show some examples of IGPSs f o r mak­
i ng c l e a r the method of d e s c r i p t i o n s and 
moves, and then d iscuss execu t i on of an IGPS. 

2. INTERACTIVE GRAPH PRODUCTION SYSTEM 

I n t h i s s e c t i o n w e w i l l desc r i be d e f i n i t i o n s o f 
an IGPS. An IGPS is c o n s t r u c t e d by two l a ­
b e l l e d d i r e c t e d graphs and two se ts of p roduc­
t i o n r u l e s which c o n t r o l i n t e r a c t i o n s and chang­
ing o f s i t u a t i o n s . 

2.1 S i t u a t i o n s of an IGPS 

A s i t u a t i o n of an IGPS is rep resen ted by a 
t u p l e , 

(O0, 

where o0 and O1 are s u b - s i t u a t i o n s desc r i bed by 

l a b e l l e d d i r e c t e d graphs . More f o r m a l l y , a 
s u b - s i t u a t i o n 0. is rep resen ted by a 3 - t u p l e , 

( Ni , LI , E i ) , 

where N i is a set of nodes, L i is a f u n c t i o n : 
i 

N. -> a set of l a b e l s , and E. is a se t of edges 
i i 

and is i nc l uded i n t o N. X N i . 

[Example 1] Here we show an example of a sub-
s i t u a t i o n . 

2.2 S t r u c t u r e of IGPS 

An IGPS is a 7 - t u p l e : 

s =(c,V,R, i0 ,P1, P1), 

where C is a se t of l a b e l s of s u b - s i t u a t i o n s , V 
is a se t of v a r i a b l e s whose ranges are subsets 

r 
of C, R is a f u n c t i o n : V -► 2 which d e f i n e s the 
ranges of v a r i a b l e s , t0 and i1 are two f i n i t e 

i n i t i a l s u b - s i t u a t i o n s whose se ts o f l a b e l s 

are C, and P0 and P1 are se ts of p r o d u c t i o n s 

which are a p p l i e d to two s u b - s i t u a t i o n s : O 0 

and a , r e s p e c t i v e l y . 

In t h i s paper we w i l l desc r i be elements of C by 
s t r i n g s of lower case l e t t e r s and elements of V 
by s t r i n g s o f upper case l e t t e r s . 

2.3 V a r i a b l e s 

An element of V is V. whose range is R(vi) 

A v a r i a b l e V. can have a va lue of an element of 
R ( v i ) . 

[Example 2] Here we show an example of a v a r ­
i a b l e . 

Let 

and, R(PLACE) ■ { s t a t i o n , school }. 

Then the va lue of 'PLACE' can be ' s t a t i o n ' or 
' s c h o o l ' , but i t can not b e ' b o y ' nor ' g i r l ' . 

2.A P roduc t i ons 

We desc r i be a p r o d u c t i o n of P0 or P, by the f o rm : 

where G1 is a l a b e l l e d d i r e c t e d graph whose /N1 / 

is a non -nega t i ve i n t e g e r and the set of l a b e l s 
is COW, G2 is a l a b e l l e d d i r e c t e d graph whose 

/N2 | is a n a t u r a l number and the se t of l a b e l s 

is CUW, and G3 is a l a b e l l e d d i r e c t e d graph 

whose set o f l a b e l s is CUVU{null} and s a t i s f i e s 
the c o n d i t i o n s l i s t e d be low. 

At an a p p l i c a t i o n of a p r o d u c t i o n each v a r i a b l e 
has one v a l u e . When two l a b e l l e d d i r e c t e d 
graphs are compared, a v a r i a b l e V and a con ­
s t a n t c are compa t ib le i f the va lue of v is c . 

[Example 3] We show an example of a p roduc­
t i o n in F i g . 1. In t h i s example C, V and R 
of the IGPS are same as those in Example 2. 
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2. 5 E f f e c t of A p p l i c a t i o n of Product ion 

Let a s i t u a t i o n of an IGPS be and l e t 

a p roduc t ion p . . : (G1) be inc luded in 

P. ( i = 0 , 1 ) . Then the produc t ion p . . may be 

a p p l i e d , i f Cond i t ion 1 and 2 are s a t i s f i e d . 

[Cond i t i on 1] Let a be O1-2 ., and l e t G be G1 , 
1-i' 

then Cond i t ion 1 ' is s a t i s f i e d . I f G i s an 
empty graph, then t h i s c o n d i t i o n i s s a t i s f i e d . 

[Cond i t i on 1 ' ] 

Let 0 = ( N , L , E ) , 

then there e x i s t s and G 
are compat ib le . 

When Cond i t ion 1 is s a t i s f i e d , the product ion 
p . . can be app l ied i f Cond i t ion 2 is s a t i s f i e d . 

[Cond i t i on 2) Let G2 ' be a graph which is made 

by r e w r i t i n g l abe l s of G2 which are elements of 

V and used in G1 as the value of the v a r i a b l e . 

Let o be o i and G be G2 ' then Condi t ion 1' is 

s a t i s f i e d . 

If a p roduc t ion s a t i s f y i n g Cond i t ion 1 and 2 is 
a p p l i e d , then a sub-graph of O i matching G2 is 

r e w r i t t e n as G3'. Here G3' is a graph made by 

r e w r i t i n g l abe l s which are elements of V as the 
value of the l a b e l . 

In an IGPS, p roduc t ion has a s t r u c t u r e descr ibed 
in 2 .4 , t he re fo re d e l e t i o n of nodes or edges is 
not a v a i r a b l e . But in an IGPS the spec ia l l a ­
be l ' n u l l ' expresses tha t the node w i l l be not 
r e w r i t t e n nor r e f e r r e d . Hence an IGPS i n t e r ­
p re te r can de le te a node whose l a b e l is ' n u l l ' 
and edges which connect those nodes, there are 
no def ferences in moves of the IGPS. 

[Example 4] We show an example of a p roduc t ion 
and i t s a p p l i c a t i o n in F i g , 2 In t h i s example, 

C = { monkey, a t , p l a c e l , p lace2 , box, move }, 

V = { PLACEX, PLACEY }, 

and R(PLACEX) = R(PLACEY) = { p l a c e l , place2 }. 

When a s i t u a t i o n of the IGPS is of 

F i g . 2, i f p roduct ion-1 of F i g . 2 is an element 
of P0 of the IGPS, then in product ion-1 the v a l ­
ue of PLACEX is palce2 and the value of PLACEY 
is p l a c e l , and the product ion can be appl ied to 

I f the product ion is appl ied to 

a s i t u a t i o n of the IGPS becomes to be 

of F i g . 2. 

2.6 Moves of an IGPS 

One move of an IGPS is const ruc ted by two sub-

moves. When a s i t u a t i o n of an IGPS is 

one sub-move is an a p p l i c a t i o n of an element of 

p rese rva t i on o f w h e n n o element 

of P0 can not be app l ied to Let the r e s u l t 

be Next one sub-move is an a p p l i c a ­

t i o n of an element of P1 to o , or p rese rva t i on 

o f w h e n no elements of P. can not be app l ied 

to Let the r e s u l t be 

3. SOME EXAMPLES OF IGPS 

In t h i s s e c t i o n we show some examples of IGPS 
f o r making c l e a r the s t r u c t u r e of an IGPS and 
the moves of an IGPS. 

3.1 Three Coin Problem 

Here we show the t h ree c o i n problem of Jackson 
[ 4 ] . 

Problem: Given t h ree co ins i n i t i a l l y HHT ( i . 
e . , head, head, t a i l ) , i n e x a c t l y th ree moves 
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make a l l co ins show the same f a c e . A move con­
s i s t s o f f l i p p i n g a c o i n ove r . 

We show below elements of an IGPS which de­
s c r i b e s the t h ree c o i n problem and chunks of 
knowledge f o r s o l v i n g the p rob lem. 

C = { s t a r t , c o n t , f l i p , end, c o i n l , c o i n 2 , 
c o i n 3 , i n c , countO, c o u n t l , coun t2 , 
coun t3 , head, t a i l , op , counter } , 

V = { COINX, COINY, COINZ, CONT, COUNT, 
COUNTALL, COUNTNEXT, STATE, STATEX, 
STATEY } , 

R(COINX) = R(COINY) = R(COINZ) 

= { c o i n l , c o i n 2 , co in3 } , 

R(CONT) = { c o n t , end }, 

R(STATE) = R(STATEX) = R(STATEY) 
- { head , t a i l } , 

R(COUNTALL) = { c o u n t O , c o u n t l , c o u n t 2 , c o u n t 3 } , 

R(COUNTNEXT) = { c o u n t l , c o u n t 2 , c o u n t 3 } , 

R(COUNT) ■ { c o u n t O , c o u n t l } , 

i0 - s t a r t -► c o n t , 

i1 = i n c -> countO -► c o u n t l c o i n l -> head 
i n c -► c o u n t l -► c o u n t 2 c o i n 2 -► head 
i n c -► c o u n t 2 -► c o u n t 3 c o i n 3 -> t a i l 
head <- op -► t a i l c o u n t e r -> coun tO 

P 0 and P 1 a r e shown in F i g . 3 and F i g . A , r e ­

s p e c t i v e l y . 

f l i p -> COINX COINX -> STATEX STATEX <- op -> STATEY 
( ) c o u n t e r - > COUNTALL 
CONT i n c +COUNTALL -> COUNTNEXT 

COINX -► STATEY STATEX <- op -> STATEY 
c o u n t e r s COUNTNEXT 
i n c -> COUNTALL -> COUNTNEXT 

F i g . 4 P 1 o f t h e IGPS w h i c h r e p r e s e n t s t h e 

t h r e e c o i n p r o b l e m . 

I n t h i s IGPS t h e s u b - s i t u a t i o n o 1 w h i c h i s i n i ­

t i a l l y i 1 e x p r e s s e s a s i t u a t i o n o f c o i n s , and 

t h e s u b - s i t u a t i o n o 0 w h i c h i s i n i t i a l l y i 0 e x ­

p r e s s e s a s i t u a t i o n o f a p r o c e s s o f s o l v i n g . 

P r o d u c t i o n s o f P 0 g e n e r a t e moves w h i c h f i t i n 

t h e s i t u a t i o n w i t h r e f e r r i n g a s u b - s i t u a t i o n O 1 

b y g e t t i n g k n o w l e d g e s o f c o i n s ' s i t u a t i o n and 

how many t i m e s t h e move is w i t h G1 . A p r o d u c ­

t i o n o f P 1 e x p r e s s e s t h e move w h i c h i s g e n e r ­

a t e d b y P 0 . I n o 1 " i n c - > countO-► c o u n t l " e x ­

p r e s s e s t h e move of a c o u n t e r . And 

"head <-op - > t a i l " e x p r e s s e s t h a t ' h e a d ' and 

' t a i l ' a r e o p p o s i t e f a c e s o f each o t h e r . 

In T a b l e 1 , we show changes o f a s u b - s i t u a t i o n 
O 0 o f t h e IGPS. And in T a b l e 2 , changes o f a 

s u b - s i t u a t i o n 0 1 o f t h e IGPS a r e shown. I n 

T a b l e 2 we o m i t p a r t o f s u b - s i t u a t i o n O 1 w h i c h 
d o n o t change f o r m a k i n g s h o r t . 

T a b l e 1 P r o c e s s of c h a n g i n g of o0 . 

a p p l i e d O 0 w h i c h i s t h e r e s u l t o f a p p l i c a 
p r o d u c t i o n t i o n o f t h e p r o d u c t i o n 

3 .2 Monkey /banana P r o b l e m 

The f a m i l i a r monkey and banana p r o b l e m i s f o r ­
m u l a t e d a s a n IGPS. I n t h r e e c o i n p r o b l e m , 
IGPS a l w a y s g e n e r a t e s c o r r e c t a n s w e r s , b u t i n 
t h e p r e s e n t case IGPS e x p r e s s e s a p r o c e s s o f 
m o n k e y ' s t r i a l and e r r o r p r o c e s s . H e r e , monkey 



does no t want to do a move which can not be c a r ­
r i e d o u t . And i f monkey can take banana, he 
must take i t . We show elements of the IGPS 
below. 

C = { mky, box, ban , p l a c e l , p l a c e 2 , p l a c e 3 , 
a t , o v e r , on , has, move, push, c l i m b , 
t a k e , s t a r t , c o n t , c o n t ' , end } , 

V - { PLACEX, PLACEY, DO, DOX } , 

R(PLACEX) - R(PLACEY) 
= { p l a c e l , p l a c e 2 , p lace3 } , 

R(D0) - { c l i m b , t a k e , move, s t a r t } , 

R(DOX) = { push, move } . 

P0 and P1 of the IGPS are shown in F i g . 5 and 

F i g . 6 , r e s p e c t i v e l y . The i n i t i a l s u b - s i t u a t i o n 

i0 is shown in Table 3, and i1 is shown in F i g . 7 

A process of monkey's t r i a l and e r r o r are shown 
in Table 3 . 

4. EXECUTION OF IGPS 

In t h i s s e c t i o n we d i scuss execu t i on of IGPS. 
The core of e x e c u t i o n of IGPS is an IGPS i n t e r ­
p r e t e r , wh ich r e c e i v e s an IGPS and execute the 
IGPS. And we need a p r o d u c t i o n e d i t t i n g s y s ­
tem f o r easy d e s c r i p t i o n of p r o d u c t i o n s . The 
p r o d u c t i o n e d i t t i n g system enables us to e d i t 
p roduc t i ons on a g raph ic d i s p l a y u n i t and gen­
e ra te se ts o f p r o d u c t i o n s . 

4 .1 IGPS I n t e r p r e t e r 

We implement an IGPS i n t e r p r e t e r which executes 
an IGPS o r i g i n a l l y in accordance w i t h the d e f ­
i n i t i o n s of IGPS. But the IGPS i n t e r p r e t e r 
has some f u n c t i o n s f o r making p rocess ing f a s t 
and d e s c r i p t i o n o f p roduc t i ons easy. 
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The IGPS i n t e r p r e t e r has two modes except a 
basic mode. In the basic mode the IGPS i n t e r ­
preter appl ies one product ion at one time ac­
cording to the d e f i n i t i o n of the IGPS. In ex­
panded mode 1. the IGPS i n t e r p r e t e r t r i e s to 
apply productions which are permit ted to apply 
at one t ime. And in expanded mode 2, the IGPS 
i n t e rp re te r t r i e s to apply a l l product ions to 
a l l sub-graphs at one time whi le product ions 
can be app l ied . In those expanded modes, the 
number of der is ions on whether a product ion may 
be appl ied or not decreases, so processing time 
at one app l i ca t i on of a product ion decreases. 

In the d e f i n i t i o n of IGPS we did not def ine how 
to select a product ion , so we must now decide 
how to se lect a product ion . In most of pro­
duct ion systems, fo r instance RPS [ 8 ] , produc­
t ions are ordered and the f i r s t product ion 
which matches the data-base is app l i ed . But 
if we use ru l e -o rde r i ng fo r se lec t i on of a pro­
duc t ion , we can not describe the monkey and ba­
nana problem as in 3.2. Therefore the IGPS 
i n t e r p r e t e r enables us to decide a se lec t ion 
method of a product ion among three methods. 
The f i r s t method is the conventional r u l e - o r ­
der ing . The second one enables us to speci fy 
a p r i o r i t y of product ions at each move. And 
the las t one enables us to speci fy an a lgor i thm 
which decides a p r i o r i t y of product ions at each 
move. 

4.2 Product ion E d i t t i n g System 

A product ion of IGPS is constructed by three 
tup le of l abe l led d i rec ted graphs. For ed­
i t t i n g product ions e f f i c i e n t l y , we need some 
func t ions , which enables us to def ine a set of 
constant C, a set of var iab les V and a range 
func t ion R, and to input l abe l l ed d i rec ted 
graphs, and to check input ted product ions. 
Input of l abe l l ed d i rec ted graphs can be done 
by i n p u t t i n g a labe l of each node and a tup le 
of a head and a t a i l of each edge using punched 
cards, but we can not inspect graphs e f f i c i e n t ­
ly using a l i s t of a labe l of each node and a 
l i s t of a tup le of a head and a t a i l of each 
edge. So the product ion e d i t t i n g system must 
enable us to ed i t product ions: three tup le of 
l abe l led d i rec ted graphs, using graph ica l de-
s c r i p r i o n . Therefore the product ion e d i t t i n g 
system uses a graphic d isp lay u n i t fo r d isp lay 
of product ions. And the product ion e d i t t i n g 
system enables us to ed i t product ions i n t e r a c ­
t i v e l y . 

5. CONCLUSION 

In t h i s paper, we have proposed a new produc­
t i o n system: IGPS. IGPS is a formal system 
which expresses a s t ruc tu re and moves of a 
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system which has i n t e r a c t i o n . And we have 
shown examples of an IGPS for making c lear de­
s c r i p t i v e power and moves of IGPS. 

In the f i e l d of a r t i f i c i a l i n t e l l i g e n c e , we 
t rea t a diverse c o l l e c t i o n of problems. Some 
of them have I n t e r a c t i o n in t he i r s i t u a t i o n s . 
For expressing these problems we need a produc­
t i o n system which can express i n t e r a c t i o n . Of 
course conventional product ion systems can ex­
press a system which has i n t e r a c t i o n . But 
s i m p l i c i t y , modular i ty and other favourable 
PS's features are l o s t . IGPS can express a 
system which has i n t e r a c t i o n whi le increasing 
favourable PS's fea tu res . And fu r the r using 
labe l led d i rec ted graphs, IGPS can express very 
complex s i t u a t i o n s . 
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META-KNOWLEDGE AND COGNITION 

Avron Barr 
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Computer Science Department 
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In Al knowledge representation schemes, structures that describe other structures are said to 
represent "meta-knowledge," or knowledge about other knowledge. After describing some studies 
of human behavior that demonstrate people's ability to reason about what they know and about how 
they reason, we review the use of explicit meta-knowledge in aeveral rescent Al systems. The 
concept of meta-level knowledge captures Intrinsic, commonplace properties of human cognition 
that are central to an underatanding of knowledge and intelligence. 

In the last few years, several Al researchers have 
proposed the use of "meta-level" knowledge 
representation structures for a variety of tasks. In Al, the 
phrase "meta-knowledge" generally refers to data-
structures In a knowledge representation scheme that 
"represent" knowledge about other other data-structures, 
as opposed to representing knowiege about "things In the 
world." For example, a rule in the knowledge base of an 
expert medical diagnosis system might be annotated with a 
meta-level description of the rule's history (e.g., which 
expert entered it or last modified it) or a description of its 
relation to other rules in the database. 
The use of meta-knowledge of this type in Al systems like 
TEIRESIAS (Davis, 1076) is a key breakthrough In the 
design of "knowledge-based" intelligent systems. Meta-
level knowledge has been used in these systems primarily 
In the Implementation of "introspective" processes: 
acquisition of new knowledge from human experts and 
explanation of the system's reasoning to users. The 
usefulness of meta-level descriptions for these and other 
functions has prompted proposals for their Incorporation in 
several new general-purpose representation schemes, like 
KRL, as described below. 
But there Is more to meta-knowledge than its typical 
characterization in Al captures. In human experience, 
meta-level knowledge and reasoning are an integral part of 
common, everyday cognitive activity. For example, 
consider the well-known "tip-of-the-tongue" phenomenon; 

You run Into someone you have met once before, and 
you can't remember his name. You remember very well 
your first meeting at a New Year's Eve party In 
Oakland, and that he is the brother-in-law of your 
wife's boss. Then you remember that he has a 
foreign-sounding name. It rhymes with spaghetti... 

You could use all of this knowledge In trying to recollect 
his name. You would certainly say that you "know his 
name," even though you can't recall it: You "know that you 
know It" — knowledge about what you know. It Is this 
intuitive knowledge about what we know, and also about 
how we use what we know, that is the most compelling 
reason for viewing meta-knowledge as having a central 
role In human cognition. After exploring some psychological 
studies which indicate the nature and extent of the role of 

meta-knowedge in human memory, reasoning, and 
understanding, we will examine tho recent use of explicit 
representations of meta-knowledge In several recent Al 
systems. We will argue, In conclusion, that the apparent 
difference in character between human meta-cognltive 
activity and the use of mets-level representations in Al Is 
an important Indication of the difference between 
"representation" and "knowiege" that should be explored 
further. 

Meta-knowledge in Human Cognition 
The psychological studies reviewed here deal with human 
memory, plausible reasoning, and cognitive development. 
The conceptual framework offered by "meta-knowledge" is 
essential to understanding these results: It will be argued 
that much remembering and reasoning Is best described as 
meta-level activity, that at the core of these mental 
processes people use knowledge about their own cognitive 
ability, style and experience, and about the extent, origin, 
and certainty of their knowledge. 
It Is Important to keep in mind that the cognitive behaviors 
described here are not the results of trick questions or 
contrived experimental situations. The phenomena that 
are described are an Intrinsic part of human cognition, from 
remembering to everyday inference making. 

Meta-memory: Knowing What You Know 
The experience of meta-knowledge by humans Is 
addressed directly in a paper by Kolers and Palef (1076). 
They point out that the "knowing not" phenomenon is a 
very common characteristic of human cognition; this Is 
simply where people often know rapidly and reliably that 
they do not know something. Furthermore, these 
researchers point out that this trait is not easily captured 
by current "searching" models of memory. 

Meta-knowledge and Inference 
Allan Collins and his colleagues have for some time been 
studying "reasoning from incomplete knowledge," that Is, 
what one can conclude from the fact that one doesn't 
know something. Since the prerequisite to this kind of 
reasoning is awareness of not knowing some fact, these 
inferences relate directly to the "knowing not" studies, 
and to meta-knowledge. For example, In the "lack of 

31 



knowledge" Inference, the fact that you would know some 
fac t if It were true, but you don't remember it, leads you to 
believe that It Just isn't true. Gentner and Collins (1976) 
suggest two factors used in making the lack-of-knowledge 
inference. First, one estimates the (relative) "importance" 
of the fact ; the more important It is, the more the fact that 
you don't remember it implies that It "ain't so." Second, 
one's own expertise in the topic area is estimated—the 
more one knows about the area, the more likely not 
remembering something implies it isn't true. Collins (1978) 
stresses that much of human plausible reasoning Is based 
on meta-level reasoning about what one knows, and what 
one would know if some fact were true. 

The Development of Meta-cognition 
John Flavell has been studying for some time the way 
children develop Increasingly accurate "feelings" about 
their performance on cognitive tasks involving learning, 
remembering, and understanding. In a recent paper, Flavell 
( 1979 ) discusses these results in terms of metacognitive 
knowledge and metacognitive experience. Metacognitive 
knowledge Is knowledge about people as cognitive 
systems, about the cognitive tasks they face, and about 
the strategies they employ to accomplish them. 
Metacognitive experiences are the realizations about some 
aspect of a cognitive enterprise, particularly how well it's 
going. For example, a person may " feel" that he has 
memorized a list completely, or that he doesn't understand 
some Instructions. 

The point of these studies for the current discussion Is 
that they indicate that the knowledge we have about our 
knowledge and memory Is not simply that we "know that 
we know X" or that we "believe that adults know what 
2+2 is." The meta-level knowledge that appears to be 
useful to cognitive processes like learning, remembering 
and understanding, or what Flavell (1979) calls generally 
metacognition, covers the full range of "knowing" about 
other knowledge. 

The Phenomenology of Mete-knowledge 
The psychological phenomena reviewed here Illustrate the 
pervasive role of meta-level activity in human cognition. 
The studies by Kolers and Palef deal with some 
fundamental properties of human remembering, namely, that 
one of ten seems to "know" rapidly and reliably that one 
doesn't know something, without going through any sort of 
"memory-scanning" process. In other words, people seem 
to have "at their fingertips" an Idea of the extent of their 
knowledge in somo kinds of tasks. Recent research on 
memory has extended this notion, viewing recall as a 
problem-solving activity that uses knowledge or 
descriptions of memories just as other problem-solving 
tasks use domain knowledge (see Williams, 1977, and 
Norman and Bobrow, 1979). 

Colllns's studies indicate that this kind of meta-knowledge 
may be an Integral part of much of people's everyday 
reasoning. Flavell's work shows that meta-cognition 
develops gradually in children and that certain meta­
cognit ive tasks, like estimating how hard a problem will be 
or knowing when one has understood directions, are 
performed surprisingly poorly by young children. Once 
again, what Is developing here is not the child's knowledge 
of the world, but his understanding of what he knows and 
doesn't know, and of his own cognitive performance. What 
does It mean to "represent" this kind of knowledge? 

The Representation of Mota-knowlodge 

The Al systems reviewed below all allow the explicit 
declaration of meta-level data-structures in their 
representation schemes. In other words, the 
representation formalisms allow encoding of data-
structures that "describe" other data-structures. The 
Issues discussed here have come up in many, maybe all, Al 
systems and are relevant to all representation schemes: 
predicate calculus, production rules, conceptual 
dependency nets, semantic nets, procedures, frames, etc. 
The particular systems described here have attempted to 
use explicit ly represented meta-knowledge. 

TEIRESIAS 
The use of meta-knowledge evolved naturally in systems 
developed In what might be called the "Transfer of 
Expert ise" paradigm (Barr, Bennett, and Ciancey, 1979). 
Systems like DENDRAL and MYCIN perform a complex task 
by using a database acquired from the human experts who 
are good at the task. The need to give these systems 
meta-knowledge, knowledge about their own structure and 
about what they know, developed naturally as part of the 
ef for t to endow them with some introspective capabilities, In 
particular, facilities for automating the acquisition of new 
knowledge from humans, for doing automatic bookkeeping 
on the database, and for explaining the system's decisions 
and reasoning strategies to humans. A prototype system 
for Incorporating such capabilities into Al programs, called 
TEIRESIAS, was designed by Randy Davis, and led him 
directly to the development of techniques for the explicit 
representation of meta-knowledge (see Davis, 1976, and 
Davis & Buchanan, 1977). 

TElRESIAS's various meta-knowledge representation 
structures are all encoded and used differently within the 
system, each having its own set of data structures and 
Interpreting procedures. However, the important point Is 
that all of these structures arose out of the effort to 
Implement some new, introspective abilities in the system 
which were needed to facilitate transfer of expertise 
interactions with humans. 

KRL and KRS 
The best known of the new frame-oriented representation 
languages is KRL, being developed at Xerox PARC. The 
expl ici t representation of meta-knowledge was already an 
espoused feature of the first Implementation effort, KRL-0 
(Bobrow and Winograd, 1977). Each slot of a unit, or 
frame, could be tagged with certain features, selected from 
a set of predefined meta-level characteristics, which were 
used In Inheritance and matching. 

Besides the feature tags, use of an entire description to 
describe another description, i.e., as a meta-description, 
was proposed in KRL-O, but was not thought out further 
until work on the KRL-1 implementation. Recent work on 
KRL has strongly Influenced a theory of the formal 
semantics of representation languages proposed by Brian 
Smith at MIT (B. Smith, 1976). Smith's formalism, called 
KRS, Includes meta-level descriptions, called layers, as one 
of Its basic characterizations of a representation. The 
most Important aspect of Smith's model of meta-level 
descriptions is that, unlike the ad hoc character of 
TElRESIAS's meta-level knowledge, KRS offers a unified 
conception of the role of meta-level atructurea In which 
the various layers share the same syntax end Interpreting 
process. 



FOL 
Its explicit representation of its own reasoning 
mechanisms makes the POL proof-checking system 
(Weyhrauch, 1079) of Interest in this discussion: FOL 
makes direct use of meta-knowledge in a first-order logic 
representation scheme, based on the idea of simulation 
structures which are used to establish the semantics of 
expressions. The key Idea is that, since the FOL proof 
checker Is itself a program, composed of data structures, 
It Is the natural simulation structure to "attach" to a theory 
of language/simulation-structure pairs, a theory of 
reasoning. In such a theory one could reason about (prove 
theorems about) any particular language/simulation-
structure pair by using general theorems about L/SS pairs, 
meta-theorems. Although FOL is a very powerful proof-
constructing/checking system in its own right, it is uniquely 
of Interest in this discussion because of the neat way that 
meta-level reasoning fits into the formalism. 

The State of the Art 
Explicit declarations of the form of the system's 
representation schemes were necessary In TEIRESIAS to 
implement "introspective" capabilities like explanation. The 
form of the meta-level representations In TEIRESIAS was 
ad hoc, but their use was clear. On the other hand, the 
representation of meta-knowledge as feature tags in KRL-0 
was more uniform, but the ideas about how to use this 
knowledge were incomplete, involving rather vague ideas 
of Inheritance and matching. Both KRS and FOL have 
elegant ideas about how to represent meta-level 
knowledge In their representation schemes, but have not 
actually specified yet how this kind of knowledge is to be 
used. 

Meta-knowledge and Computation 
The first observation that must be made is that there Is a 
qualitative difference between human meta-cognitive 
capabilities, like "knowing not," "meta-memory," and the 
"lack-of-knowledge Inference," and the current uses of 
meta-level representational structures in Al systems. In 
particular, viewing meta-knowledge as additional "facts" or 
"rules" which describe the object-level knowledge does not 
completely capture its essential characteristics. 
Typical (pre-meta-knowledge) Al programs can achieve 
expert performance in their domain and yet be unable to 
answer questions like "Why did you do this?" or "How do 
you know that?"--questions that a human expert would 
naturally be able to answer. It was an attempt to 
implement these very abilities In TEIRESIAS that led Randy 
Davis directly to the use of meta-knowledge. Humans 
acquire, as a natural, integral part of their development 
and training, knowledge about their own reasoning 
processes as well as knowledge about what they know. 
These psychological studies of meta-cognitive behavior 
are Important because they deal with commonplace human 
cognitive abilities, like "knowing not" and "meta-memory," 
that are \/ery difficult to understand In terms of "storage 
and retrieval" models of memory (see Barr, 1077, and 
Restle, 1974). This indicates that there are aspects of 
"knowing" and "remembering" that have so far remained 
unexplored in Al research--we have only begun to examine 
the full fabric of behavior that is the reason we ascribe 
knowledge and Intelligence to people. 

References 

Barr, A. Meta-knowledge and Memory. Unpublished Working 
Paper HPP-77-37, Computer Science Department, 
Stanford, November, 1977. 
Barr, A., Bennett, J., & Clancey, W. Transfer of Expertise: A 
Theme for A! Research. Unpublished Working Paper HPP-79-
1 1 , Computer Science Department, Stanford, March, 1079. 
Bobrow, D., & Winograd, T. An overview of KRL, a 
knowledge representation language. Cognitive Science, 
1977. 1, 1-48. 
Collins, A. Fragments of a Theory of Human Plausible 
Reasoning. TINLAP-2, 1978, 194-201. 
Davis, R. Applications of meta-level knowledge to the 
construction, malntainance, and use of large knowledge 
bases. Memo AIM-283, Stanford Al Lab, 1978. 
Davis, R. and Buchanan, B. Meta-level knowledge: Overview 
and Applications. Proceedings of IJCAI-6, MIT, Cambridge, 
1977. 
Flavell, J. Metacognition and Cognitive Monitoring: A 
New Area for Cognitive-Developmental Inquiry. Unpublished 
manuscript, Department of Psychology, Stanford University, 
1979. 
Gentner, D., and Collins, A. Knowing about Knowing: Effects 
of Meta-knowledge on Inference, Unpublished manuscript, Bolt 
Beranek and Newman inc., Cambridge, Mass., 1978. 
Kolers, Paul and Sandra Palef. Knowing not. Memory and 
Cognition, 1976, 4:6, 663-668. 
Norman, D. A., & Bobrow, D. G. Descriptions: An 
Intermediate Stage In Memory Retrieval. To Appear In 
Cognitive Psychology. 
Restle, F. Critique of Pure Memory. in Solso, R. 
(Ed.), Theories in Cognitive Psychology; The Loyola 
Symposium. Potomlc, Maryland: Lawrence Erlbaum 
Associates, 1974, 203-217. 
Smith, Brian. Levels, Layers, and Planes: The Framework of a 
System of Knowledge Representation Semantics. Unpublished 
Draft, MIT, Cambridge, February, 1978. 
Weyhrauch, Richard. Prolegomena to a theory of mechanized 
formal reasoning. Unpublished working paper, Stanford Al 
Lab, January, 1979. 
Williams, M. Some Ovservations on the process of retrieval 
from \/ery long term memory. (Doctoral dissertation, 
Department of Psychology, University of California, 
Sandiego, 1977). Dissertation Abstracts International, 
1977. 

33 
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Gamma ray a c t i v a t i o n spectra are used by nuclear phys ic i s ts to i d e n t i f y the elemental 
composition of unknown substances. Neutron bombardment causes some of the atoms of the 
sample to change i n to unstable iso topes, which then decay, emi t t i ng gamma rad ia t i on at 
c h a r a c t e r i s t i c energies and i n t e n s i t i e s . By i d e n t i f y i n g the unstable iso topes, the 
composit ion of the o r i g i n a l substance can be determined. Since the performance of such 
analys is r e l i e s on large amounts of var ious kinds of knowledge, the task seems appropr iate 
fo r the techniques of knowledge engineer ing. An experimental system, GAMMA, has been 
developed, based on the generate-and-test paradigm. GAMMA's performance has been good 
enough that i t is c u r r e n t l y in use by p rac t i c i ng nuclear p h y s i c i s t s . 

1. INTRODUCTION 

Gamma ray a c t i v a t i o n spectra are produced by 
bombarding a sample w i t h neutrons, thereby 
producing unstable isotopes which begin to 
decay. While decaying, these isotopes emit 
gamma rays at c h a r a c t e r i s t i c energies and 
i n t e n s i t i e s . By measuring the gamma rays 
emitted by the sample a f t e r bombardment, the 
unstable isotopes (and from these, the elements 
of the o r i g i n a l sample) can be i d e n t i f i e d . F ig . 
1 shows the spectrum produced a f t e r bombarding a 
sample w i th neutrons. Some of the peaks are 
labeled by t h e i r energies. This is considered 
to be a high reso lu t i on spectrum, since the 
energies can be i d e n t i f i e d qu i te accura te ly . 
F i g . 1 also shows the i so top ic i n t e r p r e t a t i o n 
made by a nuclear p h y s i c i s t . The peaks are 
labeled by the isotope which emitted those gamma 
rays during decay. The elemental i n t e r p r e t a t i o n 
a t t r i b u t e s the Na-24 to sodium, the Cl-38 and 
S-37 to ch l o r i ne , the K-40 and Th to na tu ra l 
r a d i a t i o n , and the Ba-137 to an impur i t y . 

The task of i n t e r p r e t i n g gamma ray a c t i v a t i o n 
spectra requi res considerable knowledge about 
nuclear physics, suggesting that the techniques 
of knowledge engineering may be use fu l l y 

The work reported herein was accomplished by the 
author whi le serving as a consul tant to the 
Computer I n t e l l i g e n c e Program at Schlumberger-
D o l l Research Center. A de ta i l ed vers ion of 
t h i s paper is ava i lab le from: Dr. W. Frawley, 
Schlumberger-Doll Research Center, Old Quarry 
Road, R idge f i e l d , CT 06877. 

app l i ed . Some of t h i s knowledge has been 
cod i f i ed in to a machine-usable data base, and an 
experimental program, ca l led GAMMA, has been 
implemented for using t h i s data base w i t h i n a 
generate-and-test paradigm. Pre l iminary r esu l t s 
w i th GAMMA have been good enough that even tne 
experimental vers ion has already been used for 
cross-checking analyses by several p rac t i c i ng 
nuclear p h y s i c i s t s . 

2. KNOWLEDGE BASE FOR GAMMA RAY ANALYSIS 

The process that produces gamma ray spectra can 
be seen at s ix d i f f e r e n t l eve l s as f o l l ows : 

(1) elements in o r i g i n a l sample 
(2) isotopes in o r i g i n a l sample 
(3) isotopes a f t e r bombardment 
(1) decays 
(5) emissions dur ing decay 
(6) detect ions dur ing decay 

The re la t i onsh ips between the l eve l s can be 
understood in terms of the d i f f e r e n t kinds of 
knowledge that play a r o l e . The r e l a t i o n s h i p 
between l eve l s (1) and (2) involves the r e l a t i v e 
concentrat ions of the n a t u r a l l y occurr ing 
isotopes of each element. The r e l a t i o n s h i p 
between l eve l s (2) and (3) is more complex. 
Under neutron bombardment, a given isotope can 
go through any of four basic t r a n s i t i o n s , and 
the frequency w i th which the d i f f e r e n t 
t r a n s i t i o n s may occur depends on the p a r t i c u l a r 
isotopes invo lved , on the device used to produce 
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the neutrons,and on the leng th of t ime dur ing 
which the sample is exposed to neut rons . The 
p r i n c i p a l f a c t o r s r e l a t i n g l e v e l s (3) and (4) 
are the h a l f l i v e s of the unstable isotopes and 
the t ime dur ing which the de tec to r is exposed to 
the sample a f t e r bombardment. The r e l a t i o n s h i p 
between l e v e l s (4) and (5) is r e l a t i v e l y s imp le : 
every uns tab le isotope has a c h a r a c t e r i s t i c set 
of gamma rays ( w i t h r e l a t i v e i n t e n s i t i e s ) 
emi t ted dur ing decay. The r e l a t i o n s h i p between 
l e v e l s (5) and (6) depends on the d e t e c t o r : any 
g iven de tec to r w i l l de tec t some f r a c t i o n o f the 
emi t ted gamma rays . This de tec to r e f f i c i e n c y 
may depend on the energy of the gamma rays . A 
second f a c t o r , the presence of escape peaks 
( e . g . , those labeled Na-24' and N a - 2 4 " in F i g . 
1 ) , a lso depends on the energy of the main peak. 

Much of the knowledge discussed in t h i s sec t i on 
is a v a i l a b l e to nuclear p h y s i c i s t s in the form 
of books and a r t i c l e s ; we have converted the 
data from one of these [ 1 ] i n t o a machine-usable 
LISP data base. 

Based on the d iscuss ion of the preceding 
s e c t i o n , severa l implementat ion paradigms can be 
imagined. Generate-and- test could be based on a 
l i s t of e lements. For each element, one could 
progress from l e v e l (1) to l e v e l ( 6 ) , p r e d i c t i n g 
each l e v e l from the previous one. The pred ic ted 
l e v e l (6) peaks could then be matched against 
the peaks of the spectrum to accept or r e j e c t 
the o r i g i n a l element. Backward-chaining would 
i nvo l ve progress ing through the l e v e l s in the 
same o rde r , but in some cases it might be 
unnecessary to go a l l the way to l e v e l (6) f o r 

F igure 1. 
a l l subgoals, because r e j e c t i o n of one subgoal 
makes the o thers i r r e l e v a n t . In a d d i t i o n , the 
l i s t o f elements would on ly be i m p l i c i t in the 
l i s t o f r u l es r e l a t i n g l e v e l s (1) and ( 2 ) . I n a 
fo rward -cha in ing (o r da ta -d r i ven ) paradigm, one 
could work upwards from the spec t ra l peaks at 
l e v e l (6) to l e v e l ( 1 ) , us ing data (o r 
hypotheses) at each l e v e l as evidence fo r 
hypotheses at the nex t . F i n a l l y , one could 
imagine some k ind of m ixed-cha in ing , us ing 
i n d i v i d u a l peaks in the spectrum to suggest 
candidates to be evaluated f u r t h e r . (Th is is 
rough ly the s t r a tegy used by nuclear 
p h y s i c i s t s . ) We plan even tua l l y to experiment 
w i t h a l l o f these paradigms. 

4. GAMMA 

Our f i r s t exper imental system, GAMMA, uses the 
genera te -and- tes t paradigm. GAMMA has rou t i nes 
to p r e d i c t from hypotheses at one l e v e l to 
hypotheses at the next l e v e l . Chaining together 
p r e d i c t i o n s from a s i n g l e element at l e v e l (1) 
to l e v e l (6) g ives a p red ic ted p a t t e r n of peaks, 
which can then be matched against the peaks of 
the spectrum to determine whether or not the 
element was present in the o r i g i n a l sample. 
(Note t h a t t h i s technique on ly works when the 
hypotheses ( i . e . , elements) a t the top l e v e l can 
be considered r e l a t i v e l y independent ly . ) 

P r e d i c t i o n from l e v e l (1) to l e v e l (2) i s q u i t e 
s imp le , s ince the r e l a t i v e abundances of the 
n a t u r a l l y - o c c u r r i n g isotopes of an element are 
s tored in GAMMA'S data base. P r e d i c t i o n from 
l e v e l (2) to leve (4) is co l lapsed i n t o one 
s t e p , from isotopes in the sample to decays of 
uns tab le isotopes a f t e r neutron bombardment. We 
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3. PARADIGMS FOR KNOWLEDGE ENGINEERING 




