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A system called CENTAUR has been implemented to interpret data derived from pulmonary function tests using a knowledge representation that combines the advantages of both production rules and frames. The system uses a hypothesis-directed approach to problem solving, in which hypotheses are suggested by the Initial data, further Information is acquired, and then more specific hypotheses are selected. The hypotheses are represented as PROTOTYPES, frame-like data structures each of which characterizes some pulmonary disease. The prototypes guide the invocation of the production rules and focus the search for new information. Some of the advantages afforded by representing knowledge as both prototypes and rules are also presented.

1 Introduction
Much of Artificial Intelligence research has focused on determining the appropriate knowledge representations to use in order to achieve high performance from knowledge-based systems. The principal Artificial Intelligence theme being explored in this present research" is that there are many advantages to a system that uses both frame-like structures and production rules to perform problem-solving tasks in knowledge-intensive domains

In order to test this theme, a knowledge representation was designed using a combination of frames and production rules. The frames are called Prototypes because they represent stereotypical situations which can be used as a basis for comparison to the actual situation given by the data. ${ }^{22}$ The domain chosen was that of pulmonary physiology. The task was to interpret a set of pulmonary function test results, producing a set of interpretation statements and a diagnosis of pulmonary disease In the patient. A system called CENTAUR has been written to perform this task using prototypes that characterize the typical features of each pulmonary disease. Each feature is called a Component of the prototype. Associated with each component are production rules used to infer a value for the component. These production rules are a form of procedural attachment with a constrained, stylized syntax that makes them easier to examine than general procedures. This constrained syntax leads to other advantages, such as ease of acquisition and modifiability as discussed in [2]. The prototypes focus the search for new information by guiding the invocation of the production rules and eliciting the most relevant information from the user. These prototypes are linked together in a network in which the links specify the relationships between the prototypes.

This research developed out of the MYCIN project [5], which uses a knowledge base of production rules to perform infectious disease consultations. Initially, a MYCIN-like
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" The term prototype has been given the same meaning by other researchers, for example in KRL [I], a prototype is a special kind of unit representing a hypothetical individual that Is the typical member of a class.
production rule system called PUFF [4] was written to perform pulmonary function test interpretations. Problems with the production rule formalism In PUFF and similar rule-based systems, such as a need to focus the search for new information and the desire to represent characteristic patterns of disease, motivated the creation of a prototype-directed system.


## 2 The CENTAUR System

CENTAUR produces an interpretation of data and a pulmonary diagnosis based on a set of pulmonary function test results. The inputs to the system are the pulmonary function test results and a set of patient data including the patient's name, sex, age, and a referral diagnosis. The output consists of both a set of interpretation statements that serve to explain or comment on the pulmonary function test results and a final diagnosis of pulmonary disease in the patient.

CENTAUR uses a hypothesis-directed approach to problem solving where the possible hypotheses are represented by the prototypes. The goal of the system Is to confirm some of the prototypes as matching the data in an actual case. The final set of confirmed prototypes is the system's solution for classifying the data in that case. The prototypes represent the various pulmonary diseases, their degrees and subtypes, with the result that the set of confirmed prototypes represents the diagnosis of pulmonary disease in the patient.

In the example below, the prototype representing a pulmonary function consultation itself, the PULMONARYDISEASE prototype, has been selected as the initial Current Prototype, the system's best hypothesis about how to classify the data in the case. The Initial data is requested and the user responses (preceded by a double asterisk ${ }^{* *}$ ) are recorded. Data entered in the system suggests or "triggers" disease prototypes. The triggered prototypes are placed on a Hypothesis List and ordered according to how closely they match the data. The system attempts to fill in values for the components of the current prototype, which may cause rules to be invoked; or, if no rules are associated with the component, the system will ask the user for the value When all of the prototype components have values, a decision is made by the system as to whether the given data values match those expected for the prototype. Another prototype is then selected as the Current Prototype, and the process repeats. The system moves through the prototype network confirming or disproving indicated disease prototypes. Matching data and prototypes continues until each piece of data has been accounted for by some confirmed prototype or until the system has concluded that it cannot account for any more of the data.

## 3 CENTAUR Example

The following is an example of an interpretation of a set of pulmonary function test results for one pulmonary patient. Comments are in italics.

## *CENTAUR* 14-Jan-79 13:54:07

PATIENT-7.

1) Patient's identifying number: ** 7446
Z) referral diagnosis: ** ASTHMA
2) FEV1/FVC ratio: ** 40
[Trigger for OAD and CM 900]
(Prototype OAD Is Metered by the value 40 for the FEVIIFVC ratio. The Certainty Measure (CM) indicates on a numerical scale the degree of certainty with which the prototype is indicated by the data.)
3) TIC observed/predicted: •* 139
4) FVC/FVC-predicted: ** 81
[Trigger for NORMAL and CM 500]
(The questioning continues and other prototypes are triggered by the data values.)

MoreSpecific Prototypes chosen: NOPMAL OAD (Although there are five possible, more specific disease prototypes for the PULMONARY-DISEASE prototype, only the two that were triggered by the initial data are selected as possibilities to pursue. These prototypes are filled in with the data values that are already known in the case.)

Surprise Value! 261 for RV in NORMAL CM: 700
!Surprise Value! 139 for TLC 1n NORMAL CM: 400
(Any data values that are not consistent with the values expected for that disease prototype are noted as Surprise Values, and the CM for that prototype is lowered. Two of the data values that are not consistent with the NORMAL pulmonary function prototype are shown here.)

Hypothesis List: (OAO 990) (NORMAL -699)
(The Hypothesis List of triggered prototypes is then ordered according to the CM of the prototypes and a new Current Prototype, OAD, is chosen.)

Components of OAO to trace: F25 D-RVITLC (In order to instantiate the OAD prototype, two more components must have values. These are then asked of the user if there are no rules that can be used to deduce their values. The OAD prototype is confirmed as matching the data in this case. Control information associated with the prototype specifies that the Degree of OAD should be determined next, followed by the Subtype of OAD.)

Confirmed: ASTHMA SEVERE-OAO OAO
(Eventually SEVERE-OAD and ASTHMA are also confirmed. Data values that can be accounted for by one of the confirmed prototypes are marked. If there are data values remaining that cannot be accounted for by the confirmed prototypes, the system will attempt to determine if there are multiple diseases in the patient. Refinement Rules associated with the confirmed prototypes are executed to further refine the diagnosis and conclusions which are then printed.)

Conclusions:
Smoking probably exacerbates the severity of the patient's airway obstruction.
Good response to bronchodilators 1 s consistent with an asthmatic condition.

Pulmonary Function Diagnosis:
Severe Obstructive Airways Disease.
Asthmatic type.

4 Prototypes and Components
Following frame terminology, each prototype contains SLOTS of information associated with it. One of these is the slot COMPONENTS that lists the substantive characteristics of the prototype. Each component may, in turn, have slots of information associated with it In the OAD prototype in Figure 4.1, there are components for many of the pulmonary function tests that are useful in characterizing a patient with OAD For example, the TOTAL LUNG CAPACITY of a patient with OAD is typically higher than that of a person with normal pulmonary function. Thus there is a component, TOTAL LUNG CAPACITY, with a range of PLAUSIBLE VALUES that are characteristic of a person with OAD.

Some control information is represented explicitly in slots associated with the prototype. These slots contain a set of one or more clauses that express some action to be taken by the system in order to instantiate the prototype (CONTROL slot), upon confirmation of the prototype (IF-CONFIRMED slot), in the event that a prototype is disproved (IF-DISPROVED slot), and in a clean-up stage after the system processing has been completed (ACTION slot).

## PROTOTYPE Obstructive Airways Disease

GENERAL SLOTS
-Bookkeeping Information
-Pointers to other prototypes
(link prototype)
-English phrases

CONTROL SLOTS
Control
If-Confirmed
If-Disproved
Action

COMPONENTS
Plausible Values
Default Value
Possible Error Values
Rules
Importance of value
to this prototype

Author: Aikins
Date: 27-OCT-78
Source: Dr. Fallat
Pointers:
(degree MILD-OAD)...
(subtype ASTHMA)...
Hypothesis: There is an interpretation of OAD."

If-Confirmed:
Deduce degree of OAD Deduce subtype of OAD Action:
Deduce OAD findings
Print OAD findings
TOTAL LUNG CAPACITY Plausible Values: > 100 Importance: 4

## REVERSIBILITY

Rules: 19, 21, 22, 25
Importance: 1

FIGURE.4.1 A sample prototype with possible slots on the left and values for OAD on the right.

### 4.1 Production Rules

The CENTAUR knowledge base also includes sets of production rules. Many of the production rules are classified as INFERENCE RULES, rules used to infer information in the domain. They refer to values for components in their premise clauses and make conclusions about values of components in their action clauses. An example of one of the Inference Rules is given in Figure 4.2. The RULES slot associated with a component contains a list of all Inference Rules that make a conclusion about that component. These may be applied when a value is needed for the component.

```
If: 1) A: The mmf/mmf-pred \(1 \$\) less than 20 , and
    B: The fvc/fvc-pred 1 s greater than 80 , or
    2) A: The mmf/mmf-pred 1 s less than 15 , and
    B: The fvc/fvc-pred 1 s less than 80
Then: 1) There 1 s evidonce that the degree
    of OAD is severe, and
    Z) One of the OAD findings 1 s :
        Low mid-exp1ratory flow 1 s consistent
        with severe airway obstruction.
```

FICURE 42 A Sample Production Rule-English Version

## 5 Control Structure

The control information used by CENTAUR is contained either in slots associated with the individual prototypes or in a simple interpreter. Control strategies specific to an Individual prototype are represented in slots associated with that prototype, with more general system control being expressed in the interpreter.

The control structure can be broken into three stages: a hypothesis-formation stage in which data values are acquired and an attempt is made to match prototypes to data, resulting in a list of confirmed prototypes; a refinement stage in which a set of REFINEMENT RULES are applied to the list of confirmed prototypes to "debug" this list and further refine the recommendations that will be made; and a final "clean-up" stage in which, for example, findings associated with the prototype are printed.

## 6 Advantages of the Prototype-Directed Approach

The use of this approach for the pulmonary function interpretation task, as compared to the purely rule-based approach used in PUFF, results in two categories of advantages: those dealing with the knowledge base representation Itself and those dealing with the system's reasoning and performance. Advantages in knowledge representation occur partly because some knowledge previously represented in rules is now represented more clearly in prototypes. For example, the prototypes explicitly represent control information formerly represented In the PUFF inference rules. In the PUFF system, there are rules whose purpose it is to guide computation by controlling the invocation of other rules. This feature can be very confusing to the medical experts since they do not know which rules are those intended to represent descriptive medical expertise and which rules are those serving a necessary computational function. New knowledge is also being represented in prototypes; for example, plausible ranges of values for each of the pulmonary function tests for each disease can be listed, as well as the relative importance of each measurement in a particular disease prototype. Advantages in system reasoning and performance, that is, the questions that are asked and the order in which Information is acquired, include the following:
(A) Consultation flow more closely follows physician's reasoning. The process of medical problem solving has been discussed by many researchers (e.g., [3]) and it is widely felt that a sequence of suggesting hypotheses, acquiring further information, and then revising the hypotheses, as is used in CENTAUR, is, in fact, the problem-solving process used by most physicians. Thus CENTAUR offers increased conceptual clarity, in that the user can understand what the program is doing, and this factor leads to other advantages, for example, the system can offer the user a more intelligible explanation of its performance during the consultation.
(B) Questions are asked in a reasonable order. In a rulebased system such as PUFF, questions are asked of the user as rules are invoked containing clauses referring to information not yet known. The expert can control the order in which the questions are asked only by writing rules to enforce some order. As has been discussed, this procedure results in a potentially confusing rule base where some rules guide computation. In the prototype-directed system, the expert can specify the order in which information is acquired for each prototype in the control slot.
(C) Only relevant questions are asked. Another advantage of CENTAUR over PUFF is that only those hypotheses suggested by the initial data are explored. For example, if the Total Lung Capacity (TLC) for the patient is 70, then CENTAUR would begin exploring the possibility of Restrictive Lung Disease (RLD) because a low TLC would trigger the RLD prototype. (A low TLC is consistent with a hypothesis of RLD; a high TLC is consistent with OAD.) In the PUFr program, the first disease tried is always OAD, so the PUFF program would begin asking questions dealing with OAD. These questions would seem irrelevant considering the data, and, Indeed, if there were no data to indicate OAD, such questions would not be asked by CENTAUR.

## 7 Summary

CENTAUR was designed in response to problems that occurred while using a purely rule-based system. By changing the knowledge representation to include prototypes as well as production rules, new knowledge was represented. Further, knowledge that had been represented rather awkwardly In rules was represented more clearly in prototypes. The production rules were retained as a stylized form of procedural attachment that could be easily examined or modified. By altering the control structure so that a best-fit matching process of prototypes to data produced a current best hypothesis to guide further search, a more focused consultation resulted which more closely followed the way physicians reason. Control knowledge was explicitly labeled and made prototype-specific so that control of the consultation was adapted to the current best hypothesis. In summary, the prototype-directed system achieved better reasoning and performance than the rule-based system. In addition, although representing knowledge in production rules alone did not seem adequate for this task, the ability to represent knowledge In prototypes as well did provide the needed flexibility.
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#### Abstract

A learning system (LS/O) is designed and implemented on a computer. The LS/O exchanges information with its environment through three kinds of message strings. Given a question string, the LS/O produces the response string, then the answer string is shown to the LS/0 as the correct response string. The LS/O iterates such interactions infinitely. The most important feature of the LS/0 is that it tries to produce the correct response to the unexperienced questions. To do this, the LS/O organizes the previously acquired information and generates the hypothesis or the knowledge structure. When the response fails to meet the answer, the LS/0 renews the hypothesis or reorganizes the knowledge structure to explain the answer. In the LS/O, the network-like structure called label net plays an impor-


 tant role to represent the knowledge structure.
## 1. INTRODUCTION

The inductive process must Ue realized by the learning system so that it can improve the hypothesis or the knowledge structure as it acquires the new instances from the environment. The total information that the learning system must store increases quite rapidly in the course of the learning process, and the intelligence of the system depends mostly upon the knowledge structure which is constructed from this large and unorganized set of information. The problem to be solved in the design of the learning system is, therefore, how to construct the representation space, the set of possible knowledge structures, and how to realize the algorithm to create, reorganize and utilize the knowledge structure. In order to solve this problem, the learning system LS/0 is designed and implemented on a computer. The aim of this paper is to explain the outline of the

LS/0. The details of the LS/O and the basic theory of the learning systems will be reported in the subsequent papers.

## 2. THE LEARNING SITUATION

We shall consider the sequence of questionanswer pairs. This is called an environment ( EV ). $E V$ - [ $\left.\left(Q v, A_{1}\right),\left(Q_{2}, A_{2}\right),\left(Q_{3}, A_{3}\right), \ldots.\right]$
where $Q t$ and $A_{t}$ are strings on the alphabet $E$, the set of alphanumeric characters except "\#", and are called the question and the answer, respectively. Fig. 1 shows a typical example of the environment. We shall denote the environment by $E V_{1}$ hereinafter.

The interaction is an information exchange between the learning system and the environment. It consists of three phases: $Q, R$ and $A$. In the phase $Q$, the environment gives a question string $Q_{t}$ to the system. In the phase $R$, the system must reply a response string $R_{t}$ to the question $Q_{t}$. In the phase $A$, the environment shows the system an answer string $A_{t}$ as the correct responce to the question Qt. An interaction at time $t$ can be represented by $\left(Q_{t}, R_{t}, A_{t}\right)$.

The system infinitely iterates the interactions with the environment. The infinite sequence of interactions is called the question-responseanswer process (Q-R-A process) or the learning process (LP).

LP - $\left[\left(Q_{1}, R_{1}, A_{1}\right),\left(Q_{2}, R_{2}, A_{2}\right),\left(Q_{3}, R_{3}, A_{3}\right), \ldots\right]$
Fig. 2 shows an example of the learning process,
which is the sequence of interactions between the $L S / 0$ and the $E V_{1}$, and is called $L P_{1}$ hereinafter.

The interaction is said to be successful when the response and the answer strings are the same. The system is evaluated by the rate of successful interactions in the $Q-R-A$ process.

## 3. THE LEARNING SYSTEM

A system which operates under the situation described in section 2 is designed in this paper. This is called LS/O and is implemented on a computer as a FORTRAN program. The system LS/O is composed of three elements: the execution element, the learning element and the memory element. The execution element receives a question string and generates a response string by utilizing the knowledge acquired so far in the memory element. The learning element makes specific changes in the knowledge in the memory element to improve the future responses. The memory element stores the learned knowledge, which is often called the state of the system.

The learned knowledge in the memory element of the LS/0 is mainly represented by the networklike structure called the label net. The examples of the label net is shown in Fig. 3 (1)-(8) The label net is reviewd briefly in what follows. The details were reported in [1]. The label net can represent much wider variety of structures than the Fig. 3 shows.

The label net consists of finite vertices and finite labels. Each vertex corresponds to a set of strings and each label represents the relation between the set of strings. Strictly speaking, the label net is a set of equations with the variables of sets of strings.

| QUESTION | RESPONSE | ANSWER |
| :--- | :--- | :--- |
|  |  |  |
| DOG $=?$ | $? ? ?$ | DOG=DOG |
| CAT $=?$ | $? ? ?$ | CAT $=$ CAT |
| LION $=?$ | LION $=\mathrm{LION}$ | LION $=\mathrm{LION}$ |
| $\mathrm{L}(12,4)=?$ | $\mathrm{~L}(12,4)=\mathrm{L}(12,4)$ | 12 |
| $\mathrm{~L}(34,45)=?$ | $\mathrm{~L}(34,45)=\mathrm{L}(34,45)$ | 34 |
| $\mathrm{~L}(876,6)=?$ | 876 | 876 |
| $\mathrm{R}(34,67)=?$ | $\mathrm{R}(34,67)=\mathrm{R}(34,67)$ | 67 |
| WHATISCAT | $? ? ?$ | ITISANIMAL |
| $\quad \cdot$ | $\cdot$ |  |
| $\quad \cdot$ | $\cdot$ |  |

## Fig. 2 The learning process LP

 between the LS/O and the EVThe meaning of the label net is well explained by the following example. The label between VI and V 2 in Fig. 3 (4) means that the set of VI contains the string " $a=? \# \mathrm{a}=\mathrm{a}$ " if the set of V 2 contains the string "a". The two labels pointing toward V2 in Fig. 3 (4) means that the set of V2 contains "DOG" and "CAT". These relations determine the set of $\mathrm{VI}, \mathrm{S}(\mathrm{V} 1)$, and the set of V 2 , S(V2).

```
S(V1) - { DOG-?//DOG-DOG, CAT-?//CAT-CAT }
S(V2) - { DOG, CAT }
```

The knowledge stored in the lable net is utilized during the course of the learning process through the vertex VI. when there exists a string "a\#B" in the set of VI, the structure implies that the string " 3 " may be the correct response to the question string "a".

## 4. THE LEARNING PROCESS OF THE LS/O

In order to show how the LS/O interacts with the environment and how tt improves its knowledge structure, the learning process $L P_{1}$ in Fig. 2 and the state change of the LS/0 during the learning process are described in the following.

The system LS/O starts with the initial state shown in Fig. 3(1).
(1-Q). . DOG*?
The first question is given to the LS/O by the $\mathrm{EV}_{1}$. The question is "DOG-?".
(1-R).
The state (1) in Fig. 3 indicates the LS/O has no knowledge on the $E V_{1}$. The LS/O was designed to reply "???" when it fails to find any strings to the given question.
(1-A). . DOG-DOG
The string "DOG-DOG" is given to the LS/O as the answer. After this interaction, the LS/O changes the state from (1) to (2) in Fig. 3. The state (2) means that "DOG-DOG" is the correct response to "DOG-?".
$(2-Q) . \quad$ CAT-?
The clue which the LS/O has at this point is only the knowledge (2). The LS/O replies "???" again.
(2-A) . . . CAT-CAT
The interaction at time 2 causes the state change from (2) to (3). The structure (3) stores information gained from the interactions at time 1 and 2 separately. The learning element of the LS/0 further tries to organize the structure and gains the state (4). The vertex V2 was newly generated. The learning element assumes that the set of $V 2$ might be equal to the set $£^{*}$, the set of all strings of any length Including zero
length one. This changes the state from (4) to (5).
(3-Q).
LION-?
(3-R).
LION-LION

The state (5) enables the LS/O to reply the string "LION-LION".
(3-A). . . . LION-LION
The response is found to be correct. The state changes to (6).

| $(4-Q)$. | $L(12,4)=?$ |
| :--- | :--- |
| $(4-R)$. | $. L(12,4)-L(12,4)$ |

This response is generated by the execution element utilizing the structure (6).
(4-A). . . . . 12
The answer string at time 4 shows the correct response is not " $L(12,4)-L(12,4)$ " but "12". The LS/O stores this information in (7).
$(5-Q) . . . L(34,45)=$ ?
$(5-R)$. . . $L(34,45)=L(34,45)$
(5-A). . . . 34
After storing the new information to (7) by adding the labels "L(34,45)'?\#34" and "L(34,45)" to VI and V4, respectively, the LS/O tries to reorganize it and constructs the structure (8).
(6-Q). . . . L( 876,6 )-?
(6-R).
.876
The LS/O utilizes the structure (8) and generates the response "876".
(6-A). . . 876
This interaction is found to be successful. The information gained at time 6 is stored by adding the same label "876\#6" to both V5 and V6.
(7-Q).
. $\mathrm{R}(34,67)$ «?
(7-R). . . $R(34,67)=R(34,67)$
(7-A). . . . 67

The answer string of the $E V_{1}$ again forces the LS/O to reorganize its knowledge structure. The learning process between the LS/O and the $E V_{1}$ continues infinitely in this manner.
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Fig. 3 The state change of the LS/O interacting with the EV ${ }_{1}$
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We have studied some fundamental problems on the way of understanding color ocular fundus images by computer. They are the extraction of blood vessels from the retinal background and labeling them arteries and veins. We analyze the chromatic characteristics of color ocular fundus images to get the signal level knowledge on them which is used in the stages of extracting blood vessels and most reliable labeling of initial line segments. We propose a dynamic threshold selection scheme for binarization of gray images that have an amount of shadings or uneveness of gray values. In the labeling stage we use a deterministic procedure which takes into account the physical level knowledge on blood vessels. Some other methods are also discussed.

## 1. INTRODUCTION

Color ocular fundus images are used in the mass diagnosis of adult diseases such as hypertension and diabetes. Since the photographing system of them is simple and cheap, if the automatic understanding system of them is realized, the mass health management by them together with chest X-ray images will be much more popularized. There are a few examples of computer analysis of ocular fundus images [1],[2],[3],[A],[5].

For color ocular fundus photographs, as far as we know, there has been only one example of computer analysis. It is the pattern recognition of color fundus images by Yokouchi et al. [A],[5], They investigated the possibility of automatic diagnosis of arterio-venous crossing phenomena. But their method is interactive in the sense that they indicate the cross points manually before the computer analysis. The change of venous caliber before and after its crossing was measured along its course and the minimum value of each normalized caliber measurement was utilized to grade the crossing signs. The researches mentioned above stay in the phase of analysis. The objective of our research is the understanding
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of color ocular fundus images by computer, which is inevitable for the automatic mass diagnosis of hypertension and diabetes. The theme in this paper is to locate blood vessels and identify arteries and vains automatically. This process is fundamental for the analyses of not only arterio-venous crossing phenomena but also other symptoms of adult diseases [9].

We have to make clear the levels of knowledge [10] that can be used in each stage of the process.

For the first step we analyze the chromatic characteristics of color ocular fundus images. We get the signal level knowledge on them which is utilized in the stages of extracting blood vessels and most reliable labeling of initial line segments.

We propose a dynamic thresholding scheme for the extraction of blood vessels. It is very effective against images which have shadings or unevenness of light intensities. Thirdly a deterministic labeling algorithm of blood vessels is proposed in which the physical level knowledge on them is implemented. The lables of some vessel segments from which the labeling starts are determined by the signal level knowledge and some positional constraints.

## 2. CHARACTERISTICS OF COLOR FUNDUS IMAGES

The first step of understanding color ocular fundus images is the analysis of their photographic and chromatic properties. They are taken on the 35 mm color reversal films by the fundus camera. It requires some skill to take the fundus photos of good quality. Since the state of fundus is individually different, they have some variation of color tone. More specifically, there are two main causes of the variation-the photographic system and the individual. The former involves the spectral characteristics of color films, the condition of photo processing, the optical property of the fundus camera and the amount of light. It is comparatively easy to prescribe these conditions and they do not have so much influence on changing color tone. The latter comes from the age, the size of pupil and other conditions of a person [1]. It changes color tone of photos remarkably. Therefore, it is very important to select parameters that are not influenced by each photograph, in other words we should use relative (not absolute) color information.

## 2-1. Digitization of Film Images

In our experiment we used a high-speed drum scanner which had the Wratten No.25, No. 47B, and No. 58 filters for tricolor decomposition. The photo density was quantized to 256 levels.

The color fundus images on films were scanned by the drum scanner with the sampling pitch of 50 urn, and digitized to $255 \times 256$ pixels (i.e. $12.8 \mathrm{~mm} \times 12.8 \mathrm{~mm}$ on film).

## 2-2. Chromatic Analysis of Digitized Fundus Images

A fundus image consists of four portions; Retina, Disc, Artery, and Vein. We plotted the chromatic information of the digitized data in the sample areas of each portion onto the UCS color coordinate system (u, v, V).

The distribution in $u-v$ plane shows that it is parallel to the u-axis, which means the chromatic information of this sample fundus image is approximately represented by the ucoordinate. Furthermore the distribution of retina is roughly separated from that of blood vessels. But the distributions of artery and vein can't be distinguished.

From the distribution of those data in V-u coordinates we see that arteries cant' be
completely separated from veins also in this case.

Certainly some confirmed artery or vein pixels are determined by (u, v, V) values.

The analysis tells us that the labeling of blood vessels requires not only signal level knowledge mentioned above, but also physical level knowledge which will be introduced in section 4.

## 3. A DYNAMIC THRESHOD SELECTION <br> FOR EXTRACTING BLOOD VESSELS

The extraction or distinction of blood vessels from the retinal background is a milestone of understanding fundus images.

Color ocular fundus images contain an amount of shading or unevenness of light intensity. So the ordinary global threshold selection methods fail to extract blood vessels. Dynamic threshold selection schemes are desirable in such circumstances. Chow and Kaneko's method [6] is a well-known one which has been applied to the extraction of blood vessels in fluorescence fundus images with some modification by some researchers [3] with fairly good results.

The contrasts of fluorescence fundus images are much higher than those of color fundus images. The shortcomings of this method when applied to the extraction of low contrast blood vessels are as follows. The thresholds of all subimages cannot necessarily be obtained and the distribution of them is non-uniform in the image because of the irregular pattern of blood vessels. Therefore, the error of interpolating the threshold at each pixel is often bigger than the contrast between blood vessels and the retinal background, resulting in noisy binary images. We abandoned applying Chow and Kaneko's method to color fundus images because of their low contrasts and unevenness of light intensity. We have developed our own method.

## 3-1. A Dynamic Threshold Selection Scheme

The gray image is splitted into a set of blocks (subimages) as in the case of Chow and Kaneko's method to eliminate the influence of shading. In each block it is examined whether the boundary of blood vessels and the background is included or not by taking the derivative and binarizing it with variable thresholds. When boundaries are detected in a block, the histrogram of pixels only around boundaries is made to determine the threshold for this block. If a block does not include any boundary, It is
classified into the background. The size of a block which is given in advance is large enough to contain full width of a vein or an artery. The flow of this scheme is the following.
(1) Split the image into N blocks. For each block, do the next steps.
(2) Apply the Laplacian operator to the block. The result will be called the Laplacian subimage.
(3) Binarize the Laplacian subimage by varying the threshold and check whether there is a connected component whose size satisfies some conditions. If not, then set the flag of this block to 0 representing that it belongs to the background. If it exists, the flag is set to 1 showing that this block includes some parts of vessels.
(4) For each block whose flag is equal to 1, the histogram of pixels only around boundaries is made to determine the threshold by Otsu's method [7] and the block is binarized. In the binary block the size of each connected component is measured and if it is less than a given value, the component is eliminated as a noise.

We should add some words on step (3). When the Laplacian sublmage is binarized, the threshold is decremented first from the given upper value, until the size of maximum connected component satisfies a certain condition. If any line segment which corresponds to a part of a boundary exists, then the threshold is incremented next from the given lower value until the size of maximum connected component satisfies another condition. This procedure is important in order not to miss low contrast boundaries which also exist in the block.

For the conditions mentioned above we can set some constraints on the size and the shape of the extracted boundary in the subimage.

## A. LABELING BLOOD VESSELS

The second stage of fundus image understanding is the labeling of blood vessels. There are two kind of vessels; arteries and veins. Our aim here is to locate them, which leads to the detection of crossing points and to the measurement of arterio-venous crossing phenomena such as tapering, banking, Salus' sign, S-shaped bend and parallel-Gunn [9].

The physical level knowledge on blood vessels that can be used at this stage is as
follows.
(i) Arteries (Veins) do not intersect each other. In other words arteries (veins) intersect only veins (arteries).
(ii) Arteries (Veins) branch off only from arteries (veins).

In order to use this knowledge positively we have adopted the following procedure for locating arteries and veins.
(1) Make the thinned image from the binary vessel image.
(2) Detect characteristic points in the thinned image and make the line segments list.
(3) Label each line segment, namely determine whether it is a part of an artery or a vein.

## 4-1. Skeleton Patterns of Binary Blood Vessels

The state of blood vessels such as branching, crossing and meandering is simply represented by that of their medial axises or skeletons. The direct results of thinning binary blood vessel images contain small circles, isolated points and prickles that act as noises. We first eliminate them and start with thinned images. In order to analyze blood vessel networks we detect characteristic points and list up line segments. We define three kinds of characteristic points: end point, branch point and cross point. A line segment is defined as a segment of medial axis whose head and tail are characteristic points. Therefore, there are nine situations of a line segment. Several parameters on a characteristic point and a line segment are measured and are written into the characteristic points list (CP-LIST) and the line segments list (LS-LIST), respectively. These lists are very useful to activate the physical level knowledge mentioned above.

* Characteristic Points List (CP-LIST)

It includes several parameters of each characteristic point. They are the ( $x, y$ ) coordinate, the characteristic index which represents whether the point is an end Pt. or a branch Pt. or a cross Pt., the numbers of the line segments which meet at this point, and so forth.

The parameters of each line segment in the LS-LIST are the characteristic point numbers of the head Pt. and the tail Pt., the length, the directions of this line segment at the head Pt. and the tail Pt., the chain code and others.

## 4-2. Labeling Algorithm

The goal of labeling is to decide that each line segment belongs to an artery or a vein or the retinal background. The labeling starts with some line segments that have most reliable initial labels determined by the signal level knowledge.

## 4-2-1. Initial Labeling

The gray values of arteries are smaller than those of veins in a broad sense. If we limit the area in the V-image and set two thresholds 8L, GU in the gray levels, we can expect with certainty that the pixels whose gray values are less than 8 L belong to arteries and the pixels whose gray values are greater than $0 U$ belong to veins. $9 U$ and $0 L$ may be settled by some clustering approaches. The most reliable line segments with which the labeling starts are determined as follows. On every line segment of the skeleton pattern in the certain limitted area the number of pixels with a certain label (or no label) is counted and divided by the line length. There are three ratios, PA, PV, and PN which represent the probabilities that the line segment is a part of artery, vein and unknown, respectively. Hence $\mathrm{PA}+\mathrm{Pv}+\mathrm{PN}=1.0$. If a line segment has the probability of PA or Py higher than a given value, it is chosen as one of the most reliable line segments.

## 4-2-2. Labeling Procedure

The labeling starts from the line segments which have the most reliable initial labels. If a non-labeled line segment is connected to other labeled line segments, it will be labeled as follows using the physical level knowledge mentioned before. The procedure also takes into account the natural directions of blood streams.

Since the full program structure of the procedure is lengthy to be described here, only the essence of it is presented.

At the head point (H.Pt.) and the tail point (T.Pt.) of a non-labeled and non-isolated
line segment $I$, the next steps are taken.

1) When the H.Pt. is a branching Pt., let the other two line segments be LH1 and LH2.
```
(1) Labe1(LH1) = Label(LH2)
    = C # 0
    L Label(I) = C, go to 3).
    (2) Label(LHl) \not # 0,
    Label(LH2) # 0 and
    Label(LH1) \not= Label(LH2)
    Select the line segment whose angle
        between I is nearest to 180 and call
        it LH1. Let Label(I) = Label(LH1),
        and Conflict-Flag(I) is incremented
        by one. Go to 3).
        Label(LH1) }\not=0\mathrm{ or Label(LH2) }\ddagger
        Label(I) = Label(LHI) or Label(LH2),
        go to 3).
(4) Otherwise, go to 3).
```

2) When the H.Pt. is a crossing Pt., let the other three line segments be LH1, LH2 and LH3.

(1)
Choose the line segment whose angle between I is nearest to $180^{\circ}$ and call it LHl. If Label(LH1) $\ddagger$ 0 , then let Label(I) = Label(LH1) and go to 3). Otherwise do the next
 steps.
(2) Label (LH2) $=$ Label (LH3) $=$ artery (vein) $\rightarrow$ Label(I) $=$ vein (artery), go to 3 ). Label(LH2) $\neq 0$, Label(LH3) $\neq 0$ and Label (LH2) $\neq$ Label (LH3)
$\rightarrow$ Conflict Flag(I) is incremented by one and no label is given to $I$. Go to 3).
Label (LH2) = artery (vein) or Label(LH3)
= artery (vein)
$\rightarrow$ Label(I) = vein (artery), go to 3 ).
(4) Otherwise go to 3 ).
3) When the T.Pt. is a branching Pt., let the other two line segments be LT1 and LT2.

```
(1)
    Label(LT1) = Label(LT2)
    = C & 0
    If Label(I) = 0, then
        let Label(I) = C.
        If Label(I) & 0 and
        & C, Conflict Flag(I)
        is incremented. Exit.
```



```
    Label(LT1) }\ddagger0\mathrm{ , Label(LT2)
    # O and Label(LTl) # Label(LT2)
    * If Label(I) = 0, then choose the line
```

segment whose angle between $I$ is nearest to $180^{\circ}$ and call it LT1. Label(I) = Label(LTI). Exit. If Label(I) $\neq 0$, increment Conflict Flag(I) by one and exit.
(3)

Label(LTI) $\neq 0$ or Label(LT2) $\neq 0$

+ If Label(I) $=0$, then let Label(I) = Label(LTI) or Label(LT2), and exit. If Label(I) $\neq 0$ and $\neq$ Label(LTI) and $\neq$ Label(LT2), increment Conflict Flag (I) by one and exit.
(4) Otherwise, exit.

4) When the T.Pt. is a crossing Pt., let the other three line segments be LTI, LT2, and LT3.
(1)

Choose the line segment whose angle between I is nearest to $180^{\circ}$ and call it LTI.
If Label(LTI) $\neq 0$, and Label(I) « 0, then Label(I) = Label(LTI)
 and exit. If Label(LTI) $\neq 0$ and Label(I) $\neq 0$ and $\neq$ Label(LTI), increment Conflict Flag(I) by one and exit. Otherwise do the next steps.
(2)

Label(LT2) $=$ Label(LT3) $=$ artery (vein) -> If Label(I) = 0, then let Label(I) = vein (artery).
If Label(I) = artery (vein), increment Conflict Flag by one. Exit.
(3) $\operatorname{Label(LT2)~} \neq 0$, Label(LT3) $\neq 0$ and Label(LT2) $\neq$ Label(LT3)
-> Increment Conflict Flag(I) by one and exit.
Label(LT2) » artery (vein) or Label(LT3) - artery (vein)
-. If Label(I) - 0, then let Label(I) = vein (artery). If Label(I) $\neq 0$ and Label(I) $=$ artery (vein), increment Conflict Flag by one. Exit.

The labeling procedure terminates when the number of non-labeled line segments does not decrease anymore by iteration.

The isolated line segments which have no reliable initial labels are left to be nonlabeled. They need another analysis. The conflicts are caused by artifactitious line segments or by disappearance of true blood vessel line segments. Since the binary blood vessels before thinning have widths at cross points, artifacts are made after thinning. In other words a cross point before thinning is splitted into two branch points after thinning.

Another example of artifacts is a bridge caused by noise. The disappearance of a true vessel line segment has the same effect as a bridge. We need more details of the image in order to distinguish the disappearance from noise. From this analysis we know that the conflict flag gives us very important information on crossings, noises and disappearance of true vessel segments.

Another useful physical level knowledge which was not taken into account in our experiment is that there should be no isolated blood vessel pieces except concealments. This tells us that the interpolation of line segments could be done before labeling.

## 5. DISCUSSION

Here we consider some additional methods that might be useful for our problems.

1) On the extraction of blood vessels:

Another approach is to apply line detection or ridge following algorithms which are often used to find linear features in LANDSAT images. We have applied one of them to our case and got some promising results.
2) On the labeling of blood vessels:

The relaxation labeling [8] might be applied to our case. Since the pixelwise relaxation spends a great amount of time, we should use it in the stage of line segment labeling. We have to define neighbor relationships of line segments, compatibility functions, and weights. The arithmetic updating rule may be used.
3) From the view point of diagnosis:

In case of the analysis of arterial-venous crossing phenomena, some specified retinal areas are inspected. The area around the fovea which includes only very thin vessels and the area within some radius of the disc are outside the inspection. This will go a long way in overcoming the difficulty of noise elimination.

On the other hand there are important phenomena on arteries which might be neglected or erased by careless noise elimination. They are light streaks on arteries (copper wire arteries) which serves much for the diagnosis of arteriosclerosis but often acts as obstacles to labeling. This problem was not dealt with in our experiment.

## 6. CONCLUSIONS

The difficulty of understanding ooior fundus images lies on the fact that the image qualities are not so good as those of other medical images and the variety of colors and blood vessel shapes is very large. There is still a long distance to get the full automatic understanding of color ocular fundus images. We did not discussed the automatic diagnosis of arterio-venous crossing phenomena. In that process we will have to implement semantic level knowledge on symptoms of them into diagnostic algorithms.
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#### Abstract

The present paper proposes a mathematical theory of self-organizing nerve nets, which is applicable to various types of supervised and unsupervised learning, such as learning decision, concept formation, association, etc. Given an environmental information source, a neural system automatically forms a number of separate routines to process the signals in it. This kind of unsupervised self-organization underlies commonly in formation of categories, feature extractors, and content addressable memories. This problem is analyzed mathematically, as well as models of topographic organization of nerve fields and of associative memories, by the proposed method.


## 1. INTRODUCTION

The brain needs a long period of evolution to get the present information processing manner. Although artificial intelligence is recently investigated rather independently of the behavior of nerve nets, it is plausible that artificial and natural intelligence have some common logic of realizing intelligence at a higher abstract level. They have something to suggest to each other. Neural systems seem, especially, to yield good models of parallel and distributed information processing with self-organizing capabilities of adapting themselves to the environmental information structure.

The present paper proposes a unified mathematical treatment of neural self-organization applicable to wide classes of learning with and without teacher, by summarizing the author's recent researches [1-5], We also present a model which elucidates the mechanism of unsupervised and automatic formation of various routines for processing the signals in the environment [cf. 4, 6, 7], and analyze the model by the proposed method. Recent developments of neurophysiology have revealed the importance of such self-organization. We also touch upon the models of topographic organization of nerve fields [3, 8] as well as of associative memories [9. 10].

## 2. A GENPRAL THEORY OF SYNAPTIC MODIFICATION

We consider a simple mathematical model of a neuron, which receives a vector input signal $\mathrm{x}=$ ( $\mathrm{x}-1, \ldots, \mathrm{x}$ ) from its environment S , and emits one output signal $z$. These signals in general
take analog values between 0 and 1, representing the normalized pulse emission rates (they may take on 0 and 1). Let us denote by $w=\left(w_{1}, \ldots\right.$, $w_{n}$ ) the synaptic efficiencies or weights of the inputs. The input-output relation is given by

$$
\begin{equation*}
z=f(\underline{w} \underset{\sim}{x}-h) \tag{1}
\end{equation*}
$$

where $h$ is a threshold, $f$ is a monotonically increasing function transforming the average membrane potential $u=w . x$ into the output pulse emission rate z (Fig.I).


Fig. 1 Model of neuron
The neuron self-organizes and adapts to its environment $S$, by modifying w based on an input time sequence $x(t)$ from $S$. In some cases, the so called teacher signal $y(t)$ is associated with $x .(\mathrm{t})$. Hence we regard S as an erqodic information source producing $(x(t), y(t))$, where teacher signal $y(t)$ is absent in the case of unsupervised learning. We consider a simple environment $S$ represented by a probability (density) $p(x, y)$. It chooses a pair ( $\mathrm{X}, \mathrm{y}$ ) of signals with the probability $p(x, y)$, each time independently, and outputs it for a fixed time duration, and then choose another, repeating this process.

We propose the following general rule of synapse modification, w being changed based on $x(t)$ as

$$
\begin{equation*}
T w(t)=-w(t)+c r(t) x(t) \tag{2}
\end{equation*}
$$

where T is a large time constant, "•" denotes the time derivative $\mathrm{d} / \mathrm{dt}$, c is a constant, and $r$ is the reinforcement or learning signal which the neuron produces depending on $w, x$ and $y$ (when it exists) at that time, $r(t)=r[w(t), x(t)$, $y(t)]$. This is a generalization of Hebbian type learning, which is obtained by putting $r=z$, Perceptron type learning is obtained by $r=y-$ $\mathrm{f}(\mathrm{w}-\mathrm{x}$ _ - h). Most of the neural learning rules proposed so far are obtained by chosing appropriate signals $r$.

By replacing $r \underline{x}$ in (2) by its average, we obtain

$$
\begin{equation*}
\tau \underline{w}=-\underline{w}+c\langle r(\underline{w}, \underline{x}, y)\rangle_{S}, \tag{3}
\end{equation*}
$$

where $\left\rangle_{S}\right.$ denotes the average with respect to $p(x, y)$ of $S$, where $w$ is considered as constant. This is not a random equation. Since $S$ is ergodic, we can expect that the real behavior of $w(t)$ of (2) is closely approximated by that of (3). This really is proved by the method of stochastic approximation or by the theorem of Geman [11]. Hence, we consider the average learning equation (3) as the fundamental of neural self-organization.

When $r$ depends on $w$ and $x$ through $w \cdot x$ only, $r=$ $r(\underline{w} \cdot \underline{x}, y)$, (3) is rewritten in the form

$$
\begin{equation*}
\underline{\underline{w}}=-\partial L(\underline{w}) / \partial \underline{w} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
L(\underline{w})=\underline{w}^{2} / 2-c\left\langle\rho_{0}^{w} \cdot \underline{x} r(u, y) d u\right\rangle s \tag{5}
\end{equation*}
$$

We call $L(w)$ the potential of learning under $S$. The synaptic weight $w$ converges to one of the minimum of $L$. In most supervised cases, $L$ has only one minimum, w converging to it. However, in most unsupervised cases, $L$ has a number of minima corresponding to various aspects of $S$, and w converges to one of them. However, when a pool of neurons receive common inputs from $S$, every minimum of $L$ is occupied by some neurons in the pool, so that the pool of neurons adapts as a whole to the environment $S$.

## 3. FORMATION OF CATEGORY DEIECTING CELLS

Information processing routines are formed in the brain to be compatible with the environment by learning. This kind of learning without teacher underlies commonly in the problem of concept formation, formation of feature detectors, etc. Recent developments of neuroohysiology have revealed that the feature detecting cells are really formed depending on the visual experiences of an animal. We propose a simple model, and analyze its capabilities.

The model consists of a set of neurons receiving a common input signal $x$ from the environment $S=(p(x)\}$. They also receive an inhibitory


Fig. 2 Category formation
input of constant intensity $\mathrm{x}_{0}$ (Fig.2). Let us take one neuron, and let $w$ be the modifiable synaptic weights of the neuron. Let $-W_{0}$ be the modifiable synaptic weight for the inhibitory input $X_{0}$.

We assume the following learning rule that the learning signal $r$ is equal to 1 when the neuron is excited $(z>0)$ and 0 otherwise $(z=0)$, i.e.,

$$
\begin{equation*}
r=2\left(\underline{w} \cdot \underline{x}-w_{0} x_{0}\right), \tag{6}
\end{equation*}
$$

wherel( $u$ ) is 1 when $u>0$ and 0 otherwise, and we pnt $h=0$. The average learning equation is

$$
\begin{align*}
& \dot{w}=-w+c\left\langle Z\left(\underline{w} \cdot \underline{x}-w_{0} x_{0}\right) \underline{x}\right\rangle_{s}  \tag{7}\\
& \dot{w}=-w_{0}+c^{\prime} x_{0}\left\langle Z\left(\underline{w} \cdot \underline{x}-w_{0} x_{0}\right)\right\rangle s . \tag{8}
\end{align*}
$$

The equations are in general multi-stable, having a number of equilibria.

Let us consider a subset $A$ of the signals in $S$. A nerve cell is said to be a detector or a representative cell of $A$, when it is excited by any signal in $A$ but not excited by any others in $S$. We say that a subset $A$ forms a category under $S$, when a detector of $A$ is obtained as a stable equilibrium by self-organization. In other words, a subset $A$ is a category, when a set of weights $W A, w_{0} A$ satisfying

$$
\underline{w}^{A} \cdot \underline{x}-w_{0} A_{x_{0}}>0
$$

for all $\underline{x} \in A$ but not for any $\underline{x} \in S-A$, is obtained as stable equilibrium of (7) and (8).

Many categories are formed by learninq under $S$. When the neuron pool includes many neurons of different initial weights, they differentiate automatically to be detectors (representatives or processors) of these categories. Mutual interaction among the neurons of lateral inhibition type prevents a large number of neurons becoming the detector of one and the same category. The problem is to know which subsets become categories under $S$. We give a n.a.s.c for a subset $A$ to be cateqory under $S$. Let $x^{A}$ be the average of signals in $A . x^{A}=\int p(\underline{x}) x d x$. Let $g_{A}(X)=x A . x$ be the inner product, and $\bar{\lambda} \overline{=}$ $\mathrm{C}^{\prime} \mathrm{x}_{0}{ }^{2 A} \mathrm{C}$.

Theorem. A necessary and sufficient condition that $A$ is a category under $S$ is

$$
\min _{\underline{x} \in A} g_{A}(\underline{x})>\lambda>\max _{y \in S-A} g_{A}(\underline{y}) .
$$

The theorem shows that a cluster of signals of an adequate diameter forms a cateqory, where the diameter is specified by the parameter $x$. In other words, $\lambda$ specifies the resolution of a category, where $\lambda$ can be controlled by changing XQ. This yields a primitive mechanism of formation of information processing routines by learning.

## 4. TOPOGRAPHIC ORGANIZATION

Topographic organization is found in many parts of nerve fields in the brain. For example, the continuous projection from the retina to the striate cortex is known as the retinotopy. It is known that, when part of the retina (or striate cortex, or both) is removed, the regeneration of connections takes place such that the topological map is completed between the remaining parts. This suggests that topographic organization is formed based, at least partly, on the self-organizing ability of nerve cells.

Let us consider a simple model consisting of a presynaptic nerve field $X$ and postsynaptic nerve field $Y$ connected by modifiable synapses.
Stimuli are supplied from the environmental information source $S$ to the presynaptic field $X$, exciting neurons of $X$, and then those of $Y$. The self-organization takes place based on these excitations. In this case, $S$ brings the topological information of $X$, in such a way that two nearby neurons of $X$ are frequently stimulated at the same time. When the neurons in $Y$ have fixed mutual connections of lateral-inhibition type and when they have additional modifiable inhibitory synapses, we can prove that continuous connections from $X$ to $Y$ (topographic organization) is formed by Hebbian type unsupervised learning. Moreover, we can prove that some microstructures are also formed in some cases, as is shown in the columnar structures in the cerebrum. The fundamental equations of the model are much complicated, because we should solve the field equations of neural excitation together with the average learning equations. We can solve them.

## 5. PRIMITIVE MODE OF ASSOCIATION

Let us consider a pool of neurons, which receive a common input signal $x$ _ and output a vector signal $z$ (the $i$-th neuron emitting the $i$ the component $z_{i}$ ). We consider such an environment $S$ that consists of a finite number of signal pairs $\left(X_{J}, Y_{i}\right)$, where the $i$-th component Yji of $\mathrm{y}_{\mathrm{j}}$ acts as the teacher signal to the i -th neuron. The problem is to modify the synaptic
weights $W_{i}$ of the $i-t h$ neuron (or synaptic weight matrix $\left.W=\left(\underline{w}_{i}\right)\right)$ such that, receiving an input $x_{j}$, the neuron pool outputs the associated signal $\mathrm{Z}_{j}$. In this case, one many say that the net recalls $y_{j}$ from the associated $\underline{x}_{j}$, and that the associated pairs $\left(x_{j}, y_{j}\right)$ 's are memorized in the synaptic weights $W$ In a distributed and superimposed manner [10].

The correlation learning [10] is obtained, if each neuron self-organizes with $r=y$. In this case, $W$ converges to $W=\Sigma y_{j} \underline{x}_{j}, T$ denoting the transposition. This learninq works well only when $x_{j}$ 's are mutually orthogonal. The synaptic weights converges to $W=\sum \chi_{j} x_{j} *$ by orthogonal learning [2] with $r=y-j \cdot x$, where $\left\{\underline{x}_{j}{ }^{\star}\right\}$ is the dual orthogonal system of $\left.\bar{f} \underline{x}_{j}\right\}$ ( $\bar{i} . e ., \underline{x}_{j}{ }^{\star} \cdot \underline{x}_{i}=\delta_{j i}$ ), and associative recall can be done even when $x_{j}$ 's are not orthogonal. We can also treat the dynamic recall of signal sequences $\underline{x}_{1}, \underline{x}_{2}, \ldots, \underline{x}_{t}[9]$.
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#### Abstract

ACT la a computer simulation program that uses a propositional network to represent knowledge of facts and a set of productions (condition - action rules) to represent knowledge of procedures. There are currently four different mechanisms by which ACT can make additions and modifications to its set of productions: designation, strengthening, generalization, and discrimination. Designation refers to the ability of productions to call for the creation of new productions. Strengthening a production involves adjusting the amount of system reaourcea that will be allocated to its processing. Finally, generalization and discrimination refer to complementary processes that produce better performance by either extending or restricting the range of situations in which a production will apply. Theae learning mechanisms are uaed to simulate experiments on prototype formation. ACT successfully accounts for the effects of distance of instances from a central tendency, frequency of individual instances, and the family resemblance structure of categories.


## Introduction

ACT is a theory that combines ideas from cognitive psychology and artificial intelligence. It is both a performance theory and a learning theory. As a performance theory ACT is concerned with the factors that determine how quickly, how reliably, and in what ways humans can perform a cognitive task. As a learning theory it it concerned with how the knowledge needed to perform such a task is acquired and properly integrated.

The behavioral domains we have tried to model with the performance aystem include memory, inference, and language. This work is described in Anderson (1976), Anderson, Kline, and Lewis (1977), Anderson and Kline (1977). Our learning research has concentrated in the past on language acquisition, but more recently we have also become interested in modelling learning of high school geometry and learning of LISP by programming novices. Preliminary reports of this work are Anderson, ine, and Beasley (1977, 1979a, 1979b). This paper focuses on how the ACT theory would apply to prototype formation. There is a considerable body of empirical research on this topic in cognitive psychology.

The ACT system falls at the intersection between cognitive psychology and artificial intelligence. Many of the concepts described in this paper can already be found in the fields of knowledge representation and knowledge acquisition but there are some new concepts developed out of detailed consideration of human behavior. The ACT system architecture provides a novel synthesis of these individual concepts. With these concepts and architecture we are able to account in detail for some important psychological phenomena. Thus, we hope that this paper will provide researchers in Al with a few new concepts but mainly a new perspective on familiar concepts and their possible combination. We also hope that the paper will indicate to researchers in cognitive psychology new potentials for some of the conceots in artificial intelligence.

## The ACT System

In ACT knowledge is divided into two categories: declarative and procedural. The declarative knowledge is represented in a propositional network, which is similar to other semantic network representations (Ouillian, 1969; Anderson and Bower, 1973 Norman and Rumelhart, 1975; Shapiro, 1971; Simmons, 1973). While the network aspects of this representation are important for such ACT processes as spreading activation, they are not important to the
current learning discussion. For present purposes we will consider ACT's declarative knowledge as a set of assertions or propositions and ignore the technical aspects of its network representation.

ACT represents its procedural knowledge as a set of productions. The ACT production system can be seen as a considerable extension and modification of the production systems developed at Carnegie-Mellon (Newell, 1972, 1973; Rychener and Newell, 1978). A production is a condition-action rule. The condition is an abstract specification of a set of propositions in the network. To be matched to the condition, the propositions must be active. ACT's activation mechanism is designed such that the only active propositions are those that have recently been added to the data base or that are closely associated to such propositions. Propositions are added to the data base either through input from the environment or through the execution of productions. Thus, this activation system gives ACT the property of being responsive to changes in its environment or in its internal state.

ACT's basic control structure is an iteration through successive eyeles, where each cycle censists of a production selection phase followed by an execution phase. On each evete an APPLVLIST is computed which is a probabilistically defined subset of the productions whose conditions have all their constants active in the data base. The probability that a production will be placed on the APPLYLIST depends on the strength ( $s$ ) of that production relative to the sum ( $S$ ) of the strengths of all the productions whose conditions mention active elements; that is. this probability vanes with $s / S$. Discussion of the process of assigning a strength to a production will be postponed until a later section; all that needs to be said here is that this strength reflects just how successful past applications of this production have been. Thus one component of the production-selection phase consists of choosing those productions which are the most likely to apply successfully.

## II Learning In ACT

ACT can learn both by adding propositions to its data base and by adding productions. It can also learn by modifying the strengths of its propositions and productions. We will concentrate here on the learning that involves productions. Production learning tend* to involve the more significant events of cognitive restructuring. It is also through production learning that ACT accounts for prototype formation. Productions can be added to the data base in one of two ways. They can be added by detiberate designation as in the encoding of
instructions or they can be added through the spontaneous restructuring of productions in response to experience. Our focus in this paper will be on spontaneous restructuring. The designation process plays only a small role in our modelling of the prototype formation literature.

## Generalization

A very important component of the spontaneous learning process involves generalization, ACT uses an algorithm which finds the maximal common generalization of two productions in the sense developed by Vere (e.g. 1977) and Hayes-Roth (e.g. 1976). The basic idea behind this generalization technique is to compare pairs of similar productions $P_{1}$ and $P_{2}$ and to form new productions $P_{3}$ which have the following characteristics:
(a) $P_{3}$ will apply in the circumstances that either
$P_{1}$ or $P_{2}$ did and possibly new circumstances)
(b) $P_{3}$ will have the same effect as $P_{1}$ or
$P_{2}$ in the circumstances that $P_{1}$ or $P_{2}$ applied
(c) There is no production $P_{4}$ that satisfies (a) and (b) and only applies in a subset of the circumstances that $P_{3}$ does.
The maximal common generalisation is not always unique; in which case ACT selects in a random fashion. These generalizations are formed basically by deleting clauses in the conditions of $P$. and $P_{2}$ and by replacing constants by variables.

We have a number of heuristics to help direct the generalization process, but obviously have no general solution to the NP-complete partial matching problem embedded in the process of generalization (see Hayes-Roth, 1977). Most of the examples we run into seem to be computationally tractable. Examples can be designed that push the computational limits of the system but they do not seem particularly easy generalization problems for humans either. We have been concerned in ACT with developing (a) principles for deciding when to attempt forming generalizations in a realistically large system with very many productions; and (b) principles of caution for integrating generalizations (there is always a danger of overgeneralization) into the operation of the system.

An example will help to illustrate ACT'S automatic generalization mechanism. Figure 1 illustrates the stimuli studied by subjects in Experiments 3 and 4 of Franks and Bransford (1971). We will assume that subjects designate productions to recognize each stimulus. So for the first stimulus item subjects would designate the following production:

P1: IF a triangle is to the right of a circle and a square is to the right of a heart and tha first pair la above the second pair
THEN this is an instance of tha study material
For the third stimulus the following production would be designated:
P2: IF a circle is to the right of a triangle and • square is to tha right of a heart and the first pair is above tha second pair
THEN this is an Instance of the study material
From these two productions a generalization can be formed that captures what these two productions have in common. This involves deleting terms on which the two productions differ and replacing these terms by local variables. Thus, we have the following generalization.

P3: IF a LVshape) is to the right of a LVshape2 and a squaro Is to the right of a heart and the first pair is above the second pair
THEN this is at instance of the study material
The local variables in mis generalization aie -prefaced by LV. This generalization can be thought of as an attempt on ACT's part to arrive at a more general characterization of the study material. Nolo that ACT's generalization mechanism needs only two examples to propose a

The actual syntax of ACT productions is considerably more complex than this. We present them in a pseudo-English to facilitate readability.
generalization. This generalization does not replace the original two but rather co-exists with them as an alternate means of characterizing the stimulus set. Which production will actually produce the response depends on the strength mechanism that we will describe shortly.

Restrictions are needed on how many elements can be deleted in making a generalization. Consider. ACT's representation for the sixth stimulus from the Franks and Bransford set:

> P4: It- a circle is to the right of a triangle and a heart is to the right of a blank and the first pair is above the second pair
> THEN this It an Instance of the stimulus Material

If we allowed this stimulus to be generalized with stimulus 1 (P1) we would get a production that would accept any array of four geometric objects as an instance of the study material. While it is conceivable that any such array may be an experimental stimulus, this seems like too strong a generalization to make just on the basis of these two examples. Therefore, a limit is placed on the proportion of constants that can be replaced by variables in forming a generalization. Of the two productions from which the generalization is formed, the one with the least number of constants is used as a reference. The number of constants in the generalization can bo no fewer than half this quantity. The terms that ACT considers constants are italicized. There are five constants in productions $P 1, P 2$, and $P 3$. Production $P 3$ is an acceptable generalization from P1 and P2 because it only involves replacement of two of the constants. P1 and P4 are prevented from forming a generalization because this would require replacing four of the five constants with variables.

Even with this restriction on the proportion of constants deleted it is likely that unacceptably many generalizations will be formed. A realistic simulation of an adult human's entire procedural knowledge would requiro hundreds of thousands of ACT productions. Under these circumstances it seems infeasible to attempt to generalize all possible pairs of productions. ACT only attempts to form generalizations when a new production has been designated. Also, generalizations are attempted only for pairings of newly-designated productions with the productions on the APPLYLIST. Since a production is on the APPLYLIST only if the constants it references are active and it has met a strength criterion, this implies that attempts to generalize will be restricted to productions that are relevant to the current context and which have enough strength to indicate a history of past success.


Figure 1. Examples of material from the Franks and Bransford study.

## Discrimination

Even with mese restrictions placed on it, ACT'S generalization mechanisms will produce productions that are overgeneralizations of the desired production. However, given our goal of a psychologically realistic simulation, such overgeneralizations on ACT'S part are actually desirable since it can be shown that people make similar overgeneralizations. For example, children learning language (and, it appears, adults learning a second language--see Bailey, Madder, and Krashen, 1974) overgeneralize morphemic rules (Brown, 1973). Thus a child will generate mans, glved, etc. ACT will do the same.

Use of a discrimination mechanism seems relatively unique in the knowledge acquisition literature--Winston's (1972) use of "near misses" being the only related mechamsm we are aware of. The use of discrimination is motivated by the fact that any system that tries to improve itself by making generalizations must, occasionally, make overgeneralizations. Discrimination provides an automatic means for "debugging" such errors. To correct overgeneralizations ACT must create more discriminate productions.

The discrimination mechanism will only attempt to discriminate an overgeneral production when it has both a correct and an incorrect application of that production to compare. (Productions place new propositions into the data base and emit observable responses; either of these actions can be declared incorrect by a human observer or by ACT Itself. In the absence of such a declaration an action is considered correct.) Basically, this algorithm remembers and compares the variable bindings in the correct and incorrect applications. It attempts to find a variable that had different bindings in these two applications. In forming the discrimination, restrictions are placed on that variable to prevent the match that led to the unsuccessful application while still permitting the match that led to the successful application. In the simulations of schema abstraction that will be discussed, a new production was formed from the old production simply by replacing the variable by the constant it was bound to during the successful application. in some of our other work (e.g. Andorson, Kline, \& Beasley, 1979a) the variable was kept but an additional clause was added to restrict what the variable could match.

As an example of the discrimination process, we will consider a categorization experiment from Medim and 5chaffer (1978). We will focus on two instances they presented from category A. One was two largo rod trltnglos and the other was two large bluo circles. From these two examples, ACT would designate the following categorization productions.-

P6t IF a stimulus has two large red triangles THEN it it in category $P$
P7: IF a stimulus has two large blua circlet THEN It is In catenary ft
From these two ACT would form the following generalization:
P8» IF a stimulus has two larq« LVcolor LVshapes THEN It is in Category $R$
However, this turned out to be an overgeneralization. To be in category A the stimulus had to be either red or a circle or both. Thus, the counter-example was presented of two large blue triangles which was a stimulus in category B. Generalization PS misapplied in this circumstance. By notina what distinguished the circumstances of correct applications of generalization P8 from the circumstances of incorrect application, both of the following productions would eventually be formed by the discrimination mechanism. These productions will always produce correct classifications.

PS: IF a stimulus has two large red LVshapes THEN it is in category $R$
P10: IF a stimulus has two large LVcolor circlet THEN it It In cateqory. R
These produetiom were formed from P8 by replacing one of its variables (either IVcolor or IVshapes) by the binding that variable had during a successful application -i.e. an application to a stimulus that was actually from category $A$. (As an aside, these two productions illustrate how ACT can encode disjunctive concepts by the use of multiple productions).

## Production Strength and Specificity

When a new production is created by the designation process there is no assurance that its condition is really the best characterization of the circumstances in which its action is appropriate. For this reason, generalization and discrimination processes exist to give ACT the opportunity to evaluate alternative conditions for this action. It is the responsibility of ACT's strength mechanisms to perform the evaluation of these alternative productions.

Through experience with the ACT system we have created a set of parameters which, although somewhat arbitrary, appear to yield human-like performance. Tee first time a production is created (by designation, generalization, or discrimination) it is given a strength of

1. Should that production be recreated its strength is incremented by .05. Furthermore, a production has its strength incremented by . 025 every time it applies or a production consistent with it applies. (One production is considered consistent with another if its condition is more general and its action is identical.) Finally, whenever a production receives negative feedback, its strength is reduced by a factor of $1 / 4$. Productions consistent with the misapplied production also have their strength reduced by a factor of $1 / 4$. Since a multiplicative adjustment produces a greater change in strength than an additive adjustment, a "punishment" is more effective than a "reinforcement". Since increments and decrements in strength propagate to more general productions and since qeneral productions can have a number of more specific productions consistent with them, they tend to reflect quite rapidly and sensitively the weight of experience.

Recall that a production's strength determines the probability that it will apply. If $s$ is the strength of a production and $S$ the total strength of all active productions, the probability of that production being chosen on a cycle for application is 1-0 where 0 is a parameter currently set at 15 . If a production passes this probabilistic hurdle it is placed on the APPLVUST. of course, if a production is not applied one cycle and the circumstances do not change, it can apply on a later cycle. Thus, strength affects both the latency and reliability of production application.

While selection rules based on strength can make some of the required choices among competing productions, it is clear that strength cannot be the sole criterion for conflict resolution. For example, people reliably generate irregular plurals (e.g., mon) under circumstances in which the "add s" rule for regular plurals is presumably also applicable. This reliable performance is obtained despite the fact that the productions responsible for generating regular plurals are applied much more frequently than those for irregulars and therefore should bo much stronger. ACT has a specificity ordering on its productions which makes it possible to deal with exceptions to strong rules: If two productions both have enough strength to be placed on the APPLVLIST but the condition of one of them is a more specific version of the condition of the other (i.e. satisfied in a subset of the situations that satisfy the other), then the more specific production will apply and will block out the more general production. This principle accounts for the execution of a production generating an irregular plural since its condition presumably contains all of the requirements for generating the regular plural and must, in addition, make reference to the specific noun to be pluralized. This special case principal can be traced back to Waterman (1970) and variants of it can be found in many current production systems (e.g. Rychener ft Newell, 1978).

The precedence of exceptions over much stronger general rules does $r>o t$ imply that exceptions always apply. In order to benefit from the specificity-ordering principle exceptions must first have achieved the amount of strength necessary to be placed on the APPLYLIST. This property of the ACT model is consistent with the fact that words with irregular inflections have high frequencies of occurrence.

Product ion strength is another important way in which ACT differs from moat other computer-based learning systems (e.g., Anderson, 1978; Vere, 1977; Hayes-Roth \& McDermott, 1976; Sussman, 1975;

Winston, 1970; Waterman, 1970. The learning of all these systems has an all-or-none character that ACT would share if creating new productions were its only learning mechanism. The strength mechanisms modulate the all-or-none character of production creation enabling ACT to cope with the kind of world that people have to cope with--a world where data is not perfectly reliable and contingencies change in such a way that even being as cautious as possible it it certain that occasional errors will be made.

## III Applications to Prototype Formation

There is a growing literature concerned with the process by which humans form concepts by detecting regularities among stimuli (e.g., Franks \& Bransford, 1971; Hayes-Roth \& Hayes-Roth, 1977; Newmann, 1974; Posner \& Keole, 1970; Reed, 1972; Reitman \& Bower, 1973; Rosch 8. Menvis, 1975). This literature is often referred to rs studying protrtype formation, but for various reasons we also refer to it as studying schema abstraction.

In the remainder of this paper we describe how ACT's automatic learning mechanism can be used to model schema abstraction. In outline, this application is as follows: For each instance presented, ACT designates a production that recognizes and/or categorizes that instance alone. Generalizations occur through the comparison of pairs of these productions. If feedback about the correctness of these generalizations is provided then the discrimination process can be evoked. Our working definition of a concept will be this set of designations, generalizations, and discriminations.

## Franks and Bransford: Illustration of Basic Phenomena

We have already introduced (gure 1) the material used by Franks and Bransford in one of their experiments on schema abstraction. Subjects studied the 12 picture* in Figure 1 twice and then were transferred to a recognition phase in which they rated test pictures according to whether they had been studied or not. The test pictures could be classified according to how many transformations separated them from the central tendency of the study stimuli. There were test stimuli 0 , 1, 2, or 3 transformations from the study stimuli and some "non-cases" which were still further removed. Some of the test figures were actually studied and some were not. Franks and Bransford report that confidence ratings forecognition generally decreased with the number of transformations from the base and was lowest for the non-cases.

To simulate the Franks and Bransford experiment we ran ACT through propositional encodings of the items in the study set twice, designating a recognition production for each stimulus it saw. Then at test ACT was again presented with a prepositional encoding of each stimulus and the production which applied to this encoding (if any) was noted. Sufficient generalization had occurred so that most of the stimuli were recognized by at least one of the productions.

Since most experiments in this literature report data on subjects confidence in their judgments, a critical question was how to map the production selected onto a confidence rating. We assumed that ACT's confidence would be a function of the number of consfants in the stimulus (and therefore an inverse function of the number of variables). This procedure for assigning confidence will be used throughout this paper. This is a reasonable procedure tor assigning confidence, since the more constants in the recognizing production the closer it is to an encoding of an actual tost item. In the extreme, if the stimulus is recognized by a production with no variables the subject can be sure that the item was studied since a non-vahabilized production is an encoding of a study dem.

To obtain predictions for this experiment we ran a series of ACT simulations. Altogether we obtained fifty ratings for each test stimulus and the data we report will be based on averages of these fifty ratings.

O-transformation test stimuli were given a mean rating of 1.66 (i.e. mean number of constants in matching productions)] the one-transformation test stimuli were rated 1.24; the two-transformation stimuli were rated 1.11; the three-transformation stimuli were rated 1.13; and the non-cases were rated .65. This corresponds to Franks and Bransford's report of an overall correlation between closeness to base and rating. (They do not report the actual ratings.) Neumann (1971) performed a replication of Franks and Bransford and he did report mean ratings for each of the five categories of test stimuli. The confidences assigned to the stimuli by his subjects corresponds exactly in rank ordering to the results obtained from ACT.

This experiment serves to illustrate that ACT can account for one of the basic phenomena of schema abstraction -- namely that confidence falls off with distance of the stimuli from the central tendency (prototype) of the category. The generalizations ACT forms represent what various stimuli will have in common. Therefore, there will be more generalizations formed that match central stimuli than ones that match peripheral stimuli. it is this greater density of generalization that give central stimuli this advantage.

## Hayes-Roth and Hayes-Roth: Variation of Instance Frequency

Hayes-Roth and Hayes-Roth (1977) report a study, one function of which was to obtain data relevant to the issue of memory for instances. They presented subjects with three-attribute descriptions of more than one hundred people. One attribute was age and could have values 30,40 . 50 , and $r>0$. Another was education and could have values junior high, high srhool, trade school, and college. The third was marital status which could have values single, married, divorced, and widowed. The descriptions also included proper names and hobbies but this information was not critical. Thus, a subject might hear the description "John Doe, 30 years old. Junior high education, single, plays chess." Subjects' task was to learn to classify these individuals as members of club 1 , members of club 2 , or neither club.

We will assume that for each individual encountered, subjects designated a production mapping that individual's features into a prediction about club membership. So, for instance, a subject might form the following production:

If a person is forty years old and ha has gone to high school and ha it single
Then he is a member of club 1
Hayes-Roth and Hayes-Roth varied the freguency with which various instances were studied. Some instances were presented 10 times while others only once. A study trial consisted of first presenting the subject with an instance, asking him to classify it, and then providing feedback as to which club the instance came from. Some instances received equivocal feedback in the sense that half the time the feedback for those instances specified club 1 and half the time club 2.

After studying a set of stimuli, subjects were shown a critical test set of 28 stimuli. Subjects were first asked to categorize each of the stimuli and then they were asked to decide whether each of the stimuli had been studied or not. The recognition judgment was assigned a confidence from 1-5 as was the categorization Judgment.

This exporiment was simulated with the same parameter settings as the Franks and Bransford experiment. The one significant difference was that ACT was given feedback about the correctness of its classifications. This meant that productions would not simply increase in strength with every application, but rather would either increase or decrease in strength depending on their success in classification. Providing feedback also meant that it was possible for ACT to compare variable-bindings on successful applications in order to proouce more discriminating versions of its overgeneral productions.

As in the Franks and Bransford experiment, confidence was based on
the number of constants in tho production that recognized the stimulus. In this experiment that number would vary from 1 to 3 . A value of 0 was assigned if no production was evoked to categorize the stimulus. The categorization scores for a test stimulus were calculated by weighting negatively the confidences of incorrect classifications, weighting positively tho confidences of correct classifications, and ignoring the confidences of classifications to the neither-club category. Figure 2 presents the actual and predicted recognition and classification confidences for the soven categories of test stimuli. The confidence scale used by subjects and the match scale used by ACT have been adjusted to cover approximately equal ranges. As can be seen the ACT predictions closely correspond to the data obtained by Hayes-Roth and Hayes-Roth.


Figure 2, Comparison of ACT's predictions with the results from Hayes-Roth and Hayes-Roth.
Class 1 in Figure 2 is formed from two prototypes which, in fact, were never studied. However, they received the highest categorization rating and a relatively high recognition rating indicating that subjects havo extracted the central tendencies of the categories. Class 2 items, while not as similar to the prototypes as Class 3 items, had categorization ratings second only to the prototypes themselves. Since each item in Class 2 was studied ten limes while items in Class 3 were only studied once, it appears that frequency of exposure has an effect on categorization that can compensate for lack of similarity to the prototypes. A comparison of categorization ratings for Class 3 versus Class 4 holds frequency of exposure constant and the effect of similarity to prototypes re-emerges: Class 3 is closer to the prototypes and receives higher ratings.

Items in the last three classes were neutral with regard to category membership so that correct categorization is undefined and only recognition confidences can be reported. Whereas the data reviewed earlier from Classes 1-4 showed that frequency of exposure affects categorization ratings when we might have expected it only to affect recognition ratings; the data from Classes $5-7$ shows that similarity to prototypes affects recognition when we might have expected it only to affect categorization. Class 5 has the same exposure as Class 2 so only its distance from the prototypes can explain its lower recognition ratings. Similarly, no instances of either Class 6 or Class 7 was ever studied by subjects, but Class $C$ received higher recognition ratings and this must be due to the fact that, although very far from the
prototypes. Class 6 is not as far from them as is Class 7 .
In summary, this experiment serves to illustrate how ACT correctly models the combined effects of frequency of exposure and closeness to prototype. Stimuli that are frequently studied will have fairly strong specific productions to recognize them. Stimuli which are close to the prototype will have many generalizations that can recognize them.

## Comparison of ACT with Other Prototype Theories

There are three basic types of theories for prototype formation. One type proposes that subjects form a single characterization of the central tendency of the category. A frequent suggestion is that they distinguish a particular instance (it need not be one they have actually seen) as the prototype for the concept. Other instances are members of the category to the extent that they are similar to this prototype. This class of theories would include Franks and Bransford (1971), Bransford and Franks (197?), Ro.sch and Mervis (1975), Posner and Keele (1968), and Reed (1972). In order to account for the effects of instance frequency demonstrated by Hayes-Roth and Hayes-Rotr the prototypes would have to be auqmented by some memory for the individual instances studied. However, it is much more difficult for prototype theories to accomodate the recent results of Medin and Schaffer (1978) that indicate that subjects are sensitive to similarities among individual instances. On the other hand ACT is able to simulate this data (Anderson, Kbne, \& Beasley, 1979b).

A second class of theories (e.g. Medin \& Schaffer, 1978) are those that propose subjects store individual instances only, and make their category judgments on the basis of the similarity between the test instance and the stored instances. In a certain sense, any results that can be accounted for by a theory that says that subjects store abstractions can also be accounted for by a theory that says subjects only store instances. The instance theory could always be made to go through a test process equivalent to calculating an abstraction from the stored instances and making a judgment on the basis of the abstraction. However, a difficulty for the instance theory is that subjects frequently report having abstract characterizations or prototypes (e.g., Reed, 1972).

The third class of theories proposes that subjects store co-occurrence information about feature combinations ACT »s an instance of such a theory as are those proposed by Reitman and Bower (1973), Hayes-Roth and Hayes-Roth (1977), and one aspect of Neumann's (1974) model. These models can potentially store all subsets of feature combinations. Thus, they store instances as a special case. The Hayes-Roth and Hayes-Roth experiment showed this model has advantages over many versions of the instance-only or prototype models.

It is very difficult to find empirical predictions that distinguish ACT from the various other feature-set theories. Perhaps it would be best to regard them as equivalent given the current state of our knowledge and simply conclude that subjects respond in terms of feature-sets. However, there are a number of reasons for preferring ACT's version of the feature-set theories. First, it is a fully specified process model. It is often difficult to see in any detail how some of the feature-set theories apply to particular paradigms or produce particular results.

Second, ACT has a reasonably efficient way of storing feature-sets. It only stores those subsets of properties and features that have arisen because of generalization or discrimination rather than attempting to store all possible subsets of features from all observed instances. While there are empirical consequences of these different ways of storing feature-sets, the differences are so subtle that existing experiments havo failed to test them. However, if there is very little difference in behavior, that would seem to be all the more reason to prefer the more efficient storage requirements of ACT.

Third, it needs to be emphasized that the ACT learning mechanisms were not fashioned to account for schema abstraction. Rather they were designed in light of more general considerations about the nature of the rules that need to be acquired And the information typically available to acquisition mechanisms in real world situations. We were particularly concerned that our mechanisms should be capable of dealing with language acquisition and acquisition of rules for making Inferences and predictions about one's environment. The mechanisms were designed to both be robust (in being able to deal with many different rules in many different situations) and to be efficient. Their success in accounting for schema abstraction represents an independent confirmation of the general learning theory.

Before concluding, we would like to discuss one characteristic of feature-set models which may seem unappealing on first encounter. This is the fact thnt they store so many different characterizations of the category. ACT may not be so bad as some of the other theories, yet having a set of productions for recognizing instances of a category still seoms far less economical than having a single prototype. However, two remarks need to be made here. The first remark is that the complexity of the representation of a category depends on one's production system implementation. This can be quite complex if each production is represented separately. However, the representation can be quite economical in a data-flow system like Forgy's (1977). Here a single discrimination net is constructed to encode the conditions of all productions. This allows overlapping productions to share the same net tests in encoding their conditions.

A second remark is that natural categories defy economical representation. This has been stressed in discussions of their family resemblance structure by Wittqenstem (o.g. Wittgenstein, 1953) and more recently by Rosch (c.g. Rosch 8. Mervis, 1975). The important fact about many natural categories (e.g., games, dogs) is that there is no set of features that define the category nor is there a prototypical instance that functions as a standard to which all other category members must be compared. On the other hand, these categories dc not seem to be unstructured; they are not merely a list of instances. It is interesting to note here that Dreyfus (1972) has claimed that computer implementations are not capable of representing the family resemblance structure of categories. ACT shows Just the opposite to be true.
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# KNOMEDGE-BASED PROBLEM SOLVING BY A LABELLED PRODUCTION SYSTEM 

Yuichiro Anzai, Naoto Ishibashi, Yuichi Mitsuya and Shoji Ura<br>Department of Administration Engineering<br>Keio University<br>3-14-1 Hiyoshi, Kohoku-ku, Yokohama 223 Japan

The paper summarizes a system that understands, solves, and learns how to solve geometry problems. The system is represented homogeneously as production rules of Labelled Production System. A brief introduction to the system architecture is given, followed by an example of how the system works. Then the paper discusses briefly some theoretical problems focused upon in design and implementation of the system.

## 1. INTRODUCTION

Recent development of cognitive science has revealed that problem solving is a total activity of understanding, solving, and learning how to solve problems, controlled on a unified knowledge base. This paper summarizes an effort toward building a system that encompasses such a broad range of knowledge-based problem solving, taking elementary geometry as a task domain.

Our fundamental assumption is that knowledge acquisition exerts a considerable influence on problem-solving behavior. This leads to our emphasis on post-solution analysis for acquisition of new knowledge from the solution process. It also leads to a homogeneous representation of the system as production rules of Labelled Production System (LPS): knowledge acquisition on a well-structured knowledge base of geometry requires a representation which has capability to represent structured knowledge and high learnability at the same time. Also we believe that all information necessary in solving a given problem is not always available when the problem was understood. Some information might be necessarily inferred through subgoals, or popped up by demon-like procedures during the solution process. So interaction of subgoaloriented and pattern-directed processing is one of our concerns in designing a knowledge-based problem solver.

The above assumptions and thus motivations make our system different from traditional geometry theorem provers (e.g., [6]). Our main concern is to theorize problem solving from a broader viewpoint. The current version of LPS is written in INTERLISP, and running on DEC-20. The version

[^0]is only for an experimental use, but all the features described here are already implemented in it.

## 2. SYSTEM ARCHITECTURE

The system comprises four components: the Natural Language Understander, Problem Solver, Post-solution Analyzer, and factual knowledge about geometry. Understander transforms a (Japanese) problem sentence to a set of semantic primitives such as geometric objects and relations, and goals for the proof. Solver works on this set toward solving the problem. It is able to try drawing additional line segments by using a partial-match algorithm and knowledge acquired through solving similar problems. Analyzer undertakes Solver's output, and tries to create possibly helpful productions. First Analyzer generates a hypothesis of a proposition. If the proposition was tested successfully by Solver, Analyzer adds it to the knowledge base. Interaction of subgoal-oriented and pattern-directed processes is realized by ACTIVATE as seen later.

The above process proceeds by utilizing factual knowledge about geometry. All the four components of the system are represented homogeneously as production rules of LPS. LPS is, in short, a production system in which knowledge elements are labelled. Although global control of LPS is basically similar to 'recognize-act cycle ${ }^{1}$ type production systems [4], its labelled structure greatly facilitates dealing with structured knowledge and reorganization of it. For example, labels such as CATEGORY and A-PARTOF can be used for inference, similarly to slot-names in frame systems [2]. Also we can use labels for referring to a knowledge element in another production directly without using working memory (WM). See [1] for the details of LPS.

## 3.KNOWLEDGE-BASED PROBLEM SOLVING: AN EXAMPLE

An example outlines the system's behavior most explicitly. Fig. 1 shows a simple geometry problem. First of all, Understander transforms the sentence to a set of semantic primitives, which are shown in Fig. 2 .

$$
\begin{aligned}
& \text { Problem: Senbunno chuutenwo toori, koreni } \\
& \text { suichokuna chokusenjouno tenwa senbunno } \\
& \text { ryoutankara toukyorini aru. (A point on } \\
& \text { the line through the midpoint } \\
& \text { of a line segment and } \\
& \text { perpendicular to it is } \\
& \text { equally distant from } \\
& \text { the endpoints of the } \\
& \text { line segment.) }
\end{aligned}
$$

Fig. 1 Example problem.
((PGOAL(LEQUAL(LS D A)(LS D B)))(LS D A)(LS D B) (EP A (LS A B)) (EP B (LS A B)) (PERP (LS A B) (LS C D)) (ON (LS C D) (LINE L)) (LS C D) (ON D (LINE D) (PT D) (PERP (LS A B) (LINE L)) (ON C (LINE D) (LINE L) (ON C (LS A B)) (LEQUAL(LS A C) (LS C B)) (LS A C) (LS C B) (MP C (LS A B)) (PT C) (PT A) (PT B) (LS A B) (READNIL) (READ-START))

$$
\begin{array}{lr}
\text { Fig. } 2 \text { Understander's output } \\
\text { for the example problem. } & \text { (For } \\
\text { simplicity, 'notation } & \text { is } \\
\text { slightly different from the } \\
\text { original output.) }
\end{array}
$$

Evoked by the goal (PGOAL(LEOUAL(LS D A)(LS D B) )), meaning to prove equality of some quantity (length here) of the same type of objects (line segments here), Solver tries to ACTIVATE the pattern (CONGRUENCE) to WM. ACTIVATE collects productions related to (CONGRUENCE) by chaining productions backwards, and executes productionfiring only on the collected subset of productions. One of collected productions, TRIANGLE, pops up two new triangles, (TRIANGLE D A C) and (TRIANGLE D B C). Then these triangles make the production CONGRUENCE executed, and (CONGRUENCE) deposited into WM. Note that the two triangles did not exist in WM when Solver started to work (Fig.2). They were necessarily recognized in the ACTIVATE function mode. Solver needs to recognize some more relations to attain the goal. It is the end of the problem-solving process when the geometric relation, (LEOUAL(LS D A)(LS D B)), PGOAL's argument, is placed in WM

The current version of Analyzer intends to construct new propositions from Solver's output by means of three different ways. First, note that Solver concludes not only the conclusion for the
problem, but also other two relations generated by a side-effect: (1) line segments $D A$ and $D B$ have equal length, (2) angles $A D C$ and $C D B$ have equal degrees, and (3) angles DAC and DBC have equal degrees. So Analyzer builds three separate productions, 'if conditions of the problem hold, then ( $k$ ) is true,' for $k=I, 2$ and 3.

Productions generated in this manner can deal only with problems that have essentially the same conditions as the original problem. Analyzer's second way of knowledge acquisition is to build a production: for a given problem $X$, 'if most of geometric objects, relations and goals generated by Solver for solving the example problem matched $W M$ for the problem $X$, then try to apply to solve $X$ geometric concepts and propositions used in solving the example problem.' 'Most of implies that, if this production can be executed, $X$ is similar to the example problem if not totally the same. Hence conditions of this production should match partially.

Analyzer's last way of restructuring Solver's output is to use task-dependent heuristics to extract some small amount of mutually related objects and relations, and construct a 'speculative' hypothesis. Fig. 3 shows an example of such hypothesis. It needs to be tested by Solver, which goes successfully in this case, and the production in Fig. 3 is registered as a new production. Testing the hypothesis by Solver, in this case, happens to involve drawing an additional line segment. Analyzer searches for a production already acquired and similar to the hypothesis, and here draws the segment which connects $D$ with $C$, the midpoint of $A B$, in Fig.l.

Analyzer builds up several productions consecutively in the above manners. It is the end of the system's problem-solving process: after Analyzer worked out, the system waits for another problem, which is to be fed first to the understander.
(G0900
\#A0901 (PGOAL(LEQUAL(ANGLE \$A0906 \$A0909 \$A0907)
(ANGLE \$A0906 \$A0907 \$A0909)))
\#A0902 (LS \$A0906 \$A0907)
\#A0903 (LS \$A0906 \$A0909)
\#A0904 (LS \$A0909 \$A0907)
\#A0905 (LEQUAL(LS \$A0906 \$A0909) (LS \$A0906 \$A0907))
ACT (RESULT(LEQUAL(ANGLE \$A0906 \$A0909 \$A0907)
(ANGLE \$A0906 \$A0907 \$A0909)))
(LEQUAL(ANGLE \$A0906 \$A0909 \$A0907)
(ANGLE \$A0906 \$A0907 \$A0909))
CATEGORY (TRIAL))
Fig. 3 A hypothesis produc-
tion created by Analyzer.

## 4. ISSUES $\operatorname{IN}$ KNOMEDGE-BASED PROBLEM SOLVING

### 4.1 Partial-match and drawing additional line segments

Some work on geometry problem solving is concerned with drawing additional line segments [13] It is a tempting task for Al because it is a good example of generating new appropriate representations.
'Drawing additional line segments, • in our case, is a process of finding a once-solved similar problem, and generating a set of new geometric objects and relations that reduces the difference of the once-solved and currentlyattacked problems. Selecting a similar problem corresponds to deciding a best-match between the current WM and condition sides of some learned productions. We have tried to avoid the curse of computational explosion inherent in partialmatch by introducing a few heuristics: only geometric objects and relations are taken into account, and an object which is A-PART-OF another object is neglected. This kind of semantic categorization and inference uses the labelled structure of LPS, and saves a fair amount of computation time.

### 4.2 Interaction of subgoal-oriented and patterndirected processing

Psychological research [5] tells us that elementary geometry problem solving involves organization of subgoals. This basic problem-solving structure is represented in our system by the function ACTIVATE. ACTIVATE tries to achieve a specified subgoal by organizing related productions as exemplified in the last section.

ACTIVATE is a powerful function for our purpose because knowledge of geometry is well-structured enough to activate reasonable subsets of productions. However, popping up objects or relations in a pattern-directed manner also plays a key role in solving problems, as it might generate useful but formerly unrecognized objects or relations. But since bottom-up processing may easily blow up computationally, efficient embedding of some interactive structure of topdown and bottom-up processes is highly desirable in any knowledge-based problem solver. Using ACTIVATE actions within pattern-evoked productions is a realization of this general framework.

### 4.3 Structuring new productions from solution experience

To build a hypothesis production as shown in Fig.3, Analyzer must select suitable elements in WM for creating conditions and actions. The
mechanism for gathering them is analogous to the heuristics incorporated in the algorithm for drawing auxiliary line segments, but slightly more complex. Analyzer picks up one geometric relation arbitrarily, and makes it as the action in the hypothesis. Then Analyzer collects objects and relations related (in a certain sense) to the action, and assumes them as conditions. The mechanism makes use of LPS's labelled structure.

Note that the example in Fig. 3 is equivalent to: the two base angles of an isosceles triangle is congruent. The system succeeded in generating the production in Fig. 3 without solving this problem. We believe that the effort of Analyzer deverves doing, as this kind of self-organizing performance is the heart of intelligent tasks.

## 5. CONCLUSION

We have chosen geometry as the task domain mainly because it satisfies our general motivations stated in Section 1, and involves issues described in Section 4. We believe that those motivations and issues are general and central in any knowledge-based problem solving task. LPS is a general-purpose representational system, and our research presented here is a working study toward a general theory of know-ledge-based problem solving. Though some detailed part of the used techniques are taskspecific, and we have yet little experience on LPS in other domains, our work has achieved a step toward a computational unification of understanding, solving and learning within a general framework of problem solving.
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## INTERACTIVE GRAPH PRODUCTION SYSTEM
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In this paper we propose a new production system called Interactive Graph Production System (IGPS) which represents situations which have interactions. An IGPS is constructed by two labelled directed graphs and two sets of production rules which control interactions and changing of situations. First, IGPS is defined. Then we show examples of IGPS: three coin problem and monkey and banana problem, for making clear structure and move of an IGPS. Next execution of IGPS is discussed. IGPS interpreter must have some functions for efficient execution of IGPS. And for making productions efficiently, we need graph production editting system which enables us to handle graph productions in graphical forms.

## 1. INTRODUCTION

Eversince production systems (PS) were first proposed by Post [7] as a general computational mechanism, the methodology has heen a great deal of development and has been applied to a diverse collection of problems. A production system may be viewed as consisting three components: a set of rules, a data base, and an interpreter for the rules. In the simplest design, a rule is an ordered pair of symbol strings with a left and right hand sides, the set of rules has a predetermind total ordering and the data base is simply a collection of symbols.

Throughout much of the work reported, there appear to be two major views of PSs, as characterized on one hand by the psychological modelling efforts (PSG, PAS II, VIS, etc.) [5, 6] and on the other by the performance-oriented, knowledge-based expert systems (e.g. MYCIN, DENDRAL) [2, 3], For the psychological modellers, production rules offer a clear, formal, and powerful way of expressing basic symbol processing acts, which form the primitives of information processing psychology. For the designer of knowledge-based system, production rules offer a representation of knowledge that is relatively easily accessed and modified, making it quite useful for systems designed for incremental apploaches to competence.

Now we have trend to apply PSs to more and more complex problems. Those problems need more complex knowledge-bases. For instance, the

DENDRAL system uses a literal pattern match, but its patterns are graphs representing chemical classes. For expressing complex situations graphs are better than collections of literals for human understandability. In many cases graphs are used for describing situations, and we see many usage of graphs for explanations while collections of assertions are used for an internal representation of a system. So we want to construct a PS which treats not symbol strings or collections of assertions, but graphs.

In complex problems we find two situations interacting each other. For instance, in a problem solving for controlling a robot we find a robot and its environment interacting each other. We think that it is better than a description by a single situation which represents the robot and its environments, to describe the world by the set of two sub-situations: one represents the robot and the other does its environment; and changing of the world by interactive changing of two sub-situations. So we want to construct a PS which can express systems that interact each other also.

In this paper we will propose a new graph production system that has interactions called an Interactive Graph Production System (IGPS).
An IGPS represents a situation by a set of two labelled directed graphs and changing of situations by rewriting rules of graphs. So we will construct an IGPS based on the graph grammar system which is discussed in [1], In this paper we will first describe definitions of an

IGPS, next show some examples of IGPSs for making clear the method of descriptions and moves, and then discuss execution of an IGPS.

## 2. INTERACTIVE GRAPH PRODUCTION SYSTEM

In this section we will describe definitions of an IGPS. An IGPS is constructed by two labelled directed graphs and two sets of production rules which control interactions and changing of situations.

### 2.1 Situations of an IGPS

A situation of an IGPS is represented by a tuple,
$\left(\mathrm{O}_{0}\right.$,
where $O_{0}$ and $O_{1}$ are sub-situations described by labelled directed graphs. More formally, a sub-situation 0 . is represented by a 3-tuple,

$$
\left(N_{i}, L_{1}, E_{i}\right),
$$

where $N_{i}$ is a set of nodes, $L_{i}$ is a function: $N_{i}$. $>$ a set of labels, and $E_{i}$ is a set of edges and is included into $N . \times N_{i}$.
[Example 1] Here we show an example of a subsituation.

Let

$$
\begin{aligned}
& N_{i}=\{1,2,3\}, \\
& L_{i}(1)=\text { he }, \\
& L_{i}(2)=1 \mathrm{~s}, \\
& L_{i}(3)=\text { diligent }, \\
& E_{i}=\{(1,2),(2,3)\} .
\end{aligned}
$$

and

Then the sub-situation $\left(N_{i}, L_{i}, E_{i}\right)$ is the


### 2.2 Structure of IGPS

An IGPS is a 7-tuple:

$$
s \quad=\left(c, V, R, \quad i_{0} \quad, P_{1}, \quad P_{1}\right)
$$

where $C$ is a set of labels of sub-situations, $V$ is a set of variables whose ranges are subsets of $C, R$ is a function: $V \rightarrow 2_{2}^{r}$ which defines the ranges of variables, $t_{0}$ and $i_{1}$ are two finite initial sub-situations whose sets of labels
are $C$, and $P_{0}$ and $P_{1}$ are sets of productions which are applied to two sub-situations: $\mathrm{O}_{0}$ and a , respectively.

In this paper we will describe elements of $C$ by strings of lower case letters and elements of $V$ by strings of upper case letters.

### 2.3 Variables

An element of $V$ is $V$. whose range is $R\left(v_{i}\right) \in C$. A variable $V$. can have a value of an element of $R\left(v_{i}\right)$.
[Example 2] Here we show an example of a variable.
Let $\quad C=\{$ station, school, boy, girl \},
$V \Rightarrow$ PLACE ,
and, $R(P L A C E) \quad$ \{ station, school \}.
Then the value of 'PLACE' can be 'station' or 'school', but it can not be 'boy' nor 'girl'.

## 2.A Productions

We describe a production of $P_{0}$ or $P$, by the form:

$$
\left(G_{1}\right) \quad G_{2} \equiv G_{3},
$$

where $G_{1}$ is a labelled directed graph whose $/ N_{1} /$ is a non-negative integer and the set of labels is COW, $G_{2}$ is a labelled directed graph whose
$/ N_{2} \mid$ is a natural number and the set of labels is CUW, and $G_{3}$ is a labelled directed graph whose set of labels is CUVU\{null\} and satisfies the conditions listed below.

$$
N_{3} \supset N_{2} \quad \text { and } \quad E_{3} \supset E_{2}
$$

and $\quad$ any $n_{3} \in N_{3}: L_{3}\left(n_{3}\right) \in V$;
there exists $n_{2}$ or $n_{1}$ :

$$
n_{2} \in N_{2} \text { and } L_{2}\left(n_{2}\right)=L_{3}\left(n_{3}\right),
$$

and/or $\quad n_{1} \in N_{1}$ and $L_{1}\left(n_{1}\right)=L_{3}\left(n_{3}\right)$.
At an application of a production each variable has one value. When two labelled directed graphs are compared, a variable $V$ and a constant $c$ are compatible if the value of $v$ is $c$.
[Example 3] We show an example of a production in Fig. 1. In this example $C, V$ and $R$ of the IGPS are same as those in Example 2.

### 2.5 Effect of Application of Production

Let a situation of an IGPS be $\left(\sigma_{0}, \sigma_{1}\right)$, and let a production p..: $\left(G_{1}\right) G_{2} \equiv G_{3}$; be included in P. ( $\mathrm{i}=0,1$ ). Then the production $\mathrm{p} .$. may be applied, if Condition 1 and 2 are satisfied.
[Condition 1] Let a be $\mathrm{O}_{1-2,}$, , and let $G$ be $G_{1}$, then Condition $1^{\prime}$ is satisfied. If $G$ is an empty graph, then this condition is satisfied.
[Condition 1']
Let $\quad 0=(N, L, E)$,
then there exists $N^{\prime} \subset N$ : ( $N^{\prime}, L, E \cap N^{\prime} \times N^{\prime}$ ) and $G$ are compatible.

When Condition 1 is satisfied, the production p.. can be applied if Condition 2 is satisfied.
[Condition 2) Let $G_{2}$ ' be a graph which is made by rewriting labels of $G_{2}$ which are elements of $V$ and used in $G_{1}$ as the value of the variable. Let $o$ be $o_{i}$ and $G$ be $G_{2}$ ' then Condition $1^{\prime}$ is satisfied.

If a production satisfying Condition 1 and 2 is applied, then a sub-graph of $\mathrm{O}_{\mathrm{i}}$ matching $\mathrm{G}_{2}$ is rewritten as $G_{3}{ }^{\prime}$. Here $G_{3}{ }^{\prime}$ is a graph made by rewriting labels which are elements of $V$ as the value of the label.

In an IGPS, production has a structure described in 2.4, therefore deletion of nodes or edges is not avairable. But in an IGPS the special label 'null' expresses that the node will be not rewritten nor referred. Hence an IGPS interpreter can delete a node whose label is 'null' and edges which connect those nodes, there are no defferences in moves of the IGPS.
[Example 4] We show an example of a production and its application in Fig, 2 In this example, $C=\{$ monkey, at, placel, place2, box, move \},

```
V = { PLACEX, PLACEY },
```

and $R(P L A C E X)=R(P L A C E Y)=\{$ placel, place2 \}. When a situation of the IGPS is $\left(\sigma_{0}^{0}, \sigma_{1}^{0}\right)$ of


Fig. 1 An example of a production of IGPS.

Fig. 2, if production-1 of Fig. 2 is an element of $P_{0}$ of the IGPS, then in production-1 the value of PLACEX is palce2 and the value of PLACEY is placel, and the production can be applied to $\sigma_{0}^{0}$. If the production is applied to $\sigma_{0}^{0}$, then a situation of the IGPS becomes to be ( $\sigma_{0}^{1}, \sigma_{1}^{0}$ ) of Fig. 2.


Fig. 2 Example of a production and its application.

### 2.6 Moves of an IGPS

One move of an IGPS is constructed by two submoves. When a situation of an IGPS is $\left(\sigma_{0}^{0}, \sigma_{1}^{0}\right)$, one sub-move is an application of an element of $P_{0}$ to $\sigma_{0}^{0}$, or preservation o $\sigma_{0}^{0}$ า en no element of $P_{0}$ can not be applied to $\sigma_{0}^{0}$. Let the result be $\left(\sigma_{0}^{1}, \sigma_{1}^{0}\right)$. Next one sub-move is an application of an element of $P_{1}$ to $o$, or preservation of $\sigma_{1}^{0}$ ien no elements of $P$. can not be applied to $\sigma_{1}^{0}$. Let the result be $\left(\sigma_{0}^{1}, \sigma_{1}^{1}\right)$.

## 3. SOME EXAMPLES OF IGPS

In this section we show some examples of IGPS for making clear the structure of an IGPS and the moves of an IGPS.

### 3.1 Three Coin Problem

Here we show the three coin problem of Jackson [4].

Problem: Given three coins initially HHT (i. e., head, head, tail), in exactly three moves
make all coins show the same face. A move consists of flipping a coin over.

We show below elements of an IGPS which describes the three coin problem and chunks of knowledge for solving the problem.

```
C = { start, cont, flip, end, coinl, coin2,
``` coin3, inc, countO, countl, count2, count3, head, tail, op, counter \},
\(V=\{\) COINX, COINY, COINZ, CONT, COUNT, COUNTALL, COUNTNEXT, STATE, STATEX, STATEY \} ,
```

R(COINX) = R(COINY) = R(COINZ)
= { coinl, coin2, coin3 } ,
R(CONT) = { cont, end },
R(STATE) = R(STATEX) = R(STATEY)
- { head, tail } ,
R(COUNTALL) = { countO, countl, count2, count3 },
R(COUNTNEXT) = { countl, count2, count3 } ,
R(COUNT) ■ { countO, countl } ,
io - start - cont ,
i
inc countl count2 coin2 - coun head
inc count2 count3 coin3 co tail
head <- op ctail counter -> countO

```
\(P_{0}\) and \(P_{1}\) are shown in Fig. 3 and Fig. A, respectively
\(\binom{\) COINX \(\rightarrow\) STATE COINY }{ counter \(\rightarrow\) STATE }\(\underset{\substack{\text { COUNT }}}{\text { cont } \equiv} \underset{\substack{\text { flip }}}{\downarrow} \rightarrow\) cont
 \(\operatorname{COIN} Z \quad\) (II)

Fig. \(3 P_{0}\) of the IGPS which represents the three coin problem.
```

flip -> COINX COINX -> STATEX STATEX <- op -> STATEY
( ) counter-> COUNTALL
CONT inc +COUNTALL -> COUNTNEXT
\#> COINX - STATEY STATEX <- op -> STATEY
counters COUNTNEXT
inc -> COUNTALL -> COUNTNEXT

```

Fig. \(4 P_{1}\) of the IGPS which represents the three coin problem

In this IGPS the sub-situation \(O_{1}\) which is initially \(i_{1}\) expresses a situation of coins, and the sub-situation \(o_{0}\) which is initially \(i_{0}\) expresses a situation of a process of solving. Productions of \(P_{0}\) generate moves which fit in the situation with referring a sub-situation \(O_{1}\) by getting knowledges of coins' situation and how many times the move is with \(G_{1}\). A production of \(P_{1}\) expresses the move which is generated by \(P_{0}\). In \(o_{1}\) "inc-> countO- countl" expresses the move of a counter. And "head <-op->tail" expresses that 'head' and 'tail' are opposite faces of each other.

In Table 1, we show changes of a sub-situation \(\mathrm{O}_{0}\) of the IGPS. And in Table 2, changes of a sub-situation \(0_{1}\) of the IGPS are shown. In

Table 2 we omit part of sub-situation \(O_{1}\) which do not change for making short.

Table 1 Process of changing of \(o_{0}\).
applied \(O_{0}\) which is the result of applica production tion of the production
\begin{tabular}{|c|c|}
\hline I & \[
\text { start } \underset{\substack{\downarrow \\ \operatorname{coin} 1}}{\text { f1p }} \rightarrow \text { cont }
\] \\
\hline I & \[
\begin{gathered}
\text { start } \rightarrow \underset{\downarrow}{\text { flip }} \rightarrow \underset{\downarrow}{\text { flip }} \rightarrow \text { cont } \\
\text { coind coin }
\end{gathered}
\] \\
\hline II & \[
\begin{array}{r}
\text { start } \rightarrow \underset{\downarrow}{\text { flip }} \rightarrow \underset{\downarrow}{\text { flip }} \rightarrow \underset{\downarrow}{\text { flip }} \rightarrow \text { end } \\
\text { coinl coinl } \\
\text { coin } 3
\end{array}
\] \\
\hline
\end{tabular}

Table 2 Process of changing of \(\sigma_{1}\).
value of \(\sigma_{1}\) which is the result of applica'COINX' tion of the production
\begin{tabular}{llll} 
coinl & \(\operatorname{coin} 1 \rightarrow\) tail & \(\operatorname{coin} 2 \rightarrow\) head & \(\operatorname{coin} 3 \rightarrow\) tail \\
coinl & \(\operatorname{coin} 1 \rightarrow\) head & \(\operatorname{coin} 2 \rightarrow\) head & \(\operatorname{coin} 3 \rightarrow\) tail \\
coin 3 & \(\operatorname{coin}(\rightarrow\) head & \(\operatorname{coin} 2 \rightarrow\) head & \(\operatorname{coin} 3 \rightarrow\) head
\end{tabular}

\subsection*{3.2 Monkey/banana Problem}

The familiar monkey and banana problem is formulated as an IGPS. In three coin problem, IGPS always generates correct answers, but in the present case IGPS expresses a process of monkey's trial and error process. Here, monkey
does not want to do a move which can not be carried out. And if monkey can take banana, he must take it. We show elements of the IGPS below.
\(C=\{\) mky, box, ban, placel, place2, place3, at, over, on, has, move, push, climb, take, start, cont, cont', end \} ,
V - \{ PLACEX, PLACEY, DO, DOX \},
R(PLACEX) - R(PLACEY)
\(=\{\) placel, place2, place3 \} ,
\(R(D 0)\) - \{ climb, take, move, start \},
\(R(D O X)=\{\) push, move \} .
\(P_{0}\) and \(P_{1}\) of the IGPS are shown in Fig. 5 and
Fig. 6, respectively. The initial sub-situation
\[
\begin{align*}
& \text { ( ) cont } \begin{aligned}
& \text { move } \rightarrow \text { cont } \\
& \downarrow \\
& \text { PLACEY }
\end{aligned}  \tag{I}\\
& \text { ( } \left.\begin{array}{c}
\uparrow \\
a t+b o x
\end{array}\right) \text { (II) } \\
& (m k y \rightarrow a t \rightarrow \text { PLACEX }+a t+\text { box }) \text { cont } \equiv \text { push } \rightarrow \text { cont } \\
& \text { PLACEY (II) } \\
& (m k y \rightarrow o n \rightarrow b o x \rightarrow a t \rightarrow \text { PLACEX }+ \text { over }+ \text { ban }) \\
& \text { cont' }{ }^{\prime} \text {, take } \rightarrow \text { cont }{ }^{\prime}  \tag{V}\\
& \text { (mky } \rightarrow \text { has } \rightarrow \text { ban) cont' } \equiv \text { end } \tag{V}
\end{align*}
\]

Fig. \(5 P_{0}\) of the IGPS which represents the monkey and banana problem.


Fig. \(6 P_{1}\) of the IGPS which represents the monkey and banana problem.
\(i_{0}\) is shown in Table 3, and \(i_{1}\) is shown in Fig. 7 A process of monkey's trial and error are shown in Table 3.

Table 3 Process of changing of \(\sigma_{0}\)
\begin{tabular}{|c|c|}
\hline applied production & \(\sigma_{0}\) which is the result of application of the production \\
\hline \(i_{0}\) & start \(\rightarrow\) cont \\
\hline I & ```
start }->\underset{~}{|}\mathrm{ move }->\mathrm{ cont
``` \\
\hline I &  \\
\hline V (I) &  \\
\hline III ( I) & \[
\begin{gathered}
\text { start } \rightarrow \text { move } \rightarrow \underset{\downarrow}{\text { push }} \rightarrow \text { cont } \\
\downarrow \\
\text { place2 placel }
\end{gathered}
\] \\
\hline III (I) & \[
\begin{gathered}
\text { start } \rightarrow \underset{\downarrow}{\text { move }} \rightarrow \underset{\downarrow}{\text { push }} \rightarrow \underset{\downarrow}{\text { push }} \rightarrow \text { cont } \\
\text { place } 2
\end{gathered}
\] \\
\hline VI (1, III) &  \\
\hline
\end{tabular}
mky \(\rightarrow\) at \(\rightarrow\) placel box \(\rightarrow a t \rightarrow\) place 2 ban \(\rightarrow\) over \(\rightarrow\) place 3 Fig. 7 The \(i_{1}\) of the monkey and banana problem.

\section*{4. EXECUTION OF IGPS}

In this section we discuss execution of IGPS. The core of execution of IGPS is an IGPS interpreter, which receives an IGPS and execute the IGPS. And we need a production editting system for easy description of productions. The production editting system enables us to edit productions on a graphic display unit and generate sets of productions.

\subsection*{4.1 IGPS Interpreter}

We implement an IGPS interpreter which executes an IGPS originally in accordance with the definitions of IGPS. But the IGPS interpreter has some functions for making processing fast and description of productions easy.

The IGPS interpreter has two modes except a basic mode. In the basic mode the IGPS interpreter applies one production at one time according to the definition of the IGPS. In expanded mode 1. the IGPS interpreter tries to apply productions which are permitted to apply at one time. And in expanded mode 2, the IGPS interpreter tries to apply all productions to all sub-graphs at one time while productions can be applied. In those expanded modes, the number of derisions on whether a production may be applied or not decreases, so processing time at one application of a production decreases.

In the definition of IGPS we did not define how to select a production, so we must now decide how to select a production. In most of production systems, for instance RPS [8], productions are ordered and the first production which matches the data-base is applied. But if we use rule-ordering for selection of a production, we can not describe the monkey and banana problem as in 3.2. Therefore the IGPS interpreter enables us to decide a selection method of a production among three methods. The first method is the conventional rule-ordering. The second one enables us to specify a priority of productions at each move. And the last one enables us to specify an algorithm which decides a priority of productions at each move.

\subsection*{4.2 Production Editting System}

A production of IGPS is constructed by three tuple of labelled directed graphs. For editting productions efficiently, we need some functions, which enables us to define a set of constant \(C\), a set of variables \(V\) and a range function \(R\), and to input labelled directed graphs, and to check inputted productions. Input of labelled directed graphs can be done by inputting a label of each node and a tuple of a head and a tail of each edge using punched cards, but we can not inspect graphs efficiently using a list of a label of each node and a list of a tuple of a head and a tail of each edge. So the production editting system must enable us to edit productions: three tuple of labelled directed graphs, using graphical descriprion. Therefore the production editting system uses a graphic display unit for display of productions. And the production editting system enables us to edit productions interactively.

\section*{5. CONCLUSION}

In this paper, we have proposed a new production system: IGPS. IGPS is a formal system which expresses a structure and moves of a
system which has interaction. And we have shown examples of an IGPS for making clear descriptive power and moves of IGPS.

In the field of artificial intelligence, we treat a diverse collection of problems. Some of them have Interaction in their situations. For expressing these problems we need a production system which can express interaction. Of course conventional production systems can express a system which has interaction. But simplicity, modularity and other favourable PS's features are lost. IGPS can express a system which has interaction while increasing favourable PS's features. And further using labelled directed graphs, IGPS can express very complex situations.
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\begin{abstract}
In Al knowledge representation schemes, structures that describe other structures are said to represent "meta-knowledge," or knowledge about other knowledge. After describing some studies of human behavior that demonstrate people's ability to reason about what they know and about how they reason, we review the use of explicit meta-knowledge in aeveral rescent Al systems. The concept of meta-level knowledge captures Intrinsic, commonplace properties of human cognition that are central to an underatanding of knowledge and intelligence.
\end{abstract}

In the last few years, several Al researchers have proposed the use of "meta-level" knowledge representation structures for a variety of tasks. In AI, the phrase "meta-knowledge" generally refers to datastructures In a knowledge representation scheme that "represent" knowledge about other other data-structures, as opposed to representing knowiege about "things In the world." For example, a rule in the knowledge base of an expert medical diagnosis system might be annotated with a meta-level description of the rule's history (e.g., which expert entered it or last modified it) or a description of its relation to other rules in the database.
The use of meta-knowledge of this type in Al systems like TEIRESIAS (Davis, 1076) is a key breakthrough In the design of "knowledge-based" intelligent systems. Metalevel knowledge has been used in these systems primarily In the Implementation of "introspective" processes: acquisition of new knowledge from human experts and explanation of the system's reasoning to users. The usefulness of meta-level descriptions for these and other functions has prompted proposals for their Incorporation in several new general-purpose representation schemes, like KRL, as described below.
But there Is more to meta-knowledge than its typical characterization in Al captures. In human experience, meta-level knowledge and reasoning are an integral part of common, everyday cognitive activity. For example, consider the well-known "tip-of-the-tongue" phenomenon;

You run Into someone you have met once before, and you can't remember his name. You remember very well your first meeting at a New Year's Eve party In Oakland, and that he is the brother-in-law of your wife's boss. Then you remember that he has a foreign-sounding name. It rhymes with spaghetti...
You could use all of this knowledge In trying to recollect his name. You would certainly say that you "know his name," even though you can't recall it: You "know that you know lt" - knowledge about what you know. It Is this intuitive knowledge about what we know, and also about how we use what we know, that is the most compelling reason for viewing meta-knowledge as having a central role In human cognition. After exploring some psychological studies which indicate the nature and extent of the role of
meta-knowedge in human memory, reasoning, and understanding, we will examine tho recent use of explicit representations of meta-knowledge In several recent AI systems. We will argue, In conclusion, that the apparent difference in character between human meta-cognltive activity and the use of mets-level representations in AI Is an important Indication of the difference between "representation" and "knowiege" that should be explored further.

\section*{Meta-knowledge in Human Cognition}

The psychological studies reviewed here deal with human memory, plausible reasoning, and cognitive development. The conceptual framework offered by "meta-knowledge" is essential to understanding these results: It will be argued that much remembering and reasoning Is best described as meta-level activity, that at the core of these mental processes people use knowledge about their own cognitive ability, style and experience, and about the extent, origin, and certainty of their knowledge.
It Is Important to keep in mind that the cognitive behaviors described here are not the results of trick questions or contrived experimental situations. The phenomena that are described are an Intrinsic part of human cognition, from remembering to everyday inference making.

\section*{Meta-memory: Knowing What You Know}

The experience of meta-knowledge by humans is addressed directly in a paper by Kolers and Palef (1076). They point out that the "knowing not" phenomenon is a very common characteristic of human cognition; this is simply where people often know rapidly and reliably that they do not know something. Furthermore, these researchers point out that this trait is not easily captured by current "searching" models of memory.

\section*{Meta-knowledge and Inference}

Allan Collins and his colleagues have for some time been studying "reasoning from incomplete knowledge," that Is, what one can conclude from the fact that one doesn't know something. Since the prerequisite to this kind of reasoning is awareness of not knowing some fact, these inferences relate directly to the "knowing not" studies, and to meta-knowledge. For example, In the "lack of
knowledge" Inference, the fact that you would know some fact if It were true, but you don't remember it, leads you to believe that It Just isn't true. Gentner and Collins (1976) suggest two factors used in making the lack-of-knowledge inference. First, one estimates the (relative) "importance" of the fact; the more important It is, the more the fact that you don't remember it implies that It "ain't so." Second, one's own expertise in the topic area is estimated-the more one knows about the area, the more likely not remembering something implies it isn't true. Collins (1978) stresses that much of human plausible reasoning is based on meta-level reasoning about what one knows, and what one would know if some fact were true.

\section*{The Development of Meta-cognition}

John Flavell has been studying for some time the way children develop Increasingly accurate "feelings" about their performance on cognitive tasks involving learning, remembering, and understanding. In a recent paper, Flavell (1979) discusses these results in terms of metacognitive knowledge and metacognitive experience. Metacognitive knowledge is knowledge about people as cognitive systems, about the cognitive tasks they face, and about the strategies they employ to accomplish them. Metacognitive experiences are the realizations about some aspect of a cognitive enterprise, particularly how well it's going. For example, a person may "feel" that he has memorized a list completely, or that he doesn't understand some Instructions.

The point of these studies for the current discussion Is that they indicate that the knowledge we have about our knowledge and memory Is not simply that we "know that we know X " or that we "believe that adults know what \(2+2\) is." The meta-level knowledge that appears to be useful to cognitive processes like learning, remembering and understanding, or what Flavell (1979) calls generally metacognition, covers the full range of "knowing" about other knowledge.

\section*{The Phenomenology of Mete-knowledge}

The psychological phenomena reviewed here Illustrate the pervasive role of meta-level activity in human cognition. The studies by Kolers and Palef deal with some fundamental properties of human remembering, namely, that one often seems to "know" rapidly and reliably that one doesn't know something, without going through any sort of "memory-scanning" process. In other words, people seem to have "at their fingertips" an Idea of the extent of their knowledge in somo kinds of tasks. Recent research on memory has extended this notion, viewing recall as a problem-solving activity that uses knowledge or descriptions of memories just as other problem-solving tasks use domain knowledge (see Williams, 1977, and Norman and Bobrow, 1979).

Colllns's studies indicate that this kind of meta-knowledge may be an Integral part of much of people's everyday reasoning. Flavell's work shows that meta-cognition develops gradually in children and that certain metacognitive tasks, like estimating how hard a problem will be or knowing when one has understood directions, are performed surprisingly poorly by young children. Once again, what Is developing here is not the child's knowledge of the world, but his understanding of what he knows and doesn't know, and of his own cognitive performance. What does It mean to "represent" this kind of knowledge?

\section*{The Representation of Mota-knowlodge}

The AI systems reviewed below all allow the explicit declaration of meta-level data-structures in their representation schemes. In other words, the representation formalisms allow encoding of datastructures that "describe" other data-structures. The Issues discussed here have come up in many, maybe all, Al systems and are relevant to all representation schemes: predicate calculus, production rules, conceptual dependency nets, semantic nets, procedures, frames, etc. The particular systems described here have attempted to use explicitly represented meta-knowledge.

\section*{TEIRESIAS}

The use of meta-knowledge evolved naturally in systems developed In what might be called the "Transfer of Expertise" paradigm (Barr, Bennett, and Ciancey, 1979). Systems like DENDRAL and MYCIN perform a complex task by using a database acquired from the human experts who are good at the task. The need to give these systems meta-knowledge, knowledge about their own structure and about what they know, developed naturally as part of the effort to endow them with some introspective capabilities, In particular, facilities for automating the acquisition of new knowledge from humans, for doing automatic bookkeeping on the database, and for explaining the system's decisions and reasoning strategies to humans. A prototype system for Incorporating such capabilities into AI programs, called TEIRESIAS, was designed by Randy Davis, and led him directly to the development of techniques for the explicit representation of meta-knowledge (see Davis, 1976, and Davis \& Buchanan, 1977).
TEIRESIAS's various meta-knowledge representation structures are all encoded and used differently within the system, each having its own set of data structures and Interpreting procedures. However, the important point Is that all of these structures arose out of the effort to Implement some new, introspective abilities in the system which were needed to facilitate transfer of expertise interactions with humans.

\section*{KRL and KRS}

The best known of the new frame-oriented representation languages is KRL, being developed at Xerox PARC. The explicit representation of meta-knowledge was already an espoused feature of the first Implementation effort, KRL-0 (Bobrow and Winograd, 1977). Each slot of a unit, or frame, could be tagged with certain features, selected from a set of predefined meta-level characteristics, which were used In Inheritance and matching.
Besides the feature tags, use of an entire description to describe another description, i.e., as a meta-description, was proposed in KRL-O, but was not thought out further until work on the KRL-1 implementation. Recent work on KRL has strongly Influenced a theory of the formal semantics of representation languages proposed by Brian Smith at MIT (B. Smith, 1976). Smith's formalism, called KRS, Includes meta-level descriptions, called layers, as one of Its basic characterizations of a representation. The most Important aspect of Smith's model of meta-level descriptions is that, unlike the ad hoc character of TEIRESIAS's meta-level knowledge, KRS offers a unified conception of the role of meta-level atructurea In which the various layers share the same syntax end Interpreting process.

FOL
Its explicit representation of its own reasoning mechanisms makes the POL proof-checking system (Weyhrauch, 1079) of Interest in this discussion: FOL makes direct use of meta-knowledge in a first-order logic representation scheme, based on the idea of simulation structures which are used to establish the semantics of expressions. The key Idea is that, since the FOL proof checker Is itself a program, composed of data structures, It Is the natural simulation structure to "attach" to a theory of language/simulation-structure pairs, a theory of reasoning. In such a theory one could reason about (prove theorems about) any particular language/simulationstructure pair by using general theorems about L/SS pairs, meta-theorems. Although FOL is a very powerful proofconstructing/checking system in its own right, it is uniquely of Interest in this discussion because of the neat way that meta-level reasoning fits into the formalism.

\section*{The State of the Art}

Explicit declarations of the form of the system's representation schemes were necessary In TEIRESIAS to implement "introspective" capabilities like explanation. The form of the meta-level representations In TEIRESIAS was ad hoc, but their use was clear. On the other hand, the representation of meta-knowledge as feature tags in KRL-0 was more uniform, but the ideas about how to use this knowledge were incomplete, involving rather vague ideas of Inheritance and matching. Both KRS and FOL have elegant ideas about how to represent meta-level knowledge In their representation schemes, but have not actually specified yet how this kind of knowledge is to be used.

\section*{Meta-knowledge and Computation}

The first observation that must be made is that there is a qualitative difference between human meta-cognitive capabilities, like "knowing not," "meta-memory," and the "lack-of-knowledge Inference," and the current uses of meta-level representational structures in Al systems. In particular, viewing meta-knowledge as additional "facts" or "rules" which describe the object-level knowledge does not completely capture its essential characteristics.

Typical (pre-meta-knowledge) Al programs can achieve expert performance in their domain and yet be unable to answer questions like "Why did you do this?" or "How do you know that?"--questions that a human expert would naturally be able to answer. It was an attempt to implement these very abilities In TEIRESIAS that led Randy Davis directly to the use of meta-knowledge. Humans acquire, as a natural, integral part of their development and training, knowledge about their own reasoning processes as well as knowledge about what they know. These psychological studies of meta-cognitive behavior are Important because they deal with commonplace human cognitive abilities, like "knowing not" and "meta-memory," that are Very difficult to understand In terms of "storage and retrieval" models of memory (see Barr, 1077, and Restle, 1974). This indicates that there are aspects of "knowing" and "remembering" that have so far remained unexplored in Al research--we have only begun to examine the full fabric of behavior that is the reason we ascribe knowledge and Intelligence to people.
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\begin{abstract}
Gamma ray activation spectra are used by nuclear physicists to identify the elemental composition of unknown substances. Neutron bombardment causes some of the atoms of the sample to change into unstable isotopes, which then decay, emitting gamma radiation at characteristic energies and intensities. By identifying the unstable isotopes, the composition of the original substance can be determined. Since the performance of such analysis relies on large amounts of various kinds of knowledge, the task seems appropriate for the techniques of knowledge engineering. An experimental system, GAMMA, has been developed, based on the generate-and-test paradigm. GAMMA's performance has been good enough that it is currently in use by practicing nuclear physicists.
\end{abstract}

\section*{1. INTRODUCTION}

Gamma ray activation spectra are produced by bombarding a sample with neutrons, thereby producing unstable isotopes which begin to decay. While decaying, these isotopes emit gamma rays at characteristic energies and intensities. By measuring the gamma rays emitted by the sample after bombardment, the unstable isotopes (and from these, the elements of the original sample) can be identified. Fig. 1 shows the spectrum produced after bombarding a sample with neutrons. Some of the peaks are labeled by their energies. This is considered to be a high resolution spectrum, since the energies can be identified quite accurately. Fig. 1 also shows the isotopic interpretation made by a nuclear physicist. The peaks are labeled by the isotope which emitted those gamma rays during decay. The elemental interpretation attributes the \(\mathrm{Na}-24\) to sodium, the \(\mathrm{Cl}-38\) and S-37 to chlorine, the K-40 and Th to natural radiation, and the \(\mathrm{Ba}-137\) to an impurity.

The task of interpreting gamma ray activation spectra requires considerable knowledge about nuclear physics, suggesting that the techniques of knowledge engineering may be usefully

The work reported herein was accomplished by the author while serving as a consultant to the Computer Intelligence Program at SchlumbergerDoll Research Center. A detailed version of this paper is available from: Dr. W. Frawley, Schlumberger-Doll Research Center, Old Quarry Road, Ridgefield, CT 06877.
applied. Some of this knowledge has been codified into a machine-usable data base, and an experimental program, called GAMMA has been implemented for using this data base within a generate-and-test paradigm. Preliminary results with GAMMA have been good enough that even the experimental version has already been used for cross-checking analyses by several practicing nuclear physicists.

\section*{2. KNOMFDGE BASE FOR GAMMA RAY ANALYSIS}

The process that produces gamma ray spectra can be seen at six different levels as follows:
(1) elements in original sample
(2) isotopes in original sample
(3) isotopes after bombardment
(1) decays
(5) emissions during decay
(6) detections during decay

The relationships between the levels can be understood in terms of the different kinds of knowledge that play a role. The relationship between levels (1) and (2) involves the relative concentrations of the naturally occurring isotopes of each element. The relationship between levels (2) and (3) is more complex. Under neutron bombardment, a given isotope can go through any of four basic transitions, and the frequency with which the different transitions may occur depends on the particular isotopes involved, on the device used to produce

the neutrons,and on the length of time during which the sample is exposed to neutrons. The principal factors relating levels (3) and (4) are the half lives of the unstable isotopes and the time during which the detector is exposed to the sample after bombardment. The relationship between levels (4) and (5) is relatively simple: every unstable isotope has a characteristic set of gamma rays (with relative intensities) emitted during decay. The relationship between levels (5) and (6) depends on the detector: any given detector will detect some fraction of the emitted gamma rays. This detector efficiency may depend on the energy of the gamma rays. A second factor, the presence of escape peaks (e.g., those labeled \(\mathrm{Na}-24\) and \(\mathrm{Na}-24 \mathrm{l}\) in Fig. \(1)\), also depends on the energy of the main peak.

Much of the knowledge discussed in this section is available to nuclear physicists in the form of books and articles; we have converted the data from one of these [1] into a machine-usable LISP data base.

\section*{3. PARADIGMS FOR KNOWLEDGE ENGINEERING}

Based on the discussion of the preceding section, several implementation paradigms can be imagined. Generate-and-test could be based on a list of elements. For each element, one could progress from level (1) to level (6), predicting each level from the previous one. The predicted level (6) peaks could then be matched against the peaks of the spectrum to accept or reject the original element. Backward-chaining would involve progressing through the levels in the same order, but in some cases it might be unnecessary to go all the way to level (6) for

Figure 1.
all subgoals, because rejection of one subgoal makes the others irrelevant. In addition, the list of elements would only be implicit in the list of rules relating levels (1) and (2). In a forward-chaining (or data-driven) paradigm, one could work upwards from the spectral peaks at level (6) to level (1), using data (or hypotheses) at each level as evidence for hypotheses at the next. Finally, one could imagine some kind of mixed-chaining, using individual peaks in the spectrum to suggest candidates to be evaluated further. (This is roughly the strategy used by nuclear physicists.) We plan eventually to experiment with all of these paradigms.

\section*{4. GAMMA}

Our first experimental system, GAMMA uses the generate-and-test paradigm. GAMMA has routines to predict from hypotheses at one level to hypotheses at the next level. Chaining together predictions from a single element at level (1) to level (6) gives a predicted pattern of peaks, which can then be matched against the peaks of the spectrum to determine whether or not the element was present in the original sample. (Note that this technique only works when the hypotheses (i.e., elements) at the top level can be considered relatively independently.)

Prediction from level (1) to level (2) is quite simple, since the relative abundances of the naturally-occurring isotopes of an element are stored in GAMMA'S data base. Prediction from level (2) to leve (4) is collapsed into one step, from isotopes in the sample to decays of unstable isotopes after neutron bombardment. We
are currently using an analytically determined formula which incorporates an estimated cross-section for each possible transition, the half-life of the resulting isotope, and the three relevant time periods (bombardment, detection, and the delay between them). Prediction from level (M) to level (5), from decays of single isotopes to emitted gamma rays, is quite simple, since for most isotopes the characteristic gamma ray energies and intensities have been measured and this list is stored in GAMMA'S data base. The final prediction step, from level (5) to level (6), is based on two experimentally determined functions relating detector efficiency to a peak's energy.

Due to noise and error, the predicted peaks may not occur in the spectrum at precisely the predicted energies and intensities. To determine whether or not a predicted set of peaks actually occurs, GAMMA currently uses a simple rating scheme. The match value of a set of peaks is the average of the match values of the individual peaks, weighted by intensity of the predicted peak (i.e., predicted peaks of high intensity are more important). For single peaks, there are two cases. (1) If there is no spectrum peak within a window of the predicted peak, and the predicted intensity is larger than the background intensity, a negative rating (based on the ratio of the intensities) is assigned. (2) If there is a spectrum peak within a window, the rating incorporates an energy rating (based on the difference between the predicted and detected energies) and an intensity rating (based on the ratio of the intensities and whether the detected is less than the predicted intensity).

This scheme is intended to make use of both positive and negative evidence, allowing for the imprecision of the prediction and detection processes and for the background radiation. While it is based largely on guesses by nuclear physicists, we have found it to be quite satisfactory. In fact, the difference between the presence and absence of an unstable isotope in such high resolution spectra seems to be great enough that almost any "reasonable" matching procedure would work well, as long as it does not assume too much precision on the part of the predictor and detector.

Let us reconsider the spectrum in Fig. 1 from GAMMA'S viewpoint. The statistically significant peak energies and intensities are computed by a preprocessor developed by the human experts. For each element, GAMMA predicts a set of peak energies and intensities, and then matches these against the spectrum peak list. The elements are then sorted by their match values. From this list, the spectrum peaks are
labeled by all elements which matched the peak and whose match rating was above a certain threshold. The resulting interpretation is substantially the same as that of the human nuclear physicists given earlier. The only differences are that GAMMA found no elemental scuce for the Ba-137 peak (which the physicist attributed to an impurity), and that GAMMA labeled the Th peak as Po-212 (which is one isotope in the Thorium natural radiation chain). For the curious, the substance being analyzed is a sample of Alaskan salt water.

\section*{5. DISCUSSION}

We selected the generate-and-test paradigm for our first implementation because it is relatively simple to implement. In fact, the major effort involved in building GAMM was the conversion of the data base from human to machine-usable form. This first version has been fairly successful, and is, in fact, being used as an aid by nuclear physicists. While they are not yet ready to blindly accept GAMMA's interpretations, they have found GAMMA to be useful in cross-checking their own analyses. The fact that this version succeeded fairly well is due primarily to several features of the domain: an exhaustive generator is available, the prediction process is fairly simple, and the high resolution of the spectra permits the use of a relatively imprecise matching process.

In the future, we plan to pursue two directions. First, we hope to improve the current version of GAMMA by incorporating the use of multiple spectra (which would permit more use of half-life information) and re-calibration on the basis of an initial interpretation. Second, we plan to experiment with several other paradigms, including backward-chaining, forward-chaining, and mixed-chaining. In so doing, we hope to learn more about the relative merits of these paradigms, and what domain characteristics are important in selecting one over another.
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\begin{abstract}
In the earliest attempts to apply artificial intelligence techniques to program synthesis, deduction (that is, the use of a general purpose mechanism such as a theorem prover) played a central role. Some recent systems have relied almost exclusively on knowledge about programming in particular domains, with no significant role for deduction. Even in such knowledge-based systems, however, there seems to be an important role for deduction in testing the applicability conditions of specific programming rules. This auxiliary role for deduction can be seen clearly in a hypothetical synthesis of a breadth-first enumeration algorithm. The hypothetical synthesis also demonstrates the utility of detailed programming knowledge for dealing with non-algorithmic specifications.
\end{abstract}

\section*{1. INTRODUCTION}

In the earliest attempts to apply artificial intelligence techniques to the programming problem, deduction (i.e., the use of a relatively general purpose deductive mechanism such as a theorem prover) played a central role. The Heuristic Compiler [9], based on the GPS formalism, used means-end analysis to determine a sequence of operators that achieved the desired result. Green [4] and Waldinger [10] developed systems that used resolution theorem provers to construct programs. First, a proof was developed for a theorem derived from the input/output specifications of the program. Then a program was constructed directly from the theorem's proof. The only knowledge (i.e., specific detailed facts, rules, or procedures) available to these early systems was knowledge about the target language. In the Heuristic Compiler, this was encoded in the operator difference tables. The systems of Green and Waldinger had axioms describing various target language constructs. Later, Manna and Waldinger [6] showed the importance of knowledge about the domain, in addition to knowledge about the target language. Their recent work [7] has also emphasized the utility of knowledge about

This material is based upon work supported by the National Science Foundation under Grant No. MCS78-03827. Any opinions, findings, and conclusions or recommendations expressed in this publication are those of the author and do not necessarily reflect the views of the National Science Foundation.
certain general aspects of programming, such as the introduction of conditionals and recursive calls, but still within a deductive framework.

In contrast, PECOS [2, 3] represented an application of a different artificial intelligence paradigm, knowledge engineering, to the programming problem. PECOS had a knowledge base of about four hundred specific rules (or facts) about many aspects of symbolic programming, including such abstract concepts as sorting, enumeration, collections, and mappings, and such concrete concepts as loops, lists, arrays, property lists, and record structures. PECOS could apply these rules to the task of implementing abstract algorithms. PECOS was able to implement algorithms in a variety of domains, including symbolic programming (simple classification and concept formation algorithms), graph theory (a reachability algorithm), and simple number theory (a prime number algorithm). PECOS's knowledge of alternative implementation techniques enabled the construction of a variety of implementations for each algorithm.

Although deduction (in the sense described above) played no significant role in PECOS, there is a rather important role that deduction can and should play in knowledge-based automatic programming systems. This role can be seen by considering a relatively simple rule:

If you know that an object is larger than (or equal to) every member of an ordered sequence, the object may be added to the sequence by inserting it at the back.

This rule is something that human programmers probably know, and seems reasonable to include in an automatic programming system. The question is: How should the condition in the rule be tested? There are many and varied situations in which the condition holds. One simple case is when the insertion routine for a selection sort is being written; another will be seen in the next section. Since there are so many situations in which the condition holds, the right way to test it seems to be to pass it off to some mechanism that can test whether or not it holds for the program being constructed
that is, to a relatively general deductive mechanism that can test and prove properties about programs (and partially developed ones). Thus, we see that deduction plays an important (if auxiliary) role when retrieving and applying this rule, and it is this role that will be the focus of the remainder of this dicussion. This is not to say that other roles for deduction are unimportant for automatic programming, but merely that this role is especially important for knowledge-based automatic programming systems, and is one that has received relatively little emphasis in automatic programming research. (The one notable exception is the Programmer's Apprentice [8].)

In the next section, a hypothetical synthesis of a graph theory algorithm will be presented. The synthesis consists of a sequence of reasoning steps, each suggesting a fact or rule that seems useful for an automatic programming system to know. Several of the steps depend on some condition holding for the program under construction. These are the conditions that seem appropriate tasks for a deductive system, and are indicated by the word "PROOF" in the synthesis. Note that the synthesis is driven primarily by the programming knowledge, rather than by the deductive system. The synthesis also demonstrates the utility of programming knowledge for non-algorithmic program specifications. (Recall that programs were specified to PECOS as abstract algorithms.) Finally, it should also be noted that the problem considered in the next section is beyond the capabilities of any current automatic programming system.

\section*{2. HYPOIHETICAL SYntHESIS}

\subsection*{2.1 Specification}

Write a program that inputs the root \(R\) of \(a\) tree with a known successor function CHILDREN(N) and constructs a sequence of all (and only) the nodes of the tree, such that if the distance from \(R\) to \(N 1\) is less than the
distance from \(R\) to \(N 2\), then \(N 1\) precedes \(N 2\) in the sequence (where the distance from \(X\) to \(Y\), denoted by \(D(X, Y)\), is the number of arcs between \(X\) and \(Y\); thus, \(D(R, X)\) is the depth of \(X)\).

This specification is basically a non-algorithmic description of a breadth-first enumeration of the nodes in a tree. One way for an automatic programming system to deal with this specification would be to recognize that a breadth-first enumeration is the desired program, and to use specific knowledge about breadth-first enumerations (perhaps even a template) to produce a program. In this hypothetical synthesis, we will consider the more interesting case in which the basic algorithm must actually be developed.

\subsection*{2.2 Overview}

The synthesis process goes through four major stages. First, the task is broken into two parts, a "producer" that generates the nodes in the desired order, and a "consumer" that builds a sequence from the nodes generated by the producer. The second stage involves constructing the consumer, which simplifies into a simple concatenation operation. The third stage, in which the producer is built, is relatively complex but eventually a simple queue mechanism is developed, in which nodes are generated by taking them from the front and the children of each generated node are added at the back. Finally, the two processes are combined together into a simple WHILE loop.

\subsection*{2.3 The Synthesis}
(1) Since the input is a tree and the output is a sequence whose elements are the nodes of the tree, the central task is one of using objects from one structure (the set of nodes) to build another structure (the sequence of nodes). Such a task can be implemented by building two processes, a producer and a consumer. The producer produces the objects one at a time and the consumer consumes them. In this case, the producer must produce all of the nodes of the tree and the consumer must build the desired sequence from them.
(2) When objects are being transferred one at a time, there is some order in which the objects are being transferred. This temporal order will be referred to as the "transfer order." There are many possible transfer orders. When the task of the consumer is to build a sequence satisfying some ordering constraint, one possibility is to force the transfer order to
satisfy the same constraint. In this case, the constraint is:

\section*{if \(D(R, X)<D(R, Y)\) then transfer \(X\) before \(Y\)}
(3) The consumer is a process that accepts objects one at a time and builds a sequence \(S\) from them. The build process is one of adding an individual object to \(S\). After each addition, S must satisfy a particular constraint:
if \(D(R, X)<D(R, Y)\) then \(X\) precedes \(Y\) in \(S\)
(4) Initially, \(S\) must be empty. Thus, the initialization step of the process is the following:

\section*{S := 〈>}
where <> denotes the empty sequence.
(5) For sequences, the addition process involves finding a suitable position to add the new object, followed by inserting it there. In this case, since \(P\) follows every element in \(S\) according to the ordering constraint (proof given below), the back is always a suitable position. Thus, the addition step (the body of the consumer) is:

\section*{\(P\) := receive from producer}
insert \(P\) at the back of \(S\)
PROOF: \(P\) follows every element in \(S\)
The ordering constraint on \(S\) is:
if \(D(R, X)<D(R, Y)\) then \(X\) precedes \(Y\) in \(S\)
The order in which the consumer receives the objects is:
if \(D(R, X X D(R, Y)\) then \(X\) is received before \(Y\)
Thus, if \(X\) must precede \(P\) in \(S, X\) is received before \(P\). Thus, when \(P\) is received, any object that must precede \(P\) in \(S\) has already been received. Therefore, \(P\) follows every element in S. QED
(6) The consumer is finished:
```

Initialization;
S := <>
Body:
$P$ :s receive from producer
$S$ :r S. 〈P>

```
where "." signifies concatenation of sequences.
(7) The producer is a process that produces objects one at a time, guaranteeing that each object is produced once and only once. The set of objects to be produced is the set of nodes of the tree. The order in which they are produced (the "production order") must satisfy the following constraint:

\section*{if \(D(R, X)<D(R, Y)\) then produce \(X\) before \(Y\)}
(8) In a tree, the set of nodes is the set of objects that are reachable from the root of the tree by following zero or more arcs. How should this set be constructed? The obvious way is to follow all arcs from the root as far as possible.
(9) At any point in the process of following all arcs, there will be certain nodes that have been found and certain that have not. Of those that have been found, some will have had their successors looked at and others will not. Thus, at each point, the state of knowledge about the nodes can be described as a mapping, which we will call MARK:

Domain: nodes
Range: \{"CHECKED"."UNCHECKED"."UNKNOWN")
with the following semantics:
```

MARK[X]="CHECKED"
iff X is known to be reachable
and X's successors have been checked
MARK[x]="UNCHECKED"
iff X is known to be reachable
and X's successors have not been checked
MARK[x]="UNKNOWN"
iff X is not known to be reachable

```
(10) Initially, all that is known to be
reachable is the root, and it's successors
haven't been checked; everything else is not
known to be reachable:
\begin{tabular}{lll} 
MARK \([X]=" U N C H E C K E D " ~ i f f ~\) & \(X\) is the root \\
MARK \([X]=" U N K N O W N " ~\) & iff & \(X\) is not the root
\end{tabular}
(11) Each step in the process consists of picking one node that is known to be reachable but whose successors haven't been checked, and to check its successors (as well as marking it as being checked). If a successor is "UNKNOWN" then change it to "UNCHECKED". But if it is "CHECKED" or "UNCHECKED", then don't do anything with it, since it has already been found. Thus, the body of the process is:

X := any node narked "UNCHECKED"
change MARK[X] from "UNCHECKED" to "CHECKED"
for all successors, \(Y\), of \(X\) :
if MARK[Y] = "UNKNOWN" then change MARK[Y] from "UNKNOWN" to "UNCHECKED"
(12) When no "UNCHECKED" nodes remain, all of the arcs have been followed, and everything marked "CHECKED" is reachable. Hence, the termination test is:
is MARK-1["UNCHECKED"] empty
where MARK-1 denotes the inverse image under the MARK mapping. The set of reachable nodes is:

MARK-1["CHECKED"]
(13) We now have a way to determine the set of nodes to be produced. In order to actually construct a producer, we need a way of enumerating them. One way would be to construct the set and then enumerate the objects in the set. In this case, however, we can produce them as we go along. We can do this since each node is marked "CHECKED" only once.

PROOF: a node is marked "CHECKED" only once
Initially no nodes are marked "CHECKED", and there are only two changes that happen in the mapping:

\section*{change MARK[X] from "UNCHECKED" to "CHECKED" change MARK[X] from "UNKNOWN" to "UNCHECKED"}

Thus, once a node is marked "CHECKED", it's marking is never changed. Q D
(14) But this technique of producing them as they are checked will work only if the X's are picked to satisfy any ordering constraints on the producer. So the producer body is now the following:
```

X := any node in MARK-1["UNCHECKED"]
change MARK[X] from "UNCHECKED" to "CHECKED"
send X to consumer
for all successors, Y, of X:
if MARK[Y] = "UNKNOWN"
then change MARK[Y] from "UNKNOWN"
to "UNCHECKED"

```
where the "any" operation must satisfy the following constraint:
if \(D(R, X)<D(R, Z)\) then \(X\) is selected before \(Z\) (even if \(X\) or \(Z\) is not marked "UNCHECKED")
(15) The constraint can be satisfied if the node \(X\) selected by the "any" operation satisfies the following property:

\section*{\(D(R, X)<D(R, Z)\) for any Z marked "UNCHECKED" or marked "UNKNOWN" and reachable from \(R\)}
(16) If the \(X\) selected is the closest of those nodes marked "UNCHECKED" or "UNKNOWN", then the property will be satisfied. This can only be done if one of the nodes marked "UNCHECKED" satisfies the property. If there is such a node, that node must be the closest of the nodes marked "UNCHECKED". However, how do we know that such an \(X\) is also closer than those nodes marked "UNKNOWN"?

\section*{PROOF: if \(X\) is the closest "UNCHECKED" node and \(Z\) is "UNKNOWN" and reachable from \(R\), then \(D(R, X)<D(R, Z)\)}

Since \(Z\) is reachable from \(R\), there is some path from \(R\) to \(Z\). Then \(Z\) is reachable from some node marked "UNCHECKED", call it \(W\). This is true since either (i) \(R\) is "UNCHECKED" and \(W\) can be \(R\); or (ii) the path from \(R\) to \(Z\) begins with some nonzero number of "CHECKED" nodes and the next node (which is the desired \(W\) ) cannot be "UNKNOWN", since all of a node's "UNKNOWN" successors are changed to "UNCHECKED" as the node is changed from "UNCHECKED" to "CHECKED". Since \(0<D(W, Z)\), and since, in a tree, there is only one path from \(R\) to \(Z\) or \(W, D(R, W)<D(R, Z)\). Since \(W\) is "UNCHECKED", \(D(R, X)<D(R, W)\). Hence, \(D(R, X)<D(R, Z)\). \(Q D\)
(Note that a proof not dependent on the graph being a tree would have to use the fact that the closest node was being taken each time.)
(17) The producer's action has been simplified:
```

X :r closest node marked "UNCHECKED"
change MARK[X] from "UNCHECKED" to "CHECKED"
send X to consumer
for all successors, Y, of X:
if MARK[Y] = "UNKNOWN"
then change MARK[Y] from "UNKNOWN"
to "UNCHECKED"

```
(18) Part of the body involves a test of whether a node is "UNKNOWN". We will now see that this test must necessarily return "TRUE", and hence can be omitted from the action of the producer:
```

X := closest node marked "UNCHECKED"
change MARK[X] from "UNCHECKED" to "CHECKED"
send X to consumer
for all successors, Y, of X:
change MARK[Y] from "UNKNOWN"
to "UNCHECKED"

```

\section*{PROOF: every successor of \(X\) is "UNKNOWN"}

Every successor of \(X\) was initially "UNKNOWN", since every node (except the root, which is not a successor of any node), was initially "UNKNOWN". The mark of an "UNKNOWN" node is changed in only one place, when the node is the successor of some other node. Thus, if a successor of \(X\) is not "UNKNOWN", it must be the successor of some node other than \(X\), which is impossible because the graph is a tree. Hence, every successor of \(X\) is "UNKNOWN". Q \(\boxminus D\)
(19) At this point, notice that the only marking that is really used is the "UNCHECKED" marking. Thus, the mapping can be simplified somewhat by getting rid of references to the other two possibilities (i.e., making them implicit instead of explicit):

Initial state:
MARK[R]="UNCHECKED"
Each step:
X : = closest node in MARK-1["UNCHECKED"]
undo MARK[X]
send \(X\) to consumer
for all successors, \(Y\), of \(X\) :
MARK[Y] :r "UNCHECKED"
(Note: if MARK[X] is not "UNCHECKED", we will consider it to be undefined.)
(20) The MARK mapping can be inverted (call the inverted mapping MARK'), so we have:
```

Initial state:
MARK["UNCHECKED"] = {R}
Each step:
X := closest node in MARK'["UNCHECKED"]
remove X from MARK'["UNCHECKED"]
send X to consumer
for all successors, Y, of X:
add Y to MARK'["UNCHECKED"]

```
(21) The MARK' mapping can be represented as a record structure, with one field for each domain element. And since there is only one domain element of concern, "UNCHECKED", there is only one field, so we might as well just use the set itself, and call it Q . Thus, the producer is:

Initial state:
\[
Q=\{R\}
\]

Termination test:
is \(Q\) empty
Each step:
X := closest node in Q
remove X from Q send \(X\) to consumer for all successors, \(Y\), of \(X\) : add Y to Q
(22) If \(Q\) is represented as a sequence, ordered by distance from the root, the "closest" node will be the first element:

\section*{X := first element of \(Q\)}
(23) In a sequence, a removal operation normally requires searching for the location in which \(X\) is stored, but since \(X\) was taken as the first element of \(Q\), we can simply remove the object stored in the first location:
remove first element of Q
(24) In a sequence, an addition operation normally requires searching for a suitable position to insert the new element, but in this case we can show that the back is a suitable position, since \(Y\) follows every element in \(Q\) according to the ordering constraint.

\section*{insert \(Y\) at back of \(Q\)}

With the following lemma, the necessary proof is fairly simple.

LEMMA: for some \(X\) in \(Q\), \(D(R, X)<D(R, Z) 1 D(R, X)+1\) for all 2 in \(Q\)

This is clearly true initially, since \(Q=\{R\}\). Suppose it is true at some point. There are only two changes in \(Q\) that can be made during one step:
(a) \(X\) is removed from \(Q\)
(b) \(Y\) is added to \(Q\)
(a) After \(X\) is removed, either \(Q\) is empty (in which case adding \(Y\) restores the desired property) or there is some new closest node, call it W. We know:
\[
D(R, X) i D(R, W) i D(R, Z) \text { for all } Z \text { in } Q
\]
so substitution (into the inequality that held before \(X\) was removed) gives us:
\[
D(R, W) i D(R, Z)<D(R, W)+1 \text { for all } Z \text { in } Q
\]
(b) After \(Y\) is added, since \(D(R, Y)=D(R, X)+1\),
\[
D(R, Z) i D(R, X)+1=D(R, Y)<D(R, W M \text { for all } Z \text { in } Q
\]

Thus, by induction we have:
for some \(X\) in \(Q\),
\(D(R, X) i D(R, Z)<D(R, X)+1\) for all \(Z\) in \(Q\)
\(Q E D\)

We are now ready to prove the condition necessary for adding \(Y\), a successor of \(X\), at the back of Q .

PROOF: \(\quad \mathrm{Y}\) follows every element of Q
The ordering constraint on Q is:
if \(D(R, X)<D(R, Z)\) then \(X\) precedes \(Z\) in \(Q\)
So what we wish to show is:
if \(D(R, X)<D(R, Z)\) for all \(Z\) in \(Q\), and \(Y\) is a successor of \(X\),
then \(D(R, Z)<D(R, Y)\) for all \(Z\) in \(Q\).
Since the successors of \(X\) are all the same distance from \(X\) (and hence from the root), their relative order is unimportant; thus, showing the above is sufficient to enable us to insert them one at a time at the back.

The lemma indicates that there is some \(X\) in \(Q\) such that everything else in \(Q\) is at least as far from the root as \(X\), but not further away than 1 arc. Therefore, this property must hold for the closest node in \(Q\). Since \(D(R, Y)=\) \(D(R, X)+1\), if \(Y\) is a successor of \(X\), we know that \(D(R, Z)<D(R, Y)\) for all \(Z\) in \(Q\). Thus, \(Y\) follows every element of \(Q\). \(Q \boxminus D\)
(25) The producer is finally finished:

Initialization:
\[
\mathrm{Q}:=<\mathrm{R}>
\]

Termination test: is \(Q\) empty
Body:
\(X:=\) first element of \(Q\)
remove first element from \(Q\)
send \(X\) to consumer
for all successors, \(Y\), of \(X\) :
insert \(Y\) at the back of \(Q\)
(26) One simple way to combine a producer and a consumer is to use a WHILE loop:

\footnotetext{
\(S:=\varnothing\)
\(\mathrm{Q}:=<\mathrm{R}>\)
while \(Q\) is not empty do \(X\) := first element of \(Q\) remove first element from \(Q\) insert \(X\) at back of \(S\) for all \(Y\) in CHILDREN \((X)\) do
insert \(Y\) at back of \(Q\)
}

From this point on, rules about simple symbolic programming (such as those in PECOS) could produce the final implementation. The interesting aspects involve representing the sequences \(S\) and \(Q\) (each is probably best represented as a linked list with a special pointer to the last cell), and the "for all" construct (which depends on the representation of the set returned by \(\operatorname{CHILDREN}(X)\) ).

\section*{3. TOWARD AN IMPLEMENTATION}

As noted earlier, the hypothetical synthesis presented above is beyond the capabilities of any current automatic programming system. Nonetheless, it seems a reasonable goal for the near future. We are currently attempting to codify programming knowledge about elementary graph algorithms, and breadth-first enumeration is one of our target programs (along with such graph problems as minimum-cost spanning tree, reachability, and connectedness) [1]. The preliminary design of our system (called PKX, for Programming Knowledge experiment) reflects the roles of knowledge and deduction discussed here. In designing and implementing PKX, several issues seem particularly important.

One of these is simply: What knowledge about graph algorithms should be represented? Much programming knowledge is currently available only informally (or even subconsciously) in the heads of programmers, and it must be explicated to a rather detailed level if it is to be usable by a machine. The hypothetical synthesis above suggests some of the necessary knowledge. For example, step (9), which introduced the MARK mapping, is based on knowing a particular scheme for saving the state of an enumeration of the nodes in a graph. But this knowledge must still be reduced to some kind of rule form, and organized into a usable data base. In trying to use this knowledge, two other issues arise. PECOS's refinement paradigm was fairly successful and convenient for exploration, primarily because of the rarity of dead-ends. In PKX, especially when dealing with non-algorithmic specifications, this is unlikely to be the case, so we expect more search to be involved. (And the cost of search is higher because of the cost of the deductive system proving some rule applicability conditions.) Another kind of search involves selecting the "best" implementation from among the successful paths. In order to control both kinds of search, we plan to make extensive use of plausibility and preference rules, such as those of LIBRA [5].

As far as the deductive system is concerned, if we take the five proofs in the above synthesis as representative, the complexities of the deductions seem to be generally comparable to those of state-of-the-art theorem provers. The one exception is that of step (24), which involved a lemma in addition to the main proof. In order to experiment with axiomatizations of the relevant concepts, we have built an experimental resolution theorem prover, and were able to construct proofs for steps (5) and (16). The proofs for steps (13) and (18) both involve changes made to a data structure, a topic that will require more effort to axiomatize adequately. Of course, various properties of graphs and trees, as well as operations on them, will also have to be axiomatized. Perhaps the most important conclusion from our experiment with a resolution theorem prover was that it was too undirected for our purposes, so we plan to design and build a more special-purpose deductive system for use with PKX.

\section*{4. CONCLUSIONS}

In order for future automatic programming systems to be truly useful when applied to real-world tasks, they will necessarily have to deal with complex programs at a rather detailed level. It seems to me that this will only be possible if these systems have effective access to knowledge about what we today consider to be the task of programming. While some of this knowledge certainly involves general strategies, such as the conditional and recursion introduction rules of DEDALUS, much of the knowledge also involves rather specific detailed facts about programming in particular domains, such as PECOS's rules about symbolic programming. (This may, in fact, merely be another restatement of the trade-off between generality and power.) The first attempts to build such programming knowledge into an automatic programming system involved applying the knowledge to algorithmic specifications, in which the user described the program abstractly and the system produced a concrete implementation. The hypothetical synthesis of a breadth-first enumeration program suggests that specific detailed knowledge about programming can also be of significant value for non-algorithraically specified programs. It also illustrates an important role to be played by deduction in such knowledge-based automatic programming systems: as a mechanism for answering particular queries about the program being constructed, as part of the process of testing the applicability of particular rules. This auxiliary role for deduction seems an important one for future development.
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In this paper we suggest how, focusing on the concept of property, one can use a very small number of operators (functions) to organize a factual data base whose information structures are constructed as simple association lists. The approach was used to design and implement a data base management system, operating in a small-core/slow-secondary-storage environnment, as a part of a low cost multimicroprocessor robot system.

\section*{1. INTRODUCTION}

The A.I. community has developped efficient tech niques for in core handling of symbolic knowledge representation. On the other hand commercial data bases use extensively secondary storage, but for various reasons suffer from very rigid data structures. Both sides have proposed abstract representation models with the hope to find an efficient solution [1,2,3,] However difficulties still subsist when one has to actually implement the models, in particular when secondary storage is involved. Our recent work aimed at building a low cost multimicroprocessor robot system led us to address this problem in a small-core/large-but-slow secondary storage environnment. Our objective was to implement a data base using a 16 bit microprocessor. We then reconsidered the simple property value representation which proved to be surprisingly powerful. Indeed it is possible to build easily a data base management system as an interpretor of a set of properties, each being described in turn as a property value list (introducing readily a metalevel of description). Then, while processing data, the presence of any given property in the data stream can trigger associated functions, which renders the overall approach somewhat analogous to a production rule system. Hence the name of Property Driven Data Base.

The main characteristics of our approach are - no distinction between physical and logical
*This work was supported in part by CNRS under ATP granted by the Committee for Industrial Robotics and by the University of Technology of Compiegne.
models, which avoids the so-called "data independence" problem plaguing most commercial systems [6] .
- no a priori information (or object) classes ; each entity stands for itself. It is represented as a property list and possesses an internal name. The representation is very similar to the one found in Abrial [1\}.
- operators imbedding semantic meaning are attached to properties.
- relational information is implemented at property level.
- access to the data base is done through specific entry points unlike in Mc Dermott [4].
- privacy and user classes are dealt with using the notion of model and related access paths.
- access paths are computed dynamically.

\section*{2. DATA BASE MODE}

\subsection*{2.1 Static View of the Data Structure}

It is built from 3 distinct ensembles, \(E\), the entity set or set of objects, \(P\), the property set or set of attributes, and \(V\), the value set. It must be noticed that we do not consider any "relation set". Relations an implemented via the property set which accordingly is partitioned into 2 subsets, T , the terminal property set, and \(S\), the structural property set, with P - T u S. To each entity e. of \(E\) is associated a subset \(P_{i}=T_{i} \cup S_{i}\) of \(P\). To each property \(t j\) of Ti we associated a subset Vij of V . To every property sj of Si we associate a subset Eij of E . Hence tj describes local attributes of ei, whereas sj gives the connections of ei with other entities (equivalently the relations). Furthermore for each entity IPiI-ISil ITil
may be different and depends solely on what is known about e. (|x| denotes the cardinality of \(X)\).

\section*{Elementary Operations: Three basic operators are needed: \\ \(\pi\) associating each entity to itscorresponding properties: \(\pi\) : E -> \(P\) (where \(P\) denotes the power set of \(P\) )}
- T yielding the values associated to a terminal property \(t\). of \(e\). (a restricted case of the LISP function GET): \(\frac{1}{\tau}\) : E x T->V

Y yielding all entities linked to e. (a different use of GET : \(\gamma: E \times S\)-> E

\section*{Additional Definitions:}

Successor: An entity \(e_{k}\) is a "successor" of a given entity e. if \(e_{k} e y(s, e\).\() .\)
Predecessor: A "predecessor" \(e_{k}\) of \(e\). is an entity for which e. is a successor.
Access and Entry Port: Every entity having no predecessor is called an access of the data base.

The data base, \(G\), will be said to be normalized if all accesses are made the successor of a single entity \(e\) which thus becomes the only access of \(G\).

However e could be linked to other entities in G. All successors of \(e_{o}\) will be called entryports, abbreviated ports.

\subsection*{2.2 Exploring Mechanisms}

Information can be obtained incrementally from any given location in the data base without any a priori knowledge of its organization, simply using operators \(\pi, \tau, \gamma\). In particular from a statical point of view it is possible to obtain full information solely from the elements ( \(e_{o}, t\),
\(\tau, \gamma)\) e being the data base access. This possibility should be reserved to the data base manager, normal users being excluded.

\subsection*{2.3 Modifying the Data Base}

Deleting Information: Deleting values or links at the entity level is straightforward. However deleting an entity requires updating of all its predecessors.

Adding Information: is a much more interesting operation. Indeed the overall structure of the data base must remain consistent. It is convenient to associate to each terminal property \(t\). of \(P\) a screening operator \(£_{i}\) such that for any external value W :
\(\boldsymbol{\xi}_{\mathrm{j}}(W)=\left\{\begin{array}{l}W \text { if } W \text { is consistent with } V_{i j} \\ \Phi \text { otherwise }\end{array}\right.\)
In practice the corresponding function carries on such tasks as validity checks and external/ internal format translation. This permits to associate a specific data type to any given property, and to support easily heterogeneous collections of data.

Retrieving Information : Let us consider a subset \(E\). od \(E\), a property \(p\). of \(P\) and an external set , 主 values \(W\) s \(t\) e \(n\) t with \(P\)., i.e. such that \(\xi_{i}(W) \notin \phi\). One can define one or more selection operators \(w_{i}\). associated with p., extrac ting from \(E\). all elements satisfying agiven criteriunm w..(E.,W) = EcE.(u). is a mapping \(w_{i}\). : \(E x\) W->E \({ }^{J}\). The involved criterium can be represented by a Boolean function \(\beta_{j}\), e.g.


The selection operator \(w_{i}\) is similar to Lindgreen's detection operator [3] but is not constrained to "HIS" (Homogeneous Information Classes). More will be said concerning its implementation.

\subsection*{2.4 Accessing Structures}

Map and Models: A large data base especially in A.I. type of applications may contain many chunks of information stored in a very disorderly fashion. Whenever secondary storage is used it is necessary to minimize the number of acces ses. We introduce to this purpose the notion of map and models. In addition to increasing access efficiency they permit to solve neatly some of the problems related to privacy and user's view of the data base. An interesting feature of such models is the possibility to construct them a posteriori using pattern recog nition techniques. In order to define them we need some additional concepts.

Following Property: Property \(P\) will be said to be following a property \(P\). associated with entity \(e\). , if \(e\) is a successor of \(e\). and \(P_{n} \in \pi(e)\).
We can define mapping \(r_{a}\) such that \(V\) : \(S\)-> \(P\) and extend it over the set of properties
\(\Gamma \stackrel{\because}{a}: P+P\).
Map: It is the graph \((P, \Gamma: \stackrel{:}{a})=\) connecting properties.

Mode 1: A model is any subgraph of the map. A model implements a user's view of the data base.

Exploring Using Criteria: Let \(E\). a subset of \(E\) be named a position. Let \(X\) be an operator which when applied to \(E_{i}\) will yield a subset Eq deri-
ved from a given property p. and a given model \(M^{n}: X\left(E_{i j} P_{k_{k}} M^{n}\right)=E_{q}\) where \(x: E \times P \times M \rightarrow E\) \(E\) is the set of entities that can be reached from \(E\). by using some existing path in \(M\) leading to a property \(p_{k}\). Access paths are dynamically computed in a model.
Clearly some entities in the data base having property \(p_{k}\) will not be reached, even from \(e\), if there are no existing paths in the given model \(M\). Furthermore if, instead of \(M\), one considers subgraphs of \(M^{\prime \prime}\), access to entities will be further restricted. For example if \(E\). is a set of entities each one having property p., one can easily obtain all entities having both properties \(p\). and \(p_{k}\) by applying \(x\left(E_{i}, P_{k},\left\{p_{k}\right\}\right) \cdot\) An analogous result can be obtained from any position \(E_{i}\) using \(x\left(X\left(E_{i}, P_{j}, M^{n}\right), P_{k},\left\{P_{k}\right\}\right.\) Associative Access: It is then possible to combine \(x\) with previously defined selection operators. Using a screening operator (or filter) \(w_{i}\). associated with a property p. one can distinguish 2 ways of filtering information:
- cumulative filtering E ■ \(w_{i}\left(w_{k}\right)\left(E ., W_{k}\right)\),W.) yielding all entities from position \(E\). satisfying 2 (or possibly more) criteria associated with one (or more) properties.
- repetitive filtering \(E=w_{i}(x(E ., p ., M), W\). yielding all entities that can be reached from position \(E\). according to the model \(M\) and that satisfy criteria implemented by w.. Obviously such filtering can be applied recursively.
Classes of Users, each having various access privileges, can be defined by means of domains: \(D=(M, P, \quad Z)\) including a set of models \(M\) u u u u'up
a set or properties \(P\), associated filters and screening operators \(Z_{u}\).

\section*{3. IMPLEMENTATION AND DISCUSSION}

An implementation was done at the UTC on a PDP 11. The host language is a shallow binding LISP dialect, functions were developed allowing to store and to access directly variable length character strings identified by variable length keys, sequential access was added to the LISP I/O subsystem for reading bulk data and for producing printed forms. The volume of object code limited us to 5000 list cells and 1250 atom hash cells. This realizes in effect a small processing window over the data base held in secondary storage. An additional primitive for reclaiming atom space had to be developed for dealing with the clogging of the hash table.

Data is structured as association lists. Entities linked by structural properties are reversely chained. Ports are implemented via the hash table. Operators are implemented as LISP functions

A present restriction in our approach is the lack of possible deduction when the search fails. However the general structure makes it rather straight-forward to introduce "advising functions" at the property level. Furthermore screening operators could be implemented as microprograms to be loaded into "stream processors" to take full advantage of the recent developpments in secondary storage architecture [6]. On the other hand, although path access leads to iterative retrieval of entity subsets, it offers a solution to the privacy problem and to the implementation of specific user's view of the data base.
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\begin{abstract}
This paper presents an application of artificial intelligence methods to the engineering domain of structural analysis We have developed and partially implemented an "automated consultant" called SACON (Structural Analysis CONsultant), using the EMYCIN system as its framework. SACON advises engineers in the use of a targe, general-purpose structural analysis program. The structure of the knowledge base, including the major concepts used and inferences drawn by the consultant, is presented. We conclude by making some observations in light of this application about the EMYCIN system as a representational vehicle.
\end{abstract}

\section*{I Introduction}

We describe an application of artificial intelligence methods to structural analysis, in particular, the development and (partial) implementation of an "automated consultant" to advise engineers in the use of a general-purpose structural analysis program*. The analysis program numerically simulates the behavior of a physical structure subjected to various mechanical loading conditions The automated consultant, called SACON (Structural Analysis CONsultant), was constructed using the EMYCIN system, the domainindependent version of the MYCIN program [I] Originally developed to advise physicians in the diagnosis and treatment of Infectious diseases, the domain-specific medical knowledge in MYCIN is represented as production rules, and is kept independent of the "inference engine" that uses the rules. By substituting structural engineering knowledge for the medical knowledge, the program was converted easily horn the domain of infectious diseases to the domain of structural analysis

The purpose of a SACON consultation is to provide advice to a structural engineer regarding the use of a structural analysis program called MARC [21 The MARC program uses finite-element analysis techniques to simulate the mechanical behavior of objects. The engineer typically knows what he wants the MARC program to do--e.g., examine the behavior of a specific structure under expected loading conditions-but does not know how the simulation program should be set up to do it. The MARC program offers a large (and, to the novice, bewildering) choice of analysis methods, material properties, and geometries that may be used to model the structure of interest From these options the user must learn to select an appropriate subset that will simulate the correct physical behavior, preserve the desired accuracy, and minimize the (typically large) computational cost. A year of experience with the program is the typical time required to learn how to use all of MARC's options proficiently. The goal of the automated consultant is to bridge the "What-to-How" gap, by recommending an analysis strategy. This advice can then be used to direct the MARC user in the choice of specific input data-e.g., numerical methods and material properties Typical structures that can be analyzed by both SACON and MARC include aircraft wings, reactor pressure vessels, rocket motor casings, bridges, and buildings.

This research was supported by the Defense Advanced Research Projects Agency (ARPA Order No 2494 Contract No DAHCI5-73-C-0435) and the Air Force Flight Dynamics Laboratory. RSE's present address: DARPA.

In this report we describe the general structure of the structural analysis knowledge base, Including the major concepts used and the inferences drawn by the consultant. We conclude by making some observations, in light of the SACON knowledge base, about the EMYCIN system as a representational vehicle and about the process of acquiring knowledge for rule-based systems. Further details of this application can be found in [3].

\section*{2 The SACON Knowledge Base}

The objective of a SACON consultation is to identify an analysis strategy for a particular structural analysis problem. The engineer can then implement this strategy, using the MARC program, to simulate the behavior of the structure. This section introduces the mathematical and physical concepts used by the consultant when characterizing the structure and recommending an analysis strategy.

An analysis strategy consists of a number of analysis classes and their associated analysis recommendations Analysis classes characterize the complexity of modelling the structure and the ability to analyze the material behaviors of the structure. Currently, 38 analysis classes are considered; among them, Nonlinear geometry crack growth, Bifurcation, Material instability, Inelastic stiffness degradation, Linear analysis, and No analysis. The analysis recommendations advise the engineer on specific features of the MARC program that should be activated when performing the actual structural analysis The example consultation concludes with 9 such recommendations (see below)

To determine the appropriate analysis strategy, SACON infers the critical material stress and deflection behaviors of a structure under a number of loading conditions. Among the material stress behaviors inferred by SACON are Yielding collapse, Cracking potential, Fatigue, and Material instabilities, material deflection behaviors are Excessive deflection, Flexibility changes, Incremental strain failure, Buckling, and Load path bifurcation.

Using SACON, the engineer decomposes the structure into one or more substructures and provides the system the data describing the materials, the general geometries, and the boundary conditions for each of these substructures A substructure is a geometrically contiguous region of the structure composed of a single material such as high-strength aluminum or structural steel and having a specified set of kinematic boundary conditions A structure may be subdivided by the structural engineer in a number of different ways; the decomposition is chosen which best reveals the worst-case material behaviors of the structure.

For each substructure, SACON estimates a numeric total loading from one or more loadings. Each loading applied to a substructure represents one of the typical mechanical forces on the substructure during its working life. These might, for example, include loadings experienced during various maneuvers such as braking, banking, etc., for planes or, for buildings, loadings caused by natural phenomena such as earthquakes or wind-storms Each loading is In turn composed of a number of point or distributed load components.

Civen the descriptions of the component substructures and the descriptions of the loadings applied to each substructure, the consultant estimates stresses and deflections for each substructure using a number of simple algebraic equations. The behaviors of the complete structure are found by determining the sum of the peak relative stress and deflection behaviors of ail the substructures. Eased on these peak responses (essentially the worst-case behaviors exhibited by the structure), its knowledge of available analysis types, and the tolerable analysis error, SACON recommends an analysis strategy. Figure I illustrates the basic inferences drawn by SACON during a consultation.

> Analysis Strategy of the Structure
> \(t\)
> Worst-case Stress and Deflection
> Behaviors of the Structure \(\quad \mathrm{t}\)
> Symbolic Stress and Deflection
> Behaviors of each Sub-structure
> t
> Composite Numeric Stress and Deflection Estimates for each Loading
> T
> Numeric Stress and Deflection Magnitudes for each Load Component

Fig. I Inference structure during the consultation.
Knowledge about the structural analysis task is represented in the form of production rules. An example rule, which provides the transition from simple numeric estimates of stress magnitudes to symbolic characterizations of stress behaviors for a substructure, is illustrated below. For details on this representational scheme, see [4j.

\section*{RULE050}

If: I) The material composing the sub-structure is one of: the metals, and
2) The analysis error (in percent) that is tolerable is between 5 and 30 , and
3) The non-dimensional stress of the sub-structure is greater than .9, and
4) The number of cycles the loading is to be applied is between 1000 and 10000
Then: It is definite (1.0) that fatigue is one of the stress behavior phenomena in the sub-structure

The current consultant is able to select from among 36 nonlinear analysis strategies. If nonlinear analysis is not Indicated by low response estimates, the consultant recommends either linear analysis or no analysis. The knowledge base consists of 170 rules and about 140 consultation parameters. A typical consultation (2 substructures, 3 loadings, 3 load
components) requires about 25 minutes at an interactive terminal.

To bring the SACON program to its present level of performance, we estimate that two man-months of the experts' time were required to explicate the consultation task and formulate the knowledge base, and about the same amount of time to implement and test the rules. For the first 170 rules in the knowledge base, the average cost of formulating and implementing a rule was about 4 hours The marginal cost for a new rule is about 2 hours The following transcript illustrates SACONs interactions with an engineer and SACON's recommendation of an analysis strategy.
_STRUCTURE-28.
1) What is the name of STRUCTURE-28?
** BOEINC 747 WING
2) What is the analysis error (in percent) that is tolerable?
** 10
3) Do you want to examine the responses of the boeing 747 wing, to evaluate its instability, or both?

\section*{** EXAMINE-RESPONSES}
4) Does the boeing 747 wing have time dependent terms in its equations of equilibrium?
** NO
5) Is heating or cooling of interest in determining structure responses?
** NO
6) Are there any sub-structures?
** YES
SUB-STRUCTURE-1
7) What is the name of SUB-STRUCTURE-1?
** TOTAL W1NC
8) What is the material composing the total wing?
** HIGH-STRENGTH-ALUMINIUM
9) What is the length of the total wing?
** 1420 INCHES
10) What is the weight of the total wing?
** 46000 POUNDS
11) Is the total wing solid or thin-walled?
** THIN-WALLED
12) What is the configuration of support for the total wing?
** ONE-SIDE
13) What is the modelling dimensionality of the total wing?
** 2
The first loading applied to the total wing will be called:
-LOADING-I
16) What is the name of LOADING-I?
** FLIGHT
17) Enter the number of loading cycles to be applied:
** 20000
The first load component of LOADING-1 will be called:

\section*{-... LOAD-COMPONENT-1}
18) What is the distribution of LOAD-COMPONENT-1?
** DISTRIBUTED
19) What is the surface to which it acts normal?
** WIDTH-LENGTH
26) Are the support conditions of the structure nonlinear? ** NO

\section*{your structure: General-inelastic}

The following are specific analysis recommendations you should follow when performing the structure analysis:
Activate incremental stress - incremental strain analysis.
Model nonlinear stress-strain relation of the material.
Solution will be based on a mix of gradient and Newton methods.
Logic to scan peak stress at each step and evaluate fatigue integrity should be used.
Logic to scan stresses, smooth, and compare with allowable
stresses (with appropriate safety factors) should be used.
Logic to scan deflections, calculate relative values, and compare with code limits, should be called upon.
Cumulative strain damage should be calcuated
Analysis should include two or more load cycles (ifcyclic) with extrapolation for strain accumulation.
Shakedown extrapolation logic should be used.

\section*{3 EMYCIN aS a Knowledge Representation Vehicle}

A primary goal of this research was to determine if current "knowledge-engineering" techniques could be usefully applied in the development of a computer-based consultant in structural analysis. Specifically, our research was a test of the applicability of the rule-based formalism of the EMYCIN system. As such, we neither explored the use of other available consultation systems (e.g., PROSPECTOR, RITA) nor examined with the expert the pros and cons of using the different representation schemes that they provide.

At no time did we find the representation formalism of EMYCIN to be a hindrance to either the formulation of the knowledge by the expert or its eventual implementation in the SACON program In fact, the simplicity of using and explaining both EMYCIN's rule-based formalism and its backward-chaining control structure actually facilitated the rapid development of the knowledge base during the early stages of the consultant's design Moreover, the control structure, like the rule-based formalism, seemed to impose a salutary discipline on the expert as he formulated the knowledge base

The development of SACON represents a major test of the domain-independence of the EMYCIN system. Previous applications using EMYCIN have been primarily medical with the consultations focusing on the diagnosis and prescription of therapy for a patient. Structural analysis, with its emphasis on structures and loadings, allowed us to detect the small number of places where this medical bias had unduly influenced the system design, notably text strings used for prompting and giving advice.

Our expert found that his knowledge was easily cast into the rule-based formalism and that the existing predicate functions and context-tree mechanism provided sufficient expressive power to capture the task of recommending an analysis strategy. The existing interactive facilities for performing explanation, question-answering, and consultation were found to be well developed and were used directly by our application. None of these features required any significant reprogramming and, for the most part, worked without modification.

One major feature of EMYCIN that was not used in this task was the confidence factor mechanism [4]-i.e., the ability to draw inferences with uncertain knowledge. The present consultation strategy and the associated mathematical models were designed to estimate extreme loading conditions, from
which SACON concludes the appropriate analysis class. Consequently, by using a "conservative" model, the rules, though inexact, are sufficiently accurate for predicting response bounds with certainty.

Finally, we note that the development of the knowledge base was greatly facilitated when the knowledge engineering team elicited a well-specified consultation goal for the system and then an inference structure such as that depicted in Figure 1. Without this conceptual structure to give direction to the knowledge explication process, a confused and unusable web of facts issued from the expert. We speculate that the value of these organizational structures is not restricted to the production system methodology. They seem to be employed whenever human experts attempt to formalize their knowledge using some representation formalism. Indeed, when difficulties arise in building a usable knowledge base, we expect that the trouble is as likely to be because of a poor choice of inference structure than from the use of a particular representation scheme.

The inference structure is a form of meta-knowledge, i.e knowledge about the structure and use of the domain expertise. Our experience shows that this meta-knowledge should be elicited and discussed early in the knowledge acquisition process, in order to insure that a sufficient knowledge base is acquired to complete a line of reasoning, and to reduce the time and cost of system development.

Currently, the inference structure is not an explicit part of the program (or of any other expert system of which we are aware), and hence is unavailable for the purposes of explanation, tutoring, or further acquisition of the knowledge base lis critical role in building a successful knowledge engineering application, however, would suggest making such meta-knowledge an explicit part of the consultation system. Following [5], future research on the interactive acquisition of knowledge from experts should benefit from the representation and use of such domain-specific meta-knowledge.
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The tsumego program performs extensive node analysis at the upper tree levels instead of attempting maximum node visitation. The success rate of the program is tested against a published set of problems of known difficulty.

\section*{1. INTRODUCTION}

We use a tree searching technique of performing a great deal of analysis per node in order to choose superior lines for subsequent play. This idea is thought to be especially valuable for the chosen problem area, tsumego problems. Tsumego problems are restrictedsize situations in Go that determine a local, tactical result. The most interesting feature for game-playing is the peculiar shape of the game trees. The number of level 1 branches of the tree is approximately equal to the depth, and the branching factor declines fairly regularly with the search depth ( \(n\) at level 1, \(n-1\) at level 2, etc. where \(n\) is the initial number of possible plays). This implies that high-level pruning is especially effective. Doing considerable analysis per node, as shown by exercising the program on a problem set, provides enough information quickly enough to make good decisions on choosing the line of play.

\section*{2. THE GAME}

\subsection*{2.1 Go.}

The strategy and rules of Go have been concisely and accurately described by Iwamoto [4] Some aspects of programming the game have been treated by Benson [1] [2], Reitman \& Wilcox [5] [6], Ryder [7], Thorp \& Walden [9] [10], Zobrist [11], and others but the fundamental strategic and tactical heuristics used in human-quality play are still essentially undiscovered.

\subsection*{2.2 Tsumego.}

The main threat used in deterring intrusions into one's rightful territory is the threat to capture the invading stones. It is thus frequently necessary to evaluate small sections of the board to determine whether a group of stones will be safe from capture. This can be accomplished by connecting, to another safe group or by gaining 'life' on one's own merit. Since the connection-to-a-nother-group problem usually depends on global game information concerning threats, book
problems usually deal with local, tacticallyoriented life-or-death situations. These problems generally resolve themselves into two subclasses: first, a 'race-to- capture' where it is necessary to capture the opponent's stones before he succeeds in capturing your own stones. Second, sequences of play that attempt to form the two protected empty intersections (eyes) necessary to be safe from attack. Strategic concerns normally depend on the outcome of the tsumego battle but do not greatly Influence its tactics. Thus we have an important but independent segment of the game which can be treated separately.

\section*{3. THE PROGRAM}

\subsection*{3.1 The program's purpose}

The tsumego program is designed to be one of several service routines callable by a driver. The functions of each of these subprograms (tsumego, semeai, fuseki, chuban, yose) will be closely defined and specific. The driver program has the responsibility of developing and maintaining a coherent strategy for the various phases of the game (opening, midgame, endgame) and of calling the service routines, as necessary, for answers to the queries which it develops. For the tsumego routine, input consists of the board configuration containing the groups in question, a set of control information (who plays first, limits on computation resources, etc.) and a list of desired results i.e., the specified group shall live, die, connect out, or live in sekl. Llfe-in-ko is not consldered to be a distinct end-point condition, Output consists of a binary result (YES implies that a desired result can be achieved or NO, it cannot) and, if YES, the answer includes a forcing play-tree leading to the result. Other statistics are gathered to allow us to quantitatively measure the suitability of heuristics for different classes of problems.

\subsection*{3.2 The program's method}

The heart of the tsumego program is a heuris-
tic algorithm which generates only the 'good' plays. These plays of course are the heuristic's ideas of good plays and human players often take a different view.

Since constructing a 'live' group requires the formation of two simultaneously existing eyes that are both adjacent to the specified group, the program calculates all points which might become an eye. That is, it looks for unoccupied points that have all four of the adjacent points vacant or occupied by friendly stones and at least 3 of the 4 "shoulder" points vacant or occupied by friendly stones. The program then constructs a list of all pairs of these points which might form a pair of connected eyes. Note that if two possible eye points are adjacent then both points cannot simultaneously be eyes and thus would be excluded from the list of pairs of possible eyes. Construction of the list is basically derived from a transitive closure algorithm with additional code meant to discard the inviable pairs. For all pairs which make the list, the program then calculates the plays necessary to complete and connect the two eyes. After a slight, artificial increase in the frequency counts of certain threatening and capturing plays, the program orders the resulting list by the frequency of occurrence of the potential plays. The list thus represents an ordered set of plays that may produce a live group. The plays at the front of the list and therefore those that are considered first by the recursive game player are those which appear more frequently in board configurations featuring live groups. The list is constructed at each level in the game tree since the board configuration changes at each level as new plays are made.

If the program is on 'defense', its play generation task is done. If it is on 'offense', we rely on the well-known Go heuristic: 'my opponent's best play is often my own best play.' This tactic leads to occasional wildly aggressive offense and often to a rather passive defense (typical beginner habits) but it is remarkably effective for several types of tsumego problems. It is remarkably ineffective for several other types.

Another module recognizes 'unconditional life' as proposed by Benson [1]• Unconditional life is a condition where an attacker is allowed an unlimited number of consecutive plays and is still unable to destroy the unconditionally alive group(s). This concept has been extended to also recognize 'unconditional death' where the defender is allowed an unlimited number of plays but is never able to produce a live group. The seki condition is also treated but this is not a static condition in the sense of the previous two ending conditions since a seki group might be sacrificed in return for a threat elsewhere. Additionally, the seki condition (a sort of half-life, half-death) occurs much
less frequently than the other two, unconditional, ending conditions.

\section*{4. TESTING AND RESULTS}

The tsumego problems used in testing our program were taken randomly from a collection of such problems by Davies [3]. The reasons for choosing this set of problems was simple: they come from published material and represent problems that humans solve. They were not composed especially for computer solution; their difficulty is easily rated; and we thought them to be within the capability of a specialized heuristic. Tne problems were modified slightly to restrict their size for economic reasons but we were careful to maintain all possibilities of attack, defense and counter-attack. As soon as the next module, a semeai-player, is incorporated into the program, these modifications can be removed since the program will be self-limiting.

The following two figures illustrate in a simple way the type of Go problem we are treating and the program's resulting search tree.


Figure 1: A simple tsumego problem


Figure 2: The corresponding computed game tree for Figure 1.
In Figure 2, note the decrease in branching factor as depth increases in the tree search for the sample problem. This could be expected since stones do not move, captures are infrequent and so each play reduces the number of possible continuations. If the pruning is heavy enough and early enough we are able to dispense with immense amounts of lookahead because of the top-heavy nature of
the lull gane tree. Table 1 gives taoular results for the complete set of problems tested.

TABLE 1
\begin{tabular}{llllll} 
Prob. To play & Result & Init. & Max. & \#leaves \\
no. & & & plays & ply \\
visited
\end{tabular}

Notes:
0: heuristic failed... gave wrong binary result. We are counting this as a wrong answer. Both wrong answers were the result of a bug in the seki recognition routine.
1: program returned a message saying the problem was unsuitable for the eye-stealing heuristic. we are not counting this result as a wrong answer since another local expert routine will presumably eventually be available to take over.
2: program was making progress but exceeded allotted resources. This indicates that the
single heuristic is not suitable for this class of problem. Additional local-expert subroutines will have to be included to extend the range of the program's capabilities.

\section*{5. CONCLUSIONS}

Bushy, top-heavy game trees where the number of future plays is inversely proportional to the tree depth suggest the need for heavy, early pruning. The strategy of performing a full-width search to a pre-set depth (Slate \& Atkin [8]) would in fact search a considerable portion of the game tree. In addition, the complexity and diversity of patterns in Go make the development of effective evaluation functions difficult. Chess-type strategies which rely on a slow build-up of information are inappropriate for tsumego.

As an alternative, we provide enough heuristic analysis at high tree levels to provide information necessary for effective play ordering and then let a Dranch-and-bound technique severely prune the tree. This procedure has worked well for our tsumego program (9 correct vs. 2 incorrect). There is considerable pruning as evidenced by realized branching factors (<2 at upper levels) in the tested problems.

To date the program includes an eye-form-ing/eye-stealing heuristic as the play generator. The heuristic is effective for solving tsumego problems of the type found in the first five chapters of Davies [3]. The program is handicapped when solving other classes of problems, particularly problems involving race-to-capture (semeai) and play-under-the-stones (ishi-no-shida). Its proficiency for tsumego problems might generously be rated as the same as a human player in the 20-25 kyu range. Any increased capability of the program will be measured objectively by attempts to solve published problems.
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construction prooiems dealing with the lack of context provided by a linear polynomial (as Samuel had indicated), and problems of occasional erratic behavior when certain types of non-linearity are introduced. Recently, we have developed a method which we call SNAC (for Smoothness, Non-linearity, and Application Coefficients) which appears to have remedied all previous problems. We present details of the method below.

\section*{II. Non-linearity}

Linear functions have difficulty in accurately approximating comple) behavior over a large range. Consider a simple price relationship between oranges and apples. If we assert that an orange is twice as valuable as an apple, we may be stating something that is correct on average. However, this type of advice would not be satisfactory when there is a great orange glut and a shortage of apples. Thus, a linear function seldom is sensitive enough over a large range; e.g. it fails to take into account the relative supply of oranges and apples, and will thus prove to be too constricting at times.

However, a linear function is very well behaved. Arithmetically combining two variables, each of which could have a range of 0:50, produces a resulting range of 0:2500 when multiplication is used. The contribution of such a term to the evaluation could vary widely, causing stability problems for the value of the polynomial.

Another type of problem with non-linear functions is the following. Say, we have some advice to the system in the form of \(S=I^{*} D\), where \(S\) is suffering, \(I\) is the intensity of pain, and \(D\) is the duration of pain. The object is to minimize the value of \(S\) (as there will be a minus sign in front of this term in the polynomial). This seems to be a well formed piece of advice. People, in general understand that the idea is no reduce both I and D. However, a program that is allowed to manipulate D , when fased with excruciating pain that is difficult to remcse, may well recommend suicide. This usually does not qualify as a solution. However, such advice can be forthcoming even when some other term of the polynomial places a large premium on staying alive. We therefore term a relation, where there exists the potential to manipulate one of the variables in a generally undesirable direction, a suicide construction.

Non-linearity is desirable because of the increased sensitivity it provides, while care must be taken to control volatility and avoid the suicide construction.
We have been developing a backgammon program since 1974 [2]. During this time, we ran into many
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\section*{III. Smoothness}

Any function on the set of features in our evaluation hyper-space will define a surface. Let us consider what can result from a lack of smoothness in the surface. If there is a ridge, a discontinuity, or a sudden step in the surface, then this is a place where the values on one side of such a blemish may be quantitatively very different from those on the other side. Thus, a very small change in the value of some feature could produce a substantial change in the value of the function. When the program has the ability to manipulate such a feature, it will frequently do so to its own detriment. Simply put, the program will act to hurry across such a blemish if it leads to a favorable evaluation, and wait as long as possible to cross it, if it leads to unfavorable consequences. This behavior resembles the horizon effect [1], although caused by a very different set of circumstances. We now name this effect the blemish effect. Because of the blemish effect, smoothness is absolutely essential for reliable performance.

The above may seem so obvious that the reader would feel that no one could possibly overlook such a thing. However, this is far from the case. There is very little published on the structure of evaluation polynomials that are used in game playing programs. One exception is the work of Samuel [4, 5]. Samuel investigates how to achieve non-linearity without creating an unstable function. His solution, in both cited works is to map a variable with a large range onto a small range. In the earlier work, he creates "binary connective terms" which are a reduction to a binary value of a range that was large to start. Clearly, this will cause the blemish effect in the vicinity where the value of the variable changes from 0 to 1 . In the later work, large ranges are reduced to ranges of from 3 to 7 in order to fit more easily into a "signature table" of limited size. Again, the blemish effect will occur near the locations where the value changes occur. We conjecture that the reason that Samuel's program did not perform better after learning non-linear functions is that the blemish effect caused it to commit serious errors occasionally. We now are able to observe the blemish effect in the performance of older versions of our backgammon program.

Whenever the coefficient of a non-smooth term is under the control of the program, the blemish effect can occur. Consider a chess, evaluation term that says "in an endgame the king should be centrally located, and at other times it should be located near the corners". Let us assume the king is presently in a corner, and the "endgame" is defined as being those positions where there is less than a certain amount of material on the board. The program may then avoid swaps in material in order to consider its king's position as "good" (non-endgame) even though the endgame is imminent. Here a step is created by the coefficient that defines
endgame, and MMS acts to the program's detriment. A correct definition of endgame would be a smooth function from early middle game to late endgame. In this way, the degree of endgameness increases with each swap of material.

\section*{IV. Application Coefficients}

We have indicated how sensitivity can be achieved, and how the blemish effect can be avoided by the use of smoothness. However, there is a major problem in avoiding the creation of terms that are very volatile. Otherwise, the program may be trying to produce some extreme value in the volatile term, because it will outweigh the combined values of all the other terms of the polynomial. This problem stems from the fact that it is very difficult to anticipate the range of values that a term m?y take on over a large domain. This is especially true when functions continue to be changed during program development. Volatility can be avoided by constraining the values that one of the variables can take on. If this were done in a construction such as \(S=I^{*} D\), then the volatility of the term would disappear. Yet the constrained variable would provide more sensitivity to context than a constant coefficient.

There are two ways of achieving this: 1) By fixing the value of the variable to be that in the original problem situation., (frozen variable), i.e. not recomputing it for each new node, and 2) By choosing variables that vary very slowly (application coefficients). We have used both methods successfully.

Using the value of a frozen variable gives the problem solving process a global outlook, where all terms using this variable are viewed as they would have been in the original situation. This has the advantage of not letting small variations create too much of an effect, and suppressing volatility for large variations. It has the disadvantage of making the process insensitive to certain kinds of changes. This method is good for functions that require some discrimination to determine the degree to which they apply, but are not required to discriminate minimal changes. This method has been used previously for efficiency reasons, when the cost of recomputing the variable at each new node is high.

The other method is to use application coefficients. An application coefficient is a variable that tends to vary slowly with operator applications (moves) due to the nature of the domain. Thus for a set of nodes that are a few operator applications apart, the value of the variable will tend to be relatively constrained. This results in a coefficient that will provide sensitivity without volatility. We give examples of typical application coefficients below.

Our typical evaluation polynomial is of the form \(V=A_{1} F_{1}+A_{2} F_{2}+\quad\) - \(A_{n} F_{n}\), where the \(A j\) 's are application coefficients or frozen variables, and the

Fi,s are functions of features of the domain. We have found that while there are usually many dozens of useful Fj*s in a domain, on the order of six or fewer application coefficients appear to emerge. These are strongly related to ideas such as game phase, ease of winning, readiness for attack, etc.

In chess, typical application coefficients are: 1) What stage the game is in, as denoted by the amount of material on the board, and the degree to which the pieces are still in their original positions; 2) The degree to which the winning side is winning, indicated by \((W-V) / W+V)\), where \(W\) is the score of the winning side and V that of the losing side; and 3) the ease of being able to win, which is a function of the number of pawns left for the winning side and the ease with which they may be exchanged, and the degree to which the position is blockaded. Similar application coefficients exist in backgammon.

Such application coefficients provide a program with a great deal of context for making decisions. Thus a program that understands the stage of the game in chess, as a function of amount of material on the board, will allow its king to gradually achieve a more central position as the amount of material diminishes. Further, the suicide construction can be avoided by using a frozen variable in place of one that can be varied adversely. In the example quoted earlier, the duration of life of the subject becomes frozen, and that value must be used in all functions that could otherwise be subject to the suicide construction.

\section*{V. Results}

We have three methods of measuring the performance of our backgammon program: 1) Performance on a problem set in an intermediate level instruction book [3], 2) Games against other backgammon programs or earlier versione of our own program, 3) Performance against human opponents.

Our previous best version before using the SNAC method was called BKG 8.0. This program was the result of about 30 man-months of effort. The present version is BKG 9.7, the result of about 8 additional man-months of work. In tests on the problem book, BKG 8.0 achieved a score of \(45 \%\) based on 74 problems that it could attempt. Without any pre-testing, BKG 9.7 achieved 667 on the full set of 77 problems.

Against the best commercially available backgammon micro-processor, BKG 8.0 achieved 567 of the points, while BKG 9.5 (considerably inferior to BKG 9.7) scored 787 of the points in a set of 100 games. BKG 9.7 is now much too good to test against the micro-processor. Our current tests pit BKG 8.0 vs. BKG 9.7, with BKG 9.7 scoring 647 of the points.

BKG 8.0 played in the Carnegie-Mellon University backgammon championships in spring of 1978 and lost its first two matches thus being eliminated. In May

1979, BKG 9.7 played in a tournament of intermediate players in Portola Valley, California and won its first two matches before losing to the ultimate winner of the tourney in the 3rd round. The competition in the California tournament was somewhat better than that in the earlier tourney.

BKG 8.0 has been available on POP-10 machines for some time and has been regarded as a good game playing program, and by far the best backgammon program around. Yet, as the above results indicate, the SNAC method has resulted in a rather significant improvement in the program. In evaluating the above, the reader should bear in mind that in backgammon, chance plays a significant role. Professional backgammon players will tell you that a few percentage points difference in skill is all they need to have an opponent that they can win from consistently. A 607 edge is quite extreme.

The recent improvement of the program was made possible by the SNAC method that made it possible to: 1) Organize existing knowledge so that the functions are sensitive to local conditions (non-linearity) without being subject to significant volatility, 2) Avoid the blemish effect (which used to cause occasional serious errors), and 3) Add new smooth knowledge functions that contribute their part without creating opportunities for new blemish effect situations.
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\begin{abstract}
This paper describes a LISP program that can learn English syntactic rules The key idea is that the learning can be made easy, given the right initial computational structure: syntactic knowledge is separated into a fixed mterpicter and a variable set of highly constrained pattern-action grammar rules Only the grammai rules are learned, via induction from example sentences presented to the program. The interpreter is a simplified version of Marcus's parser for English [I], which parses sentences without backup. The currently implemented program acquires about 707. of a simplified core grammar of English What seems to make the induction easy is that the rule structures and their actions are highly constrained: there are only four actions, and they manipulate only very local parts of the parse tree.
\end{abstract}

\section*{1. INTRODUCTION}

An important goal of modern linguistic theory is to show how learning a grammar can appear to be so easy, given the poor quality of the data children receive. This paper reports on a currently running LISP program which, by computationally embodying some theories of transformational grammar, can learn syntactic rules in the manner of Winston's blocks world program [21 The program proceeds by examining example sentences to modify its descriptions of grammar rules that make up part of its knowledge about language.

The key idea is that learning syntactic transformations is easy, given the right initial computational structure. This program uses as initial structure a simplified version of Marcus's PARSIFAL [1], a parser for English which is an interpreter for grammar rules of a particularly simple production rule form. The basic operation of the interpreter is taken as fixed, corresponding to an intial set of computational abilities. Only grammar rules are learned.

This research was conducted at the Artificial Intelligence Laboiatory of the Massachusetts Institute of Technology. Support for the Laboratory's artificial intelligence research is provided in part by the Advanced Research Projects Agency of the Department of Defense under Office of Naval Research contract number N00014-75-C-0643, and in part by NSF Cram MCS77-04828.

Because the rules themselves are so simple, and the operation of the interpreter so constrained, bugs have a diameter-limited location. Further, the parser itself is strictly deterministic; that is, already-built portions of the parse tree are assumed correct, and there is no backup. As shown below, these assumptions are crucial in the operation of the learning algorithm.

More specifically, the Marcus interpreter uses the following data structures: A parse tree, a syntactic representation of the input sentence. The lowest, right-most node of the tree under construction is called the current active node, denoted C. A buffer of three (to five) cells that holds words from the input sentence or as yet not-completely analyzed phrases. Phrase structure rules that are used to turn on and off logically grouped sets of grammar rules (for example, the rule \(\mathrm{S}-->\mathrm{NP}+\mathrm{VP}\) would first activate all grammar rules that start sentences, then turn off that group and activate noun phrase rules). The phrase structure control system was designed by Shipman [31 Production rules (also called grammar rules) of the form: IF <pattern> THEN <action>. Each <action> does the actual work of building the parse tree, attaching words or phrases from the buffer onto the parse tree, moving new words into the buffet, and so forth. <Pattcrns> determine if the given action is to fire; if the pattern given in a grammar rule matches the pattern in the buffer, the specified <action> takes place.( Patterns use common lexical features like Noun phrase, sinpilar or Verb, transitive.)

The learning program acquires only the patterns and actions of the grammar rules. One of the accomplishments of this research has been to simplify the original Marcus parser to a point where there are only four valid actions: ATTACH first buffer item to C; SWITCH first and second buffer items; INSERT a specific lexical item into the first buffer slot; and INSERT-TRACE into first buffer slot. \{Traces are not further discussed in this paper but function as in Chomsty's theory; see Fiengo [4] for discussion.)

Learning proceeds by induction on the <patterns> and <actions>, but with an important constraint: children (and this program) do not appear to receive negative data examples on what is not a sentence (see Brown and Hanlon [\$] and Anderson [6] for discussion). On the other hand, children (and this program) do appear to receive reinforcement on what is a semantically meaningful sentence. Therefore, the current program does assume a lexicon and selectional restrictions on the phrase-structure categories (for example, that Mary is a noun and can fit under a noun phrase). More advanced versions of the program will probably have to assume a known case-frame representation for the input sentence given (Fillmore [7]), but this has not yet been found to be necessary; a recent result obtained by Wexler [8] proves mathematically that, given a transformational grammar to be learned and only surface sentences as input, a recursive learning procedure for the grammar does not exist (this was shown by Cold [9]), but that such a procedure does exist if surface sentences are paired with some representation of the underlying meaning of the sentence.

\section*{2. THE LEARNINC PROCEDURE}

The learning program starts with an interpreter, a lexicon, simple phrase-structure rules, selectional restrictions, but no grammar rules. The program is then given input sentences to parse. If it gets stuck in a parse-- if no current rule patterns match or if all current rules cause selectional enors-- then the program attempts to build a new grammar rule that will apply at that point. It does this by trying each of its possible actions in turn: attach, switch, insert, insert-trace. (This ordering was found empirically.) The first action that succeeds in satisfying the selectional restrictions is saved along with the current machine state (buffer plus current active node) as the pattern; this becomes the new rule. If no possible generated rule has worked, the active phrase structure rule is assumed to be optional. Finally, rules with common actions within a phrase-structure group have their patterns continually generalized via intersection.

\section*{3. AN EXAMPLE: AUXILIARY-INVERSION}

Suppose that at a certain point the program has all and only the grammar rules necessary to build a parse tree for Mary did hit the ball. The program now gets as input, Did Mary hit the ball? No rule currently known can fire, for in the phrase structure packet \(S\) activated at the beginning of a sentence, the only rules have the pattern [=Noun Phrase][=Verb], and the buffer holds the pattern [=Did: auxerb][=Mary: Noun]. A new rule must be written, so the program tries each of its possible rule actions in turn. Attach fails because of selectional restrictions; did can't be attached as a noun phrase. But Switch works, because when the first and second buffer positions are switched, and the buffer now looks like [=mary][=did], an existing rule for parsing declarative sentences can match. The rest of the sentence is parsed as if it were a declarative. Finally, the switch rule is saved along with the current buffer pattern as a trigger for the next case of auxiliary inversion. It is ciucial to notice that the debugging is strictly local: the error is assumed to lie exactly where the error first occurred, and not in some other rule. At most one new rule is added or one old rule modified with each example sentence, a kind of incremental debugging that is analagous to Sussman's debugging almost right programs [101 In this regard it is important to point out that Wexler has proved [8] that local debugging is apparently a necessary condition for the learning of a transformational grammar.

The currently implemented LISP version of this procedure has acquired about 702 of a "core-grammar" of English originally developed for the Marcus parser, as well as some new rules; acquired rules include unmarked-order, auxiliary inversion, imperative, simple there-insertion, toinfinmve, do-support, and some passives. On the other hand, rules for parsing the complicated complement structure of English have yet to be learned, nor is it clear how they might be. Future work will consider a straightforward way to learn the phrase structure rules themselves, by generalizing templates of phrase structure rules according to Chomsky's X-bar theory (Jackendoff [11]). The relationship between the local debugging constraints assumed by the learning procedure and those constraints found necessary by Wexler [8] will also be investigated.
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A number of strategies for the synthesis of algorithms from a given input-output specification of a problem are presented which are centered around a few basic principles. It has been verified for more than ten different algorithms that their uniform application in all cases results in a successful deductive synthesis. They include a spanning-tree algorithm, a graph-circuits algorithm, a finding-the-ith-smallest-element algorithm, and a linear (string) pattern-matching algorithm. Two of them are presented here.

\section*{INTRODUCTION}

This paper is based on the view that (human or mechanical) programming is a deductive process which starts with a more or less detailed specification of the given problem in some representation language and after some search guided by several strategies eventually ends up with a deduction of the program which consists in the application of rules taken from logic, the underlying theory and from a knowledge base for programming skill. It also adopts the view that predicate logic (in a wider sense) sofar still is the most suitable representation language for studying this process, because of its conciseness, naturalness, flexibility, extendibillty both descriptive problem specification and machine programs can be represented in logic and in particular because of the well-understood deductive mechanisms for it.

Specifically, the topic of this paper is the search for such a deduction from a logical description of a problem to some equivalent functional form (be it in logic or in an Algollike language). It is no secret that the searchtree for such a deduction is tremendous even for rather simple problems. Yet, it is a common observation that people are able to move in a rather direct way towards a solution even for problems that require knowledge not experienced before. There must be general guidelines or strategies, then.
Unfortunately, (no, fortunately!) our human thinking is not organized such that these strategies could be easily bootstrapped from our be-
haviour. Therefore the only way to detect general strategies seems to be by a detailed comparative study of different deductions of different problems in order to detect common mechanisms. This has been done by the author for the usual maximum problem and for Hoare's FIND prob lem resulting in a few principles in the form of strategies \([6,9]\). The surprising experience after this study was that these strategies proved successful for a number of different other problems. They include such interesting algorithms like a linear (string) patternmatching algorithm [16], a spanning tree algorithm [1], and a graph-circuits algorithm [20].

The strategies center around four basic ideas how to deal with a predicate logic formula describing a given problem: an J-quantifier together with a non-functional specification requires some kind of guessing (see GUESS); two (or more) consecutive 3 -quantifiers require the evaluation of the dependency of the respective variables inherent in the specification (see GET-RNV,-SOC,DEPEND); for both requirements the cardinality of certain problem inherent domains and other semantic knowledge provide helpful strategic information (see DOMAIN and CHVAR); the rewriting process can be strongly goaloriented with several intermediate goals (see GET-G). This uniform and concentrated strategic concept seems to distinguish this approach from other work done in this field like [11-15, 19, etc.]. Specifically, no other approach offers both, a uniform scheme based on a few basic principles, and a guidance of the synthesis to such an extent that there is some reason for the
claim that the automatic synthesis of programs like those in this paper seems to become feasible. Of course, the second claim could only be fully verified by a running system (which at present does not exist). But the text has been formulated with such a system in mind and several details have been included in order to support that claim.
In the following the basic strategies are introduced and explained by application to the usual maximum problem. Exactly the same sequence of strategies mechanically produces the deduction of a linear pattern matching algorithm which for reasons of space is presented in a very packed form (see [7] for more details).

\section*{BASIC STRATEGIES}

Logically, a programming problem has the form \(\forall i Z_{0}(I C(i)->O C(i, o)), i, o, I C, O C\) abbreviating input, output, input-condition, output-condition, resp. For example, the usual maximum problem in this format reads

```

where $S \leq m: \cdots v(x \in S \rightarrow x \leq m)$.

```

Neither \(: m \in \operatorname{nor} S: m\) (nor both) provide a way how to determine \(m\) for given \(S\), not even partially. Therefore, in view of an algorithmic solution some trial-and-error method cannot be avoided. In this simple example we only can try for a hopefully correct \(m\). Apparently it is wise to restrict such attempts somehow, specifically by requiring a subset of the conditions listed in the output-condition. The subset has to be proper since otherwise no reduction of the problem would be possible. Formally, this idea in the case of our example reads

\section*{}
 The underlying general strategy which is of a purely syntactic nature is the following (with \(v\) denoting exclusive disjunction).
GUESS: Transform a problem of the form Vi3y(IC(i) -*OC(i,y)) to ViVy" \(3 y\left(d s+\left(I C(i)+O C(i, y) A\left(y^{\wedge} y^{\prime} v y^{\wedge} y^{1}\right)\right)\right)\) where domain-specification (ds) is a conjunction of a proper subset of the conjuncts in OC(i,y')
Without any additional support the synthesis would now have to consider in our example two (in general as many as there are proper subsets of clauses in \(O C\left(i, y^{\prime}\right)\) ) different cases, (1.2) and (1.3) possibly leading to different algorithms. In order to reduce the search space, a semantical argument in favour of one of those cases would be desirable. In our example such an argument can easily be seen, favouring (1.2)
rather than (1.3) for the case of usual assumptions on the domain of \(S\) and its representation. Namely, if we keep in mind that \(m\) ' has to be chosen to satisfy the domain-specification then apparently this choice can be performed immediately for \(\mathrm{m}^{\prime} € S\) while it would require a number of steps for Sim'. Moreover, if \(S\) is finite then in the first case the guess also is more likely to be correct than in the second one since \(|s|<\left|\left\{m^{\prime} \mid s^{\prime} m^{\prime}\right\}\right|=\infty\). These considerations can be generalized in the following strategy which requires semantic knowledge for its application.
For a problem as described in GUESS consider the set \(P\) of subsets of those conjuncts in \(\mathrm{OC}(\mathrm{i}, \mathrm{y})\) which specify \(y\). By conjuncting the elements of each of these subsets \(P\) becomes a set \(P\) of formulas. For each C€P let q (i): \(=(y \mid c\) holds \(\}\), and \(s\) (i) be the number of steps required to determine an arbitrary \(y\) such that \(C\) holds. Then for a given weight-factor \(k\) and for \(C, D \in P\) let \(\mathrm{C}<\mathrm{D}\) iff q -s \(<\mathrm{k}-\mathrm{q}\)-s Aq -s \(4 \mathrm{k}-\mathrm{q}\)-s. With this priority-relation wmch captures the considerations illustrated above in a general form, the strategy reads as follows.

DOMAIN: For domain-specification in GUESS choose a minimal C€P w.r.t. < (which has not been considered sofar).

Apparently, all the information necessary to apply DOMAIN has to be provided to the system from outside (interactively or via a knowledge base). Of course, application of DOMAIN to (1.1) yields m'€s as domain-specification, thus excluding (1.3) in a first attempt to synthesize MAX.

In the following we will see that (1.2) implicitly already contains an algorithmic solution for MAX which only has to be unfolded by rewriting the formula in a rather constrained goal oriented way. The general strategic scheme and three of its instances are the following ones.

GET-G (goal-oriented equivalence transformation with goal G): Rewrite a given formula according to domain and goal dependent equivalence transformation rules until goal \(G\) is achieved.

GET-DNF: the r;oal is that the resulting formula is in disjunctive normal form (alternative cases).

GET-REC: the goal is to find some kind of recursion; if necessary, generalize the problem
GET-EP: the goal is that predicates become evaluable, at least recursively.
In a program we need alternative cases. There-
fore GET-DNF will be applied to the conclusion
in (1.2) which yields

```

    \(\dot{v}\left(S * D^{\prime} \cdot m \in S A S \leq m a m=m^{\prime}\right)\)
    ```
(o, ten we drop the quantifiers and some parentheses if they are understood, where \(\wedge\) binds more than \(\dot{v}\), both more than \(\rightarrow\), etc.)

Next we look for some kind of recursion for the first alternative (in the second one the result is already determined). The formula talks on two objects \(m, m^{\prime}\) and on a set. \(S\).Imacine a recursion generator which from a knowledge base produces the different possible recursive forms of problem reduction for these kinds of objects. It is just reduction of cardinality in the present case of a set (but even in general there are only a few known possibilities). A rule generator (knowledge base and/or theorem prover) tries to merge the newly derived information \(\left(m \neq m^{\prime}\right.\) in 1.4) by rewriting the conjunction of these clauses on the basis of the input-condition and the underlying theory (a search limited by a function in the number of given clauses even in the exhaustive mode). Hore this might start with the application of the rule \(m^{\prime} \neq S \rightarrow\)
( \(m \in S \wedge m \neq m^{\prime}+\rightarrow m \in S-m^{\prime} \wedge m \neq m^{\prime}\) ). Whenever in the result there is a match with one of the alternative recursive forms ( \(m \in S-m^{\prime}\) in this case), this suggests a substitution possibly leading to a recursive problem reduction. It is explored for the whole problem under the guidance of a theorem pover. Because of
\(m^{\prime} \in S \cdot\left(S \leq m \wedge m * m^{\prime} \mapsto S \backslash m^{\prime} \leq m \wedge m^{\prime} \leq m \wedge m * m^{\prime} \mapsto S \wedge m^{\prime} \leq m \wedge m^{\prime}<m\right)\), this process yields
1.5.

1.6.

1.7.m' \(\mathrm{m}^{\prime} \mathrm{S} \cdot \operatorname{MAX}\left(S, m^{\prime}\right)=m \wedge m^{\prime}<m \wedge S *\left(m^{\prime} \mid \dot{\forall} \operatorname{MAX}(S)=m^{\prime}\right.\)
completing the efforts of GET - REC in this case.
There is still the unpleasant clause \(m\) ' \& m which cannot be executed, not even recursively. This causes GET - EP to rewrite (1.7) which gives the equivalent formula
1.B. \(m^{\prime} \in S \cdot \operatorname{MAX}\left(S, m^{\circ}\right)=m a m^{\prime}<\operatorname{MaX}\left(S, m^{\circ}\right) \wedge S *\left(m^{\prime}\right) \dot{\operatorname{vax}}(S)=m^{\circ}\)

All these 8 formulas are logically equivalent. The last one can easily (and automatically) be compiled into efficient algorithmic code (see [7] for some more details). Note that the deduction also serves as a correctness proof for the resulting algorithm.

\section*{A CHALLENGING PROBLEM}

For the general case d few additional strategies are required. But even with these basic ones quite a few non-trivial algorithms can be synthesized by mechanical application of the basic and standard sequence GUESS, DOMAIN, GET-DNF,
-REC, -EP. Linear string-pattern-matching is among these algorithms, for the development of which several outstanding researchers in computer science have been awarded with honour.
We denote by \(\mathbb{N}_{m}^{n}\) the natural numbers \(k\) with \(m\) 彐án. A string is a function \(c_{S}: \mathbb{N}|s| \rightarrow\) characters>. Further assume fot as a Built-in test for functionality, dom as the function which denotes the domain of a function. Then the definition of the pattern-matching problem can be stated as:
 \(k \in \mathbb{N}_{0}^{n-m} \wedge \forall j\left(j \in N_{1}^{m}+c_{p}(j)=c_{s}(j+k)\right)\)
shortly \(\forall C_{S} \vee C_{p} \exists k\left(P M\left(C_{S}, C_{P}\right)=k\right)\)
GUESS, DOMAIN, GET-DNF, -REC yield
2.2.
\(\forall C_{S} \forall C_{p} \forall k \prime \exists k\left(k \cdot \in \mathbb{N}_{n}^{n-m}+\left(I C \rightarrow O C \wedge k=k^{\prime}\right) \dot{v}\left(I C+k \in \mathbb{N}_{0}^{n-m}-k^{\prime} \wedge\right.\right.\)


GET-EP recognizes a subproblem determined by ij which has to be solvedprior to the solution of the whole problem. This subproblem can be treated in isolation since there is no clause containing both output-variables \(k\) and \(\bar{j}\); a solution - the well-known quadratic algorithm - is easily and mechanically obtained with the standard technique of this paper (see [8]).

The linear solution can be obtained only if this treatment in isolation is abandoned or, more precisely, if the range of the \(\exists \boldsymbol{j}\)-quantifier, which determines the subproblem, does include also the remaining clauses in the second alternative in (2.2) (causing a search in general which again is limited by a function in the number of clauses). In this case our subproblem, denoted by DIFF, has the following output-condition (abbreviated by \(A\left(\mathbb{N}{\underset{1}{m}}_{\mathbf{m}}^{)}\right.\))
2.3. \(k \in \mathbb{N}_{0}^{\mathbf{n}-m^{\prime}}, k \wedge \wedge c_{p}(j)=c_{s}(k+j) \wedge j \in \mathbb{N}_{1}^{m} \wedge c_{p}(j) \bullet c_{s}(k+j)\)

GUESS adds a \(\left(\bar{j} \neq \bar{j}_{\dot{m}}^{\prime} \dot{v} \bar{j}=\bar{j}^{\prime}\right)\)-clause where DOMAIN chooses \(\bar{j}\) from \(\mathbb{N}_{1}^{m}\). The only clauses with which \(\bar{j} \neq \bar{j}\) ' in the first \({ }^{1}\) alternative can be merged are those containing \(\bar{j}\) with the following obvious result.
2.4.A( \(\left.\mathbb{N}_{1}^{m}, J^{\prime}\right) \wedge c_{P}\left(\mathcal{F}^{\prime}\right)=c_{S}\left(k^{\prime}+J^{\prime}\right) \dot{A}\left(\mathbb{N}_{1}^{m}\right) \wedge J=J\),

But this time the GET-REC can be more successfull if it keeps merging the added conjunct with the clauses in the original part, specifically with \(c_{p}(j)=c_{S}(j+k) ;\) since in the first alternative for \(c_{p}(j) \neq c_{p}\left(\bar{j}^{\prime}\right)\) we have:
\(c_{S}\left(j+P_{k}\right)=c_{P}\left(\frac{p}{j}\right) \neq c_{P}\left(\bar{j}^{\prime}\right)=c_{S}\left(k^{\prime}+\bar{j}^{\prime}\right)=c_{P}\left(j+k^{\prime}+\bar{j}^{\prime}-j\right)\), i.e. \(k \neq k^{\prime}+\bar{j}^{\prime}-j\) in this case for any appropriate \(k^{\prime}, \bar{j}, j\). Similarly,inthe second alternative for \(c_{p}(\underline{j})=c_{p}\left(\bar{j}^{\prime}\right)\) and \(j \neq \bar{j}^{\prime}\) we have: \(c_{S}\left(j^{\prime}+k^{\prime} P^{\prime} \neq c_{P}\left(\bar{j}^{\prime}\right)=c_{P}(j)=c_{S}(k+j)=c_{S}\left(\bar{j}^{\prime}+k+j-\bar{j}^{\prime}\right)\right.\) i.e. \(k \neq k^{\prime}+\bar{j}^{\prime}-j\) also in this case for any appropriate \(k^{\prime}, j^{\prime}, j\). We obtain the following recur-
sive solution for DIFF in which PK, PJ denote the sets of possible \(k\) - and \(j\)-values.



```

$\operatorname{DIFF}(P \bar{S}, \mathrm{PK})=P K \mathrm{D}_{2}$

```
which has an obvious algorithmic interpretation. With that solution (2.2) now reads

Comparison with (2.1) gives
```

2.7. $k^{\prime} \in P K+\operatorname{PM}\left(c_{S}, C_{P}, P K\right)=k^{\prime} \dot{v}$
$\operatorname{PM}\left(c_{S}, C_{P}, P K\right)=\operatorname{PM}\left(c_{S}, C_{P}, \operatorname{DIFF}\left(\mathbf{N}_{1}^{m}, \operatorname{PK}\right) k^{\prime}\right)$

```

In algorithmic (loop) form this reads:
```

2.8. proc pm(cs, cep)=k;n+|dom cos
loop |PK|; choose K' such that KEPK;PK+diff(NN;
If PK=falge then return k';PK+PK\k';
1f PK=\phi then return falee:
end:

```

\section*{FURTHER STRATEGIES AND ALGORITHMS}

For more general cases the following additional strategies are necessary: In order to structure complex problems output-conditions have to be separated into (partly) independent parts (GET-SOC); if possible, output-variables have to be expressed by others in the presence of more than one 3 -quantifier (GET-RNV), otherwise, a hierarchical order between the different \(\exists\) 's has to be determined (CHVAR).

These and the basic strategies applied mechanically (hand-simulation) in the standard sequence yielded a detailed synthesis - as that for the maximum and the pattern-matching algorithm - of the following algorithms: maximum algorithms in different semantic context; binary search in lists; searching for duplicates in lists; testing equality of two lists; partitioning a set w.r.t. a given element; finding the i-th smallest element in a set; determining circuits in a graphsdetermining a minimum-cost spanning tree in a graph. Others have been synthesized in detail such as determining the moves of a roboter, etc. This remarkable list suggests that there is something fundamental in our strategies. For further details and all references see
[7] Bibel, W., Syntax-directed, Semantics-supported Program Synthesis, Proceedings 4th Workshop on Automated Decution (W.H.Joyner,jr., ed.,IBM, Yorktown Heights, N.Y.), Austin, Tex., 140-147 (1979).
Improved version available as Report no. 78, University of Karlsruhe (submitted to Artificial Intelligence).
This work has been partially supported by the Deutsche Forschungsgemeinschaft (DFG).
Typescript: G. Weiher
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\begin{abstract}
A \(3>\) stem is presented for constructing array-manipulating programs from given specifications. The system accepts high level specifications and produces recursive programs in an Algol-like language.
Restriction to a specific domain and use of powerful techniques such as first-order matching or generalization make our system very efficient. It has been implemented in LISP on a small computer and has been tested for a large number of examples.
The general techniques we use, are briefly discussed and the synthesis of one program produced is presented.

Key-words Array-manipulating programs - High-level specifications - First order matching Generalization - Program synthesis.
\end{abstract}

\section*{1. INTRODUCTION}

Although program synthesis is a recent development, there are already a great number of approaches (1-7)
Our approach is similar to that of Manna and Waldinger [5] but we restrict ourselves to the synthesis of array-manipulating programs. We think that this restriction will limit backtracking.
The principle of this kind of synthesis is : We provide the specifications of the problem to be solved in a high-level language (not compilable in a conventional way). The system works as a transformation program in order to obtain a final program written in a compilable language. For this purpose, the system uses heuristics and rewriting rules to eliminate non-compilable terms which occur in the specification language. The synthesis is then achieved by use of matching and generalization. This system has been implemented on a small computer (MITRA 125) in LISP and has been tested for a large number of examples.

\section*{2. LANGUAGES}

\subsection*{2.1 The specification language}

The language level should be high enough to represent the abstract types close to the concepts used by the programmer in his description of the problem. In our restriction to the
array type, the constructors and selectors are simple and few. Here are some constructions we use as specification language.
Note that for all the examples the system knows that \(T\) is an input array with bounds \(A\) and \(B\) and that \(I\) is a subscript. So input specifications like in the DEDALUS system of Manna and Waldinger are not necessary.
a. Find \(I\) between \(A\) and \(B\) such that \(\boldsymbol{P}^{(I, i n p u t}\) variables)

\section*{Examplea :}
- Find \(T\) between \(A\) and \(B\) such that \(T(I)=2\)
- Find \(I\) between \(A\) and \(B\) such that \(T(I) \geq A L I T A: B\)
b. Test if \(\boldsymbol{J}^{\text {(input variables) }}\)

\section*{Examples :}
- Test if \(Z<A l l \quad T[A . B i\)
- Test if for all \(T\) between \(A\) and B-l Til) \(<T(T+1)\)
c. Construct \(T A B[B I\). B2] such that \(T A B=\) constructor (I, input variables and \(\Omega\) (I, input variables) from T[A. B]

Example :
- INSERT (T, \(A, B, Z)\). We want to insert an integer \(Z\) in a sorted array
- construct \(T A B[B 1\).. B2] such that \(T A B=C O N C(T[A \ldots I], Z, T[T+1 \ldots B])\) and \(A Z \tau T[A \ldots I] \leq Z\) and \(A l l\) \(T[I+1 \ldots B]>2\) from \(T[A . . B]\)
d. Compute the number of elements T[1]such that \(\mathscr{S}\) (I,input variables)
Examp le:
- the number of elements \(T[1]\) such that \(T[T] \geq 2\). e. Two of the upper constructions can be combined to make a more complex one
Example
- Find I between \(A\) and \(B\) such that (the number of elements \(T[J]\) such that \(T[J] \geq T[I])=K\).
Although we use few constructions, the possibility of combining them makes our program more flexible in the sense that we can use different specifications for solving the same problem. Example : Finding the maximum element of an array can be specified both by
- Find I between \(A\) and \(B\) such that T[I] . All T[A..B]
- Find I between \(A\) and \(B\) such that (the number of \(T[J)\) such that \(T[j]>T[I])=0\).
These different specifications lead to different programs
f. etc...
2.2 The output language

The output language is an Algol-like language and we extensively use recursion and basic operators relevant to array structure.
For the INSERT example, the output will be of the form :
INSERT (T, A, B,Z)=INSERTGEN (T,A,B,Z,A)
INSERTGEN (T,A,B,Z,Cy*if OB: TAB<-CONC(T[A..B] ,Z) ifnotiff(T(C)<Z) : TAB<-K:ONC\{T[A. .C-I] ,Z,T[C..B]) else INSERTGEN (T,A,B,Z,C+1)
endif

\section*{3. REWRITING RULES AND HEURISTICS}

The are two kinds of heuristics. Some of then are related to abstract types which are used and some others are related to general programming principles.
3.1 The first class of heuristics deals with the constructors and selectors of abstract types [12], Informally, the heuristics use selectors to achieve a decomposition of the problem and then constructors to solve the original problem. In our implementation, the only type we use is the array type so this family of heuristics is restricted. It corresponds to the case formation rule (see Manna [5] or Weigbreit [8])
- If the array is empty, then no operation is necessary
- If not, we try to deal with one particular element of the array (generally the first one) and then look at the rest of the array.
3.2 The second class of heuristics deals with general knowledge on programming. The basic principles are similar to those used in Weigbreit [8].
- Formation of recursive calls.

During the synthesis, the first class of heuristics defines subgoals of the initial problem. If
by matching, we notice that a subgoal is an instance of a previous one or an instance of the initial goal, we infer a recursive call. It is then necessary to verify a well-founded set condition.
- Generalization : (Insane heuristic) (Wegbreit [8], Kodratoff (4)). In the previous process, when matching fails ; it is possible in most cases to generalize the goal used. With this generalization, matching becomes effective and a recursive call can be generated
- Subsidiary programs : (Manna and Waldinger [5])

In the case formation rule, the inferred conditions can be non-elementary (i.e. it contains some specification language terms). Then a subproblem has to be introduced at this point.

\section*{4. TECHNICALS TOOLS}

\subsection*{4.1 First order matching}

This matching is mainly used for the detection of recursive calls. The algorithm implemented here is from Huet [9]. Note that recursive calls are always terminal.

\subsection*{4.2 Second order matching}

A second order matching in necessary, in principle, in order to select the transformation rules to be applied. In fact, in our present implementation we don't nead a 'sophisticated" algorithm and we use a simple key-word detection algorithm similar to pattern-directed invocation.

\subsection*{4.3 Theorem prover}

To solve the subgoals induced by the case formation rule it is often necessary to use a theorem prover.
It is surprising that the necessary proofs are often very simple. So we have implemented a very "naive" theorem prover which has been sufficient for all our examples.

\section*{5. ONE EXAMPLE OF SYNTHESIS : INSERT}

The input array \(\mathrm{T}[\mathrm{A} . \mathrm{B}]\) is sorted and we want to insert an integer \(Z\) in \(T\) such that the output array \(\mathrm{TAB}(\mathrm{B} 1 . . \mathrm{B} 2]\) remains sorted.
We provide the following input to our system -INSERT (T,A,B,Z)
-CONSTRUCT TAB[B1..B2] such that
TAB=CONC (T[A..I], Z, T[I+I..B) ) and All (T[A..I] < Z and All T [I+I..B]>Z fromT[A..B]
-For All I between A and B-I \(\mathrm{T}(\mathrm{I})<\mathrm{T}(\mathrm{I}+1)\)
* The first rule, when applied, transforms the problem into a first goal :
(I) (Find I between \(A\) and \(B\) such that All \(\mathrm{T}[\mathrm{A} . . \mathrm{I}]<\mathrm{Z}\) and \(\mathrm{All} \mathrm{TII}+1 . . \mathrm{B}]>\mathrm{Z}\) then (construct TAB[BI..B2I such that \(\operatorname{TAB}=\operatorname{CONC}(T[A . . I], Z, T(I+1 \ldots B))\)
* At first the system considers only the first
part of the goal and transforms in into (Find I between A and B such that

All \(\mathrm{T}[\mathrm{A} . . \mathrm{I}]<\mathrm{Z}\) ) then (verify
All \(\mathrm{T}\{\mathrm{I}+1 . . \mathrm{B}]>\mathrm{Z}\) ) then (construct ...)
The system now applies the decomposition rule to the first sub-goal and generates a segment of the desired final program and three new subgoals. if \(A>B\) then (2)
ifnotif \(1[T(A)<Z]\) then (3)
else (4)
where (2),(3),(4) are the following subgoals.
(2) \(1<-B\) then. .. .unchanged ....
(3) I<-A-I then....unchanged....
(4) (Find 1 between \(A+1\) and \(B\) such that A11T[A+1 ..I]<-Z) then (Verify AllT[I+I..d>Z) then (Construct TAB[BI..B21 such that TAI, \(=\operatorname{CONC}\left(T[A . . I], Z, T\left[\begin{array}{ll}\text { I...B] }\end{array}\right)\right.\)
The system considers the goal (4) : Matching (4) with (1) fails because A can't be matched simultaneously with \(A+I\) (Find...) and \(A(C o n s t r u c t . .\). So the system introduces a new generalized problem : INSERTGEN(T,A,B,Z,C) with

INSERT ( \(T, A, B, Z\) ) \(=\) TNSERTGEN ( \(T, A, B, Z, A\) )
The input for INSERTGEN is
- (Find I between C and B such that AlIT [C. .B] <Z) then (Verify A11T \([I+I . . B]>Z\) ) then (Construct
TAB[B1..B2] such that \(\operatorname{TAB}=\operatorname{CONC}(T \quad[A . .13, Z, T[I+\mid . . E J))\) - For All I between A and B-I T(I)<T(I+1)
* Applying the decomposition rule leads to
if \(\triangle B\) then (2) ifnotifl \((T(C)<Z)\) then (3)else
(2) \(K-B\) then.., unchanged. ..
(3) K-C-1 then ....unchanged....
(4) (Find I between \(C+1\) and \(B\) such that..)then
* Now matching succeeds because \(A\) is matched with A and C with \(\mathrm{C}+\mathrm{I}\). So (4) is achieved by a recursive call to INSERTGEN(T,A,B,Z,C+1)
* (2) and (3) are rewritten as
(2') (Verify AllT[B+1..B]>Z) then (Construct TAB[BI..B2I such that \(\mathrm{TAB}=\mathrm{CONC}(\mathrm{T}[\mathrm{A} . . \mathrm{B}], \mathrm{Z}, \mathrm{TiB}+\mathrm{I} . \mathrm{B}])\) ) (3') (Verify A11T[C..B]>Z) then (Construct \(\operatorname{TAB}[B 1 . . \mathrm{B} 2]\) such that \(\mathrm{TAB}=\mathrm{CONC}(\mathrm{T}[\mathrm{A} . . \mathrm{C}-\mathrm{I}], \mathrm{Z}, \mathrm{TtCB}])\) Verifications are very easy since in
(2') \(T[B+1 . . B]=\) and any property holds for every element of an empty array
(3') the theorem prover uses the two conditions: \(\mathrm{T}(\mathrm{C})>\mathrm{Z}\) (introduced by the case formation rule) T[A..B] is sorted (input specification)
* So (2') and (3') are rewritten as
(2") TAB=CONC(T[A..BI ,Z)
(3") TAB \(=\operatorname{CONC}(T[A . . C-I \mid, Z, T[C \ldots B 1)\)
INSERT(T,A,B,Z)«-INSERTGEN(T,A,B,Z,A)
INSERTGEN (T, A, B,Z,C)«*t.f C>B:TAB<-CONC(T [A. .B] ,Z) ifnotifl \(\{T(\mathrm{C})<; \mathrm{Z}) \quad: \mathrm{TAB}+\mathrm{CONC}(\mathrm{T}(\mathrm{A} . . \mathrm{C}-1] \quad, \mathrm{Z}, \mathrm{T}[\mathrm{C} . \mathrm{B}])\) else INSERTGEN(T,A,B,Z,C+1) endif

\section*{6. CONCLUSION}

This system has been implemented on a small computer and works efficiently for all examples listed below (and some others). The maximum time necessary for one example is less than one minu-
te. There are three main reasons for efficiency: - the system has a thorough knowledge of the domain and so backtracking is strongly reduced - we use a very powerful first order matching algorithm
- the simplicity of the theorem-prover makes it very efficient.
This system, in our opinion, proves that the Manna and Waldinger approach is correct and can be very powerful in specific domains. This shows that studies in the field of automatic program synthesis can be relevant for practical applications.

\section*{Programs constructed}

Representative temples of the programs constructed by
our syslea are the following
- finding the maximum element of an array
- testing if an array is sorted
- testing if a number belongs to an array and finding its subscript
- tasting if a nuaber ie less than every element of an array
- tasting if an array contains duplicates
- testing if every element of an array is less than ovary element of another
inaerting an element in an array (INSERT)
- reversing an array
- finding an element equal to its subscript
- finding the \(k^{\text {th }}\) (in increasing order) element of an array
- computing the number of elements greater than a particular one
- tasting if two arrays are identical
- computing the intersection of two arrays
- find I betwn \(A\) and \(B\) euoh that AlITVI. .B\}iZ and \(T(I-1)<Z\)
- find I between \(A\) and \(B\) suoh that AIITXA. .fItAIIT'II. .Cl
(vh*r* \(T[A . . B)\) and \(T^{\prime}[A . . C \mid\) are input array9).
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A variation of an earlier prover (described in Machine Intelligence 8) is used to prove theorems about general inequalities, i.e., first-order logic with equality where the only predicate symbols are \(<,<\), and \(=\), and where function symbols are admitted. Transcripts of some proofs are given.

\section*{1. INTRODUCTION}

This paper, which is an abridgement of [1], describes a program that has been used to prove a number of first-order theorems involving inequalities (and equalities). It is a variation of an earlier natural deduction prover [2], The class of formulas dealt with permits arbitrary quantification and uninterpreted function symbols and can therefore encode predicate calculus. Our intention, however, was not to provide a general-purpose prover for first-order logic but rather to be able to prove naturally arising formulas involving inequalities. We have made use, where possible, of previously developed techniques. Among these are decision procedures for ground Presburger formulas [3-8] and the restriction variable methods of [9]. We emphasize that this prover is completely automatic and that all examples were proved without recourse to human interaction. So far as we are aware, this prover is the first one able to prove formulas of the kind typified by the examples in an automatic way.

\section*{2. THE PRINCIPAL PARTS}

Because of space limitations we are forced to refer the interested reader to [1] for the descriptions of the algorithms that the program employs. However, we must mention that the heart of the program is the routine IMPLY, which coordinates the search for the proof of a theorem. The guiding principle of this search is the retention of the implication symbol as the main connective of the theorem being proved.

Without going into detail we also note that
when the conclusion of a theorem is an inequality, IMPLY causes a function named PROVE-LE to be called. This function in turn calls several subfunctions:
1. LESS-

A quick routine designed to solve such trivial subgoals as \(4<5,6<«\), etc.

\section*{2. PROVE-LE-GROUND-CASE}

Called if the conclusion is a ground inequality in an attempt to establish whether this inequality follows from ground inequalities in the hypothesis (stored in a special data structure called the TYPELIST).

\section*{3. RESTRICTION-LE}

Called if the conclusion is a non-ground in equality which can be "solved" by simply placing restrictions on variables which occur in it

\section*{4. MATCH-IN-TYPELIST}

Called when the conclusion is a non-ground inequality (which cannot be "solved" by RESTRICTION-LE) in an attempt to "solve" it by finding a match with a ground inequality stored on the TYPELIST.

\section*{5. MATCH-LE}

Called if the conclusion is an inequality and none of the above techniques succeeds (or applies) in an attempt to use the hypotheses of the theorem other than those on the TYPELIST.

In the section of examples we use the following abbreviations for these functions:

GLE for PROVE-LE-GROUND-CASE

\author{
RLE for RESTRICTION-LE \\ MTY for MATCH-IN-TYPELIST \\ MLE for MATCH-LE
}

\section*{Data Base}

A data base, DB, is employed which is "dynamic" or "contextual," in that it may change as the proof progresses. It has three parts: A-UNIT, RESTRICTION-LIST (or RL), and TYPELIST (or TY). The A-UNIT is not used here (see [9]). RESTRICTION-LIST (or RL) is the place where restrictions on variables are recorded. If, for example, an entry
(1) ('int' \(x\) (<a) ( \(\leq b)\) )
is present in RL, it means that the variable \(x\) (which is to be instantiated, or bound to a value) has not yet been given a definite value but has been restricted to reside in the interval \(a<x \leq b\). If later \(x\) is bound to \(a\) particular value \(c\), then \(c\) must satisfy this same constraint, \(a<c \leq b\). Other restrictions like \(a \leq x \leq b, a \leq x<b\), etc. are possible.

TYPELIST (or TY) is the place where ground inequality information is stored. If an entry
(2) ('int' \(\times(\leq a)(\leq b))\)
is present in TY it means that one of our hypotheses is \(\mathrm{a} \leq \mathrm{x} \leq \mathrm{b}\). Notice the fundamental difference between this and (1) of RL. In RL, \(x\) is a variable to be instantiated, whereas in (2) it is a constant. RL represents knowledge about the "solution" to their variables (i.e., the bindings for the variables), whereas TY represents given knowledge or hypothesis knowledge that can be used to obtain the solution. Getting a contradiction in TY is desirable in that it completes the proof of the current subgoal, whereas a contradiction in RL is undesirable in that it indicates a failure to find an acceptable solution (binding) for \(x\). An entry like (1) represents a whole interval of acceptable solutions for \(x\) (provided that it can be proved that \(\mathrm{a}<\mathrm{b}\) ).

Other concepts such as REDUCTIONS, controlled backtracking, and algebraic simplification are used to advantage.

\section*{3. EXAMPLES}

In the following examples we will depict a call to IMPLY as follows:
\[
(\mathrm{TL}) \quad([T Y] \wedge H \Rightarrow \mathrm{C}) \quad(\mathrm{RL})
\]

Here the theorem label, TL, a map for keeping track of subgoals, is in the left margin. The

TYPELIST, TY, being part of the hypothesis, is shown with \(H\) to the left of the arrow implying C. The restriction list, RL, is shown to the right. In the descriptions of proofs of the examples we will often leave out some of the steps when clarity is not impaired. Also, the components TL, TY, \(H, C\), and \(R L\) will not all be given at each step.

The theorem label, TL, starts as an empty list () and grows as the depth of the proof increases. It consists of a sequence of symbols representing the actions that have been taken. Some of the symbols used in TL are

1 first branch of an and-split
2 second branch of an and-split
P-+ promote
CHECK check that a proposed binding is consistent with RL

In the following examples all symbols \(a, b, c\), f, \(g, Z\), etc. that are not explicitly quantified will be treated as skolem constants.

Ex. 1. \((\mathrm{f}(\ell)<0 \wedge 0 \leq \mathrm{f}(\mathrm{b}) \wedge \mathrm{b} \leq \ell \rightarrow \mathrm{b}<\ell)\) Proof.
() \(\quad(\mathrm{f}(\ell)<0 \wedge 0 \leq f(\mathrm{~b}) \wedge \mathrm{b} \leq \ell \rightarrow \mathrm{b}<\ell)\)
\((\mathrm{P} \rightarrow) \quad([\mathrm{f}(\ell)<0 \wedge 0 \leq \mathrm{f}(\mathrm{b}) \wedge \mathrm{b} \leq \ell] \Rightarrow \mathrm{b}<\ell)\)
PROVE-LE is called, which calls LESS = and RLE, which fail.

PROVE-LE then calls the ground prover GLE which succeeds as follows:

The \(\sim(b<\ell) \equiv(\ell \leq b)\) is inserted into TY which becomes
\[
[\mathrm{f}(\ell)<0 \wedge 0 \leq \mathrm{f}(\mathrm{~b}) \wedge \mathrm{b} \leq \ell \wedge \ell \leq \mathrm{b}]
\]

CONTRADICTION is called but it finds no contradiction in TY; however, it does find and return the equality unit \((b=\ell)\), which is then applied to TY to obtain
\[
[f(\ell)<0 \wedge 0 \leq f(\ell)]
\]
which has a contradiction. Q.E.D.
Ex.2. \(\mathrm{f}(\ell)<0 \wedge 0 \leq \mathrm{f}(\mathrm{b}) \wedge \ell<\mathrm{c} \wedge \mathrm{b} \leq \ell \rightarrow\)
\[
\exists y[\forall z(z \leq b \wedge f(z) \leq 0 \rightarrow z \leq y) \wedge y<\ell])
\]
\((\mathrm{P} \rightarrow) \quad([\mathrm{f}(\ell)<0 \wedge 0 \leq \mathrm{f}(\mathrm{b}) \wedge \ell<\mathrm{c} \wedge \mathrm{b} \leq \ell]\)
\[
\Rightarrow \quad(Z y \leq b \wedge f(Z y) \leq 0 \rightarrow z y \leq y) \wedge y<\wp)
\]

Note: \(y\) is a variable, \(Z y\) is a skolem function
of \(y\), and the other letters represent constants.
\((P \rightarrow 1) \quad([f(\ell)<0 \wedge 0 \leq f(b) \wedge \ell<c \wedge b \leq \ell]\)
\[
\Rightarrow(Z y \leq b \wedge f(Z y) \leq 0 \rightarrow Z y \leq y))
\]
\((P \rightarrow 1 P \rightarrow) \quad([f(\ell)<0 \wedge 0 \leq f(b) \wedge \ell<c \wedge b \leq \ell]\)
\[
\wedge \mathrm{Zy} \leq \mathrm{b} \wedge \mathrm{f}(\mathrm{Zy}) \leq 0 \Rightarrow \mathrm{Zy} \leq \mathrm{y})
\]

LESS=, RLE, GLE, and MTY fail.
MLE: \(Z y \leq b: b / y\)
Note: The substitution \(b / y\) has succeeded on subgoal (P-> 1) ; prover will not proceed to subgoal ( \(P->2\) ) with y replaced by \(b\).
\((P \rightarrow 2) \quad([f(\ell)<0 \wedge 0 \leq f(b) \wedge \ell<c \wedge b \leq \ell]\)
\[
\Rightarrow \mathrm{b}<\ell)
\]

GLE inserts \(\sim(b<\ell)\) into \(T Y\) which becomes
\[
[f(\ell)<0 \wedge 0 \leq f(b) \wedge \ell<c \wedge b \leq \ell \wedge \ell \leq b]
\]

CONTRADICTION discovers the equality \((b=\ell)\) in TY, getting
\[
[f(\ell)<0 \wedge 0 \leq f(\ell) \wedge \ell<c]
\]
which holds a contradiction. Q.E.D.
Ex. 3. \((a \leq 2 \leq b) \rightarrow 7 x(0 \leq x \leq 5 \wedge a \leq x))\)
() \(\quad(a \leq 2 \wedge 2 \leq b \rightarrow(0 \leq x \wedge x \leq 5) \wedge a \leq x)\)
\((\mathrm{P} \rightarrow) \quad([\mathrm{a} \leq 2 \wedge 2 \leq \mathrm{b}] \Rightarrow(0 \leq x \wedge x \leq 5) \wedge a \leq x\).
\((P \rightarrow 1) \quad([\quad] \Rightarrow(0 \leq \times \wedge \times \leq 5))\)
\((P \rightarrow 11) \quad([\)
\[
] \Rightarrow 0 \leq x)
\]

PROVE-LE is called which calls LESS = which fails.
PROVE-LE then calls RLE which succeeds with
\[
\{x: 0 \leq x<\infty\}
\]
\((P \rightarrow 12) \quad([\quad] \Rightarrow x \leq 5)\)
RLE
\(\{x: 0 \leq x \leq 5\}\)
\((P \rightarrow 2) \quad([a \leq 2 \wedge 2 \leq b] \Rightarrow a \leq x)\)
RLE
\(\{x:(\max 0\) a) \(\leq x \leq 5\}\)
Here RLE has intersected the interval
\(\{x: a \leq x<\infty\}\) with \(\{x: 0 \leq x<5\}\) to obtain the desired result. However, before it can return this answer it must verify that it is not
empty; i.e., that \(a \leq 5\).
\((\mathrm{P} \rightarrow 2 \mathrm{CHECK}) \quad([a \leq 2 \wedge 2 \leq b] \Rightarrow a \leq 5)\)
PROVE-LE calls GLE, which inserts \(\sim(a \leq 5) \equiv\)
(5 < a) into TY to get
\[
[5<a \leq 2 \wedge 2 \leq b]
\]
which has a contradiction (by routine CONTRADICTION). Q.E.D.

The reader is referred to [1] for a description of the proofs, given by the prover, of Examples \(4-6\) below. LUB, LI, and \(L 2\) are lemmas used in these proofs.

LUB: \(\quad([\exists \mathrm{u} \forall \mathrm{t}(\mathrm{t} \leq \mathrm{b} \wedge \mathrm{f}(\mathrm{t}) \leq 0 \rightarrow \mathrm{t} \leq \mathrm{u})\)
\[
\begin{aligned}
& \wedge \exists \mathrm{r}(\mathrm{r} \leq \mathrm{b} \wedge \mathrm{f}(\mathrm{r}) \leq 0)] \rightarrow \\
& {[\forall \mathrm{x}(\mathrm{x} \leq \mathrm{b} \wedge \mathrm{f}(\mathrm{x}) \leq 0 \rightarrow \mathrm{x} \leq \ell)} \\
& \wedge \forall \mathrm{y}(\forall \mathrm{z}(\mathrm{z} \leq \mathrm{b} \wedge \mathrm{f}(\mathrm{z}) \leq 0 \rightarrow \mathrm{z} \leq \mathrm{y}) \\
& \rightarrow \ell \leq \mathrm{y})])
\end{aligned}
\]

LI: \(\quad \forall x[a \leq x \leq b \wedge 0<f(x) \rightarrow\) \(\exists t(t<x \wedge \forall 8(t<s \leq x \rightarrow 0<f(s)))]\)

L2: \(\quad \forall x[a \leq x \leq b \wedge f(x)<0 \rightarrow\)
\[
\left.\exists t\left(x<t \wedge V_{B}(x \leq s<t \rightarrow f(s)<0)\right)\right]
\]

Ex. 4. (LUB \(\wedge f(\ell)<0 \wedge 0 \leq f(b) \wedge\) \(\forall \mathrm{s}(0 \leq \mathrm{f}(\mathrm{s}) \wedge \ell \leq \mathrm{s} \rightarrow \mathrm{t} \leq \mathrm{s}) \rightarrow \mathrm{t} \leq \ell)\).

Ex. 5. (LUB \(\wedge \operatorname{L1} \wedge \mathrm{L} 2 \wedge a \leq b \wedge f(a) \leq 0\) \(\wedge 0 \leq f(b) \rightarrow 0 \leq f(\ell))\).

Ex. 6. (LUB \(\wedge L 1 \wedge L 2 \wedge a \leq b \wedge f(a) \leq 0\) \(\wedge 0 \leq f(b) \rightarrow \exists x(f(x) \leq 0 \wedge 0 \leq f(x)))\)

\section*{4. REMARKS}

The authors would be interested in hearing how well other provers are able to handle these examples, especially Ex. 4-6.

One of the reasons for our success here was our use of devices such as an algebraic simplifier to avoid the explicit use of the axioms of the real number system. Our special handling of inequalities also attempted such a saving by avoiding such axioms as the transitivity of \(\leq\),
( \(\mathbf{x} \leq \mathbf{y} \wedge \mathbf{y} \leq \mathbf{z} \rightarrow \mathbf{x} \leq \mathbf{z}\) ), but much more needs to be done if we are to smoothly and economically handle the "low level" calculations associated with proofs in analysis. For example, special techniques are needed for absolute values, especially when they occur in connection with inequalities.

We don't think of this prover as ultimate in any sense. At best it will become a part of a more powerful prover we are now trying to build, which will include many of the features mentioned in [10]. For instance, recent work indicates that the use of automatically generated counterexamples can greatly speed up the proofs of these examples and others like them.
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\begin{abstract}
A system is described that automatically determines the rotational and mirror symmetries of two-dimensional patterns. The properties of patterns that determine their symmetries are delineated, a representation scheme based on these properties is defined, and algorithms to perform the symmetry analysis are presented. An implementation based on the SRI vision module is described.
\end{abstract}

\section*{1. INTRODUCTION}

Two fundamental properties of a two-dimensional pattern are its rotational and mirror symmetries. These properties are important in the recognition and location of patterns, because they can be used to locale key features that determine the orientations of the patterns and differentiate them from those that are similar. These properties are especially important in performing industrial vision tasks, in which symmetrical, or almost symmetrical, parts are common. For example, Figure 1 is a part to be picked up and added to a
subassembly. It is two-fold rotationally symmetric (i.e.. its appearance is unchanged by a rotation of 100 degrees). If it is occasionally presented upside down, it would be important to know that it is not mirrorsymmetric (the relative orientation of the holes with respect to a line joining their centers is different in the mirror image;. Since the pattern is not mirror-symmetric, a vision system could detect upside-down parts and instruct the manipulator to turn them over before adding them to the subassemblies.

Current industrial vision systems, like SRI's vision module [5] and Bausch and Lomb's OMNICON [2], recognize patterns on the basis of such global features as the area and perimeter of a pattern, because statistical pattern recognition techniques can easily model such features.
Since these simple vision systems do not use
local features, such as holes and corners, or their symmetries, they cannot automatically determine the orientation of the pattern in Figure 1 or distinguish it from its mirror image.

A few artificial intelligence programs have performed symmetry analysis. Evans' program, which worked geometric-analogy problems, tested the primitive figures to see whether they were mirror-symmetric about a horizontal or vertical axis, [3]. Gips' program analyzed two 3-dimensional strings of cubes to determine whether they were rotational or mirror
* This work was supported by NSF under grant APR75-13074.


FIGURE 1 PICTURE OF A SAMPLE PART
transformations of each other [4], Perkins' program [7] used a form of correlation to determine whether a pattern was rotationally symmetric. That program, like its counterparts, was not intended to perform a general-purpose symmetry analysis aimed at understanding local features, structures of local features, and their properties. It is precisely this kind of comprehensive understanding that is the purpose of the research reported in this paper.

In a recent paper Wechsler [8J describes an algorithm that decomposes two-dimensional patterns into mirror-symmetric components. His approach employs the same mathematical descriptions and tests for symmetry as are referred to in this paper, but his goal is to describe regions rather than characterize structures of local features.

\section*{2. REPRESENTATION SCHEME}

We shall now define a representation scheme based on a set of structural primitives for patterns. The intent Is to identify important constructs, their properties and relationships, and to define a convenient way to describe patterns.

Pattern symmetries are determined by the properties of groups of "similar" features. Features are defined as similar if (1) they have the same description (i.e. type, size, and shape), (2) they are equidistant from the pattern's center of gravity, and (3) they have the same orientation with respect to a line from the pattern's center of gravity to their own. Therefore, if two features are similar, the pattern can be rotated about its center of gravity so that one feature is repositioned at the other feature's original position and orientation. For example, the two holes in Figure 1 are similar.

Groups of similar features are important because they form structures of features that limit the potential number of rotational symmetries for the pattern. In particular, if a pattern is M -fold rotationally symmetric and it contains a structure of features that is \(N\)-fold rotationally symmetric, \(M\) must be a divisor of \(N\),

The representation scheme describes patterns in terms of these structures of features. Since the features in a structure are similar, the structures can be represented by one example of the feature and a list of angular positions. Individual features can either be simple, such as a corner, or complex, such as the entire pattern in Figure 1. Complex features are described in terms of structures of other Therefore, the representation scheme patterns as trees in which the nodes individual features or structures of features. Figure 2 shows the two types of nodes. The "descriptions" of individual features correspond to the global features used by simple vision systems.
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FIGURE 2
NODES IN THE REPRESENTATION

Every node in a tree that represents a pattern has a position, orientation, and rotational symmetry. The "leaf nodes', which correspond to simple lor primitive) features, have inherent values for these properties. The values for the other nodes are functions of their inherent values and the values of the nodes directly beneath them. An important part of the representation scheme is the set of conventions that specify these functional relationships. Unfortunately, these conventions cannot be described for lack of space, but may be found in \([6 j\).

\section*{3. £UHMEI£I AfIALLSIS}

In this section we briefly describe algorithm for performing the symmetry analyses.
3.1 Rotational Symmetry

Given a pattern, the rotational symmetry
analysis builds a tree to describe it and in
the process, determines its rotational
symmetry. The algorithm is as follows:

> RotSymm(PATTERN) = Create a new feature node for the PATIERN Fill in the description of the PATIERN Set the node's list or structures to empty If the PATIERN is complex then For each subpattern call RotSymm(subpat) Group together similar subpattems For each group structure node Create a new structure Add it to the list of structures Select a sample feature for the struct. Kill in the number of occurrences and anngular positions of the features Delete the unused feature nodes Compute the position, symmetry, and orientation of the structure Compute position symmetry, and orientation of the PATIERN

The rotational symmetry of the pattern is the symmetry of the topmost feature node in the tree description.

\section*{-2 Mirror Symmetry Analys}
iven theeddespritit ption of a pattern, the mirror symmetry analysis builds a tree to describe the mirror image of the pattern and, if the two trees are similar, declares the pattern to be mirror-symmetric.

Two short recursive procedures can build the mirror image tree. One produces the mirror image of a feature node, the other produces a mirror image of a structure-of-features node. Since the similarity of two patterns is independent of their orientation, the mirror image of a pattern can be formed' by reflecting it about any axis, not necessarily an axis of mirror symmetry. Therefore, it is not necessary to locate an axis of mirror symmetry to determine whether or not a pattern is mirror-symmetric. The mirror image of a feature node can be formed by reflecting its position and orientation about the X-axis and replacing each structure in the list of substructures by its mirror image. The mirror image of a structure can be formed by reflecting its position and orientation about the \(X\)-axis, replacing the sample feature by its mirror image and reflecting all the angular positions in the list of occurrences about the \(X\)-axis.

The mirror symmetry analysis could be performed without constructing the mirror image tree, but the algorithm would be more complicated.

The experimental system is an extension of the vision system developed by Agin at SRI
International. [1], which performs a connectivity analysis of binary pictures and produces a tree description of the "blobs" in the picture. (A blob is a connected region of uniform color.) The symmetry analysis converts blob descriptions into the symmetry representation and performs the mirror symmetry analysis. The features it uses are holes, elongations (i.e., axes with the minimum second moments), and minimum and maximum radii. The analysis automatically locates these features, groups them into structures of features, and determines their symmetries. Sample results are shown in Figure 3. The pattern in Figure \(3 a\) is not rotationally symmetric, but it is mirror-symmetric. The pattern in Figure 3b is three-fold rotationally symmetric, but not mirror-symmetric. The pattern in Figure 3c is two-fold rotationally symmetric, but not mirror-symmetric.

Since the algorithms analyze digital images, thresholds are required for making some of the decisions. For example, how close to perfect symmetry does a set of features have to be for the program to call it symmetric? The program automatically establishes these thresholds on the basis of the pattern being analyzed and a model of the expected pixel errors. These thresholds, however, can be interactively overridden.

One of the basic goals of this research is to simplify the process of producing programs for recognizing and locating patterns. Ultimately this means the development of a system that can be trained by showing it examples. Such a system would determine the symmetries of a pattern, locate key features, choose the most cost/efiective features to use at run time, and produce a program to perform the task. In contrast thereto, the current program is limited to determining the symmetries and locating some kev features.
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\begin{abstract}
New techniques are described for some of the important computations in the automatic determination of image-to-database correspondences. In particular, a technique to predict a region in the image within which a feature is expected to appear, a set of techniques to verify feature matches, and a technique to extend the refinement process to include a new type of match based on linear features, such as roads, are discussed. These techniques are demonstrated in an example in which the system reduces the uncertainties from approximately plus or minus 200 feet on the ground to approximately plus or minus two feet.
\end{abstract}

\section*{1. INTRODUCTION}

Computing an image-to-database correspondence is a general problem occurring in all knowledgebased systems. In most image tasks the correspondence is a projective transformation, which can be modeled as a function of the camera parameters, such as focal length, \(X, Y\), \(Z\), heading, pitch, and roll. If the parameters are known precisely, the model can precisely predict the two-dimensional image coordinates for any three-dimensional database point.
form of the image-to-database ence problem is to be given good of the camera parameters and be asked them. In navigation this refinement the crucial step that improves the stimate of the location of the plane. detection it is used to align two that the corresponding regions can be

The basic approach we are using to refine a correspondence is to locate known features in the image and use their locations to improve the correspondence. A database contains
descriptions of the available features. The predicted viewpoint and viewing conditions are used to choose features to be located. The estimates of the camera parameters are used to predict what the features look like and where they are likely to appear. Feature detection techniques ("operators") are chosen to locate the features and they are applied. Since the operators may not locate their intended features, their results are verified either by locating, a larger portion of the features or by checking the relative positions of other features. After a set of features has been found, their locations are used to refine the estimates of the camera parameters. The parameters are refined by searching the parameter space for sets of parameter values that minimize the distances between the

\footnotetext{
* This work was supported by ARPA under contract DAAG29-76-C-0057.
}
predicted locations of features and the locations determined by the operators. If the correspondence is not precise enough, the whole process can be repeated.
A number of people have worked on parts of this process \([1,5,4,6,7,8,10,11,12]\), but mainly for ' pairs of images that were taken closely in time and from similar viewpoints.

Our research goal is to produce an automatic system to refine correspondences for Images taken from a variety of viewpoints and under a variety of viewing conditions. This variety makes makes It more difficult to locate features, which in turn, increases the need for verification techniques and carefully planned strategies. Which operators should be used for an image taken from this viewpoint and under these conditions? When should the results of one operator be used to reduce the predicted search area for a nearby feature? This type of question becomes more important as features become harder to find.
To build an automatic correspondence refinement system we need to develop new models and techniques for several of the steps in the process. So far we have concentrated on a few of them: the prediction of Image locations for features, the verification of the results of operators, and the computation of refined correspondences. In this paper we will state our assumptions, describe our new techniques, and present an example.

\section*{2. ASSUMPTIONS}

Our assumptions are summarized in Figure 1. Our experimental system refines correspondences for aerial images of rural areas containing roads [9].
We assume that we have a database of the area on the ground contained in each picture to be analyzed. The database contains the geometry and topology of the features to be used In the refinement process.

We expect the pictures of an area to be from different viewpoints. They may be taken at
5.000 feet or 20.000 feet; they may be *45-degree obligues or vertical pictures. This variety implies that intensity correlation is not always sufficient to locate features.

Aerial images of roads
Perspective images
Repetitive coverage
Variety of sun angles
6) Ground resolutions between

20 feet/pixel and 1 foot/pixel
(7) Time of day and day of year image was taken
8) Estimates of camera parameters
9) Small parameter uncertainties
(10) Maximum uncertainty regions on the ground of \(200 \times 200\) feet
(11) Database of roads and other features
(12) Features obscured by clouds, shadows,and terrain features

\section*{FIGURE 1 ASSUMPTIONS}

Even though the viewpoints may vary widely, we expect to be given good estimates of the camera parameters for each picture. We also expect a measure of the uncertainty associated with each parameter estimate. For example, the HEADING might be estimated to be 75 degrees, plus or minus two degrees. These uncertainties are used to predict the regions in a picture to be searched in order to locate a feature. We will refer to these search regions as "uncertainty regions." The smaller the uncertainties, the smaller the uncertainty regions; the smaller the uncertainty regions, the easier it is to automatically locate the desired features.

Two of our assumptions restrict the range of initial uncertainties about the camera parameter estimates. The first one restricts the combined uncertainties so that they do not imply uncertainty regions on the ground of more than approximately plus or minus 200 feet. The second one restricts the size of each parameter's uncertainty so that it is relatively small. The first assumption, in effect,
restricts the sizes of the uncertainty regions that have to be searched to locate a feature. For example, if an image has a resolution of 1 foot/pixél, the largest uncertainty region would then be approximately 400 x 400 pixels The second assumption limits the portion of the parameter space that the optimizer has to search. It also indirectly limits the maximum geometric change in the appearance of a feature.

\section*{3. UNCERTAINTY. REGIONS}

What region in the picture will have a given probability (e.g., a 95\% probability) or containing a point feature from the database? To answer this question, one has to predict the effect on the location in the image of a feature caused by changing the parameter values in accordance with their stated uncertainties. To do that, one needs a model of their
uncertainties. The error model we use is that the parameters vary according to a joint normal distribution, which is a reasonable assumption for measurements produced by a device such as an inertial guidance system because each parameters error is a sum of several small errors. For this model the uncertainty regions are ellipses in the image plane. The derivation of this fact can be found in [5].

Having found one feature one would expect that its location would greatly restrict the possible locations for a nearby feature. This idea leads to a second type of uncertainty region, a relative uncertainty region. In addition to the normal Information used to compute an uncertainty region, a relative uncertainty region is a function of another feature and its location. Given the assumption that the camera parameters vary according to a joint normal distribution, the relative uncertainty regions are also ellipses. A derivation of the mathematical description of a relative uncertainty region can be found in [5].

A relative uncertainty region is used to reduce the amount of work required to locate a second feature after a nearby feature has been found. This is particularly useful when a possible match for a feature is being verified. The logic is as follows: if this is feature \(A\), then feature \(B\) should be in a small region over there; if \(B\) is not there, then we cannot depend on this being \(A\).

Figure 2 shows the initial uncertainty ellipse and the relative uncertainty ellipse about a point feature. The large ellipse is the uncertainty region predicted from the uncertainties about the camera parameters. The small ellipse is the relative uncertainty region derived from the location of the road marking just above it in the picture.


FIGURE 2 UNCERTAINTY REGIONS

\section*{4. PONT-Qh-A-LINE MATCHES}

Point-to-point matches are the standard feature matches used in correspondence refinement. We have introduced point-on-a-line matches because many of the prominent features in pictures are linear, such as roads in aerial images and surface-intersection edges in blocks-world images. To do so we have implemented operators to find points on roads, developed techniques to verify these matches, and extended the parameter refinement process to use them.

We have Implemented two techniques that locate oints on roads. One is used at low resolution e.g., 20 feet/pixel) when roads appear as lines,' and one is used at high resolution
(e.g., 1 foot/pixel) when the internal structure of the road is discernible. The low resolution technique is based on the Duda road operator [2], which is a type of line-finding operator. The high resolution technique is an adaptation of Quara's road tracking operator [13]. which performs a one-dimensional correlation of the expected road cross section to portions of the image.

There is a built-in trade-off between point features and line features: it is easier to find a point on a line than it is to locate a point feature, but less information is gained by doing so. Point-to-point matches produce twice the number of constraints for the refinement process, but they are generally more expensive to find because an area search is required as opposed to a linear search for point-on-a-line matches.

\section*{5. CORRESPONDENCE REFINEMENT}

The correspondence refinement process (or "optimizer") is similar to Gennery's approach to calibration [11]. It solves the nonlinear problem by iteratively solving linear approximations. For point-to-point matches a three-dimensional point in the world is matched with a two-dimensional point in the image. In that case the optimizer has two residuals per match to use to improve the camera parameter estimates: the \(X\) and \(Y\) components of the difference between the predicted image of the world point and the point in the image at which the operator located its match. If instead of locating a specific point, an operator locates a point on a line, the optimizer only has one residual to use because the point could be any place along the line. The residual for a point-on-a-line match is the shortest distance from the point to the line. As the optimizer searches for improved camera parameters, the image of the three-dimensional line should get closer to the point located by the operator, but the closest point on the line may slip back and forth along the line.

So far the optimizer has only been extended to handle point-on-a-line matches. It may be useful to extend the optimizer to include other types of matches that involve a point and an analytic curve, e.g., a point-on-an-ellipse match. The máin components of such an extension are (1) a procedure to compute the minimum distance between a point and the curve and (2) a procedure to compute the partial derivatives of that distance with respect to the camera parameters.

The optimizer could even be extended to arbitrary curves by incorporating a procedure, suoh as chamfering [3], that Cmputes the distance between a point and an arbitrary curve. Unfortunately, such distance computations are generally expensive.
The current implementation of the optimizer is relatively fast. It takes one second on our \(\mathrm{KL}-10\) to perform one iteration when 100 residuals are used to refine the estimates
(Recall that each point-to-point match adds two residuals; each point-on-a-1ine match adds one.) Five to ten iterations are normally required to achieve convergence, which is defined to be a state in whioh the parameter adjustments are on the order of .00005 units.

As Gennery points out, the optimizer can be used to filter out "mistakes" by iteratively deleting the match with the largest normalized residual, if it is larger than a threshold. In practice this heuristic has proven to be useful, but it is expensive and does not always produce the intended result. Therefore, it is important to filter out as many mistakes as possible before calling the optimizer. The next section describes some of the ways this filtering or verification can be done.

\section*{6. FEATURE VERIFICATION}

As mentioned in the last section, it appears to be more cost-effective to filter out mistakes, if at all possible, before applying the optimizer. We have identified four possible methods for performing such filtering:
Operator threshold - Be suspicious of any match for which the operator does not produce a confidence above a certain threshold; e.g., if a two-dimensional correlation operator roduces a correlation of less than .8, gnore its results.

Self support - Be suspicious of any match that cannot be verified by locating a larger portion of the same feature; e.g., if an operator locates a point that is supposed to be on a road but the road tracker cannot extend the match, ignore it.
Pairwise support - Be suspicious of a pair of matches if they are not positioned correctly with respect to each other: e.g., if the distance between the matching locations for two road markings is significantly longer than expected, assume that at least one of the matches is incorrect.

Group support - Be suspicious of a set of matches whose locations do not form a predicted structure; e.g., if the matching locations for four features do not form a square, as expected, assume that at least one of the matches is incorrect.

We differentiate between these heuristics because they require different models and techniques.

It is relatively straightforward to apply all of the verification methods to point features. The relative uncertainty regions can be used to determine if two features are mutually
consistent. This pairwise consistency can be extended to group consistency through maximal clique techniques [1] or through optimal embedding techniques [8].
Additional care has to be taken to apply the verification techniques to point-on-a-line matches. The Important test is to be able to distinguish pairwise consistent matches from pairwise Inconsistent matches when one or more of the matches is a point-on-a-line match. Figure 3 shows the three significantly different cases. In Figure 3a one of the two matches is a point-to-point match and one is a point-on-a-line match. If the slope of the line is known accurately, the distance between the point and the line can be used to determine if the matches are consistent. Since the uncertainties associated with each camera narameter are relatively small, the slope of the ? ine should remain relatively constant. Thus the distance from the point to the line should be relatively constant.


In Figure 3b both of the matches are point-on-a-line matches and the lines are essentially parallel. In this case the distance between the lines is sufficient to check the relative positions of the two matches. For example, if an operator is trying to locate both sets of lanes on a freeway, the distance between the two sets of lanes should be within a predetermined range.

If both of the matches are point-on-a-1ine matches and the lines are not parallel, as in Figure 3 c , some additional information is needed in order to check their relative consistency. One solution is to intersect the two lines and use that point in conjunction with a third match to check the relative position of all three matches.

\section*{7. EXAMPLE}

The example task is to refine the
image-to-database correspondence for the picture shown in Figure 4using its full resolution of approximately 2 feet/pixel. The initial uncertainties about the camera parameters imply uncertainties in the image of plus or minus 95 pixels, which correspond to approximately plus or minus 190 feet on the ground. The goal is to reduce these uncertainties to approximately plus or minus one pixel, an increase in precision of almost two orders of magnitude.

The database used in this example contains two types of features, linear road segments and road surface markings. Figure 5 shows the features that are available for this site. The lines represent the road segments and the pluses represent the surface markings. The appearance of each road segment is described by a road cross section model. The appearance of a surface marking is described by an image patch from a previous picture of the site.

A fixed strategy has been implemented to use these features to perform the task and demonstrate our new techniques. The basic approach is to locate the linear features first because they are less expensive to find, use them to refine the camera parameters, locate the point features, use them to verify the first refinement, and then perform a second refinement using both the points and the lines.


FIGURE 4
PICTURE TO BE CALIBRATED


FIGURE 5 DATABASE \(\mathfrak{r} E A T U H E S\)

Given estimates for the camera parameters, the system predicts the location of the road segments In the new picture. Figure 6 shows these predictions, which are shifted left and down approximately 60 pixels from their actual locations. The estimates of the camera parameters are also used to warp each road cross section to the expected size and orientation of the corresponding road segment. In addition, the estimates of the uncertainties about the camera parameters are used to predict the uncertainty regions about the center points of each linear segment. Figure 6 shows these uncertainty ellipses that have a \(95 \%\) probability of containing the desired point.


FIGURE 6
PREDICTIONS AND UNCERTAINTY REGIONS

The search strategy for a linear feature is to look along lines perpendicular to the expected location of the feature. The lengths of the search lines are determined by the uncertainty ellipse.

The high-resolution, one-dlmenslonal correlation operator is applied along the search line to locate points that may be on the desired road The self-support method is used to verify each candidate point. That is, the road tracker is asked to track the road for a short distance. If it cannot, the point is abandoned.

Self-support is not sufficient to identify some road segments because there are two or three parallel roads that are close to each other and all look alike. Pairwise and group support are used to identify these roads on the basis of preplanned groups of features. For example, Figure 7 shows three sets of lanes, two of which are difficult to tell apart. The relative locations of the three sets of lanes are used to determine the correct matches. The lines perpendicular to the roads indicate the final choice for a consistent set of matches.

Figure 8 shows the results of searching for all of the road segments In the database (shown In Figure 5). Two of the roads were not found because the contrasts were not sufficient to produce matches with the desired confidence. The matches were given to the optimizer along with the initial estimates of the camera parameters and the uncertainties about the estimates; the optimizer produced new estimates


FIGURE 7
EXAMPLE OF GROUP SUPPORT


FIGURE 8
ROAD ACQUISITION RESULTS


FIGURE 9

NEW PREDICITIONS
for the parameters and new uncertainties. Figure 9 shows the new predictions for the locations of the road segments. The new uncertainties imply uncertainties in the image of approximately plus or minus 1.5 pixels, close to our goal.

To verify the new estimates the surface markings were located. The new estimates were used to predict the locations and appearances of the features; the new uncertainties were used to predict the uncertainty regions; and two-dimensional correlation was used to locate the features. The average difference between the predicted location and the matching location was approximately 1.3 pixels and the largest distance was 1.7 pixels. The final refinement based on both the lines and the points reduced the uncertainties in the image to approximately 1.1 pixels, which is very close to our goal and corresponds to approximately 2.2 feet on the ground.
We have begun to experiment with pictures containing clouds. Figure 10 shows the linear features that the system found in one example.


FIGURE 10 ROAD ACQUISITION RESULTS IN CLOUDS

\section*{8. CONCLUSION}
wee described and demonstrated a set of techniques to perform some of the subtasks required in an automatic system to refine image-to-database correspondences. In particular, we discussed techniques to compute uncertainty regions, techniques to incorporate point-on-a-line matches, and techniques to verify the results of operators. These techniques were combined to form a strategy, which we demonstrated in an example task.

Additional research is required on several other key subtasks required in an automatic system, such as, the selection of features and the tailoring of a strategies to different tasks. Other needs include better feature modeling, better operators to locate features over a wide range of viewing angles and conditions, and an alternative to least-squares optimization.
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\begin{abstract}
This paper presents BAOBAB-2, a computer program built upon the MYCIN system [II], that is used for understanding medical summaries describing the status of patients. Due to the stereotypic way the physicians present medical problems in these summaries in addition to the constrained nature of medical Jargon, these texts have a very strong structure. BAOBAB-2 takes advantage of this structure by having a model of this organisation as a set of related schemas that facilitate the interpretation of these texts. Structures of the schemas and their relation to the surface structure of the text are described. Issues relating to selection and use of these schemas by the program during the interpretation are discussed.
\end{abstract}

\section*{| Introduction}

Early works on memory [1] and numerous psychological experiments [5] have suggested that people hearing a story make assumptions that they might revise or refine as more information comes in to confirm or contradict them. Making such assumptions entails building (or retrieving) models of the expected text contents. A corollary of this process is that, if the story adequately fits the model people have in mind, the story will be understood more easily.

Although it is difficult to give a formal definition of what constitutes a coherent text, we have an intuitive notion that sentences that compose it form episodes that are linked by different kinds of relationships, cause-effect, chronological orderings and the like. Medical summaries are highly structured; their structure can be described in terms of topic. An important problem is recognizing the different topics and deciding when a "shift of topic' occurs.

\section*{2 Related work and goals}

Al research has recently explored strategies to recognize shifts of topic occurring during dialogs or written texts. The two main issues faced in doing so are the necessity to narrow down the space of possible referents of a linguistic object and the risk of combinatorial explosion. Thus, Grosz [6] studied the role of focus in the interpretation of utterances and its relation to domain structure. She used the task structure to resolve definite noun phrases in task-oriented dialogs. Sidner [12] extended this work to determine the use of focusing in the resolution of pronoun references and other kinds of anaphors occurring in dialogs. De Jong (in [10]) has used "scripts" [9] to study another kind of structured texts, such as accident reports.

All of this work and the present study have a common feature: they do not interpret sentences in isolation, but rather in' the context of an ongoing discourse and hence they use discourse structure. BAOBAB-2 " also explores issues of (1) what constitutes a model of highly-structured texts and (2) how and when topic shifts occur. The rationale to study schema shifts in the present work are twofold: first, it enables the program to narrow down the space of possible interpretation! of inputs and second, it capitalizes on the coherence of texts, which is mainly a task of detecting anomalies, asking the user to clarify vague pieces of information or disappointed expectations, suggesting omissions.
" This research was supported by the Advanced Research Projects Agency under contract DAHC 15-73-C-0435 and a grant from l'Institut de Recherche pour I'Informatique et i Automatique.

The domain of application is the medical summaries for which processing so far [8] has mainly consisted of filling in formatted grids and has not exhibited any interactive behavior. The program objective is to understand summaries about meningitis cases typed in "medical natural jargon" by a physician, interacting with her or him either to ask questions or to display what it has understood.

The program utilizes a model of what medical summaries typically look like to guide the comprehension. This model consists of a set of related schemas (structures containing domain-specific knowledge which resemble "frames" [7] or "scriptsts" [9]) described below For example, it knows that there is a main character who is the patient This patient presents symptoms He is admitted to the hospital A physician observes signs Some exams are performed, cultures are taken and eventually results are obtained. The physician describes the status of a patient The program uses both its medical knowledge and its model of the usual description of a medical case in order to produce an internal structure usable by MYCIN, which then attempts to make a diagnosis

The program behaves like a clerk or a medical assistant who knows what the physician has to describe and how a malady is ordinarily presented. It reacts to violations of the model, such as a description ignoring symptoms or the mention of a culture that has been drawn but for which no result is ever given. It docs not attempt to use its knowledge to infer any diagnosis but in certain cases can draw inferences that will facilitate MYCIN'S task. It uses these to establish relationships between the concepts stated in order to interpret what is said; for example, it knows that "semi-coma" refers to the state of consciousness of the patient and "hyperthyroidism" to a diagnosis. A potential use of the program is to allow the physician to volunteer information before or during the consultation thereby decreasing her/his frustration at having to wait until asked by the system to mention a crucial symptom.

BAOBAB-2 is comprised of: (a) a parser mapping the surface input into an internal representation; (b) a set of schemas, representing a model of the kind of information it is ready to accept and the range of inferences it will be able to draw; (c) episode-recognition strategies, making it possible to focus on particular pieces of the texts and (d) a generator of English used to display in a non-ambiguous fashion what has been understood This paper will emphasize on the episoderecognition strategies. Detail on the other parts can be found in Bonnet [2] and i3]. These techniques have been successfully implemented using INTERLISP in a program connected with MYCIN'S data base, running on the DEC KA-10 of the medical center at Stanford University.

\section*{3 Text and model.}

As noted earlier, medical summaries have a stereotypic structure. They can be viewed as a sequence of episodes that correspond to phrases, sentences or groups of sentences dealing with a single topic These topics constitute the model and are represented by schemas Understanding the content of an episode leads to building one or several internal clauses referring to the same schema In other words, processing and understanding a text consists of mapping episodes in the text onto schemas that constitute the model. Matching a schema can be "discontinuous", that is, two episodes referring to the same schema are not necessarily adjacent in the text (they might be separated by an episode referring to another schema). We will refer to this phenomenon as a temporary schema shift.

A typical scenario is as follows; The medical case is introduced by giving general information such as the date and the reason for admission to the hospital. Then the patient is presented (name, age,...). Symptoms (noted by the patient) and signs (observed by the physician) are described. A physical exam is usually performed and cultures are taken for which results are pending or available. In the latter case, they are given in detail. The structure of such a text can be captured in a sequence of schemas as shown on Figure 2.
```

[SSYMPTOMS
(SYMP legalvals (CHILL HEADACHE PHOTOPHOBIA....)
tobofllled T)
(TEMP Oxpect (BETWEEN 94 108)
whenfllled INFERFEVER)
:
(STATE-OF-CONSCIOUSNESS expect (ALERT OBTUNDED..)
default ALERT)]

```

Figure 1: Part of a schema.


4 Strategies to detect new episodes.
Top-down vs. bottom-up Sometimes the schema is explicitly announced, as in "Results of the culture". This is a namedriven invocation of the schema Mote often, the instantiation of the schema is content-driven The clues used are : the attributes associated with the schema, their expected values (if any), and other concepts that might suggest the frame; for example "skin" is related to "rash" which belongs to the physical exam schema. These are indeed very simple indices Research on more sophisticated methods for recognizing the relevant schema, such as discrimination nets, have been suggested by Charniak [4].

Suggest vs. confirm: Sidner [12] makes a distinction between potential and actual shifts of focus, pointing out that the cues suggesting a new frame must be confirmed by a subsequent statement in order to avoid making unnecessary shifts

We handle this phenomenon in a different fashion Instead of waiting for the suggestion to be confirmed, a qualitative distinction is made between the slots of a frame. The ones marked as suggesting but not confirming are regarded as weak clues and will not lead to a shift of focus, whereas the ones marked as confirming (hence suggesting) are sufficiently strong clues to command the shift. This distinction can be illustrated by the following two examples.
(1) The patient was found comatose. She was admitted to the hospital A lumbar puncture was performed. She denied syncope or diplopia...
(2) The patient was found comatose. He was admitted to the hospital. The protein from csf was \(58 \mathrm{mg} \%\).... (csf - cerebro spinal fluid)

In example 1, the lumbar puncture weakly suggests that "csf results" are available. In example 2, a detail of csf result (strong clue) is given directlv; in other words, the physician jumps into detail and the topic csf results" is directly confirmed.

Termination conditions and actions. A schema is usually terminated when all of its slots have been filled. This however is an ideal situation that does not occur very often More often, the intervention of a new schema implies the current schema becomes out of focus A "terminated-by" slot has been created to define which schemas can explicitly terminate others; for example, the \$SYMPTOM schema usually closes the \$IDENTIFICATION schema (name, age, sex, race), as it is very unlikely that the speaker will give the sex of the patient in the middle of the description of the symptoms. This is due to the highly-constrained nature of the domain When a schema is terminated, the program infers all the default values of the unfilled slots. It also checks whether the expectations set during the story have been fulfilled These actions can be performed only when a shift has been detected or at the end of the dialogue; otherwise, the program might ask too early about information that the user would indeed give later. In the case where a schema has been exhausted (all its slots filled), an a priori choice is made with regard to the next schema likely to appear. This is performed by using a preferabh-followcd-by pointer that, in the absence of a bottom-up (data-driven) trigger for the next schema, decides in a top-down fashion which one is the most probable at a given point.

Schema-grammar links. The grammar used to parse the text is divided into specific rules and non-specific rules. Specific grammar rules are associated with particular slots in the schemas and describe the way they could be mentioned at the surface level. Categories used in the rules are things like <patient>, <sign>, <diagnosis>. This link between the grammar and the schemas provides a means to try in priority those grammar rules that are appropriate to the schema in focus. The
notion of grammar rules in focus can be viewed as an extension of Grosz's [6] notion of focusing mentioned above. A schema shift thus leads to re-ordering the specific rules.

\section*{5 Conclusion}

The strategies outlined above could be applied to a broad range of structured texts. The approach rests on the assumption that their scenario can be seen as sequences of episodes identifiable by the program, in order to be integrated into appropriate schemas. Therefore, clustering attributes into frame-like structures must make sense in the domain of application The episodes could simultaneously refer to several schemas, that is, the schemas associated could have slots in common. Furthermore, it should be possible to define partialordering links between schemas. Therefore, the more structured the text is the less unexpected shifts are necessary, and the easier is the interpretation process

Expert systems usually need some kind of understanding to communicate in natural jargon with various users (expert, consultant, student). The technique described here (breaking clown the knowledge into schemas that should correspond to different pieces of texts, associating semantic grammar rules with the schemas. and using strategies for recognizing episode shifts) should be applicable in such domains

\section*{G Example of a session}

The physician types the input in upper case after the double asterisk, BAOBAB-2's responses are in lower case. Generation of what the program has understood is somewhat "heavy" for the main purpose is to be unambiguous. Some passages have been cut off for lack of space. A few comments have been inserted on the right for sake of illustration. Names of schemas start with a 8.

\section*{** REASONS FOR ADMISSION: CHILLS HEADACHE MALAISE} (sets up expectations)
Ok, I will oxpoct these symptoms
** DATE Of ADMISSION; DECEMBER 251978
My understanding 1s that:
the patient was admitted at the hospital 4 days ago
** PAT IS A 26 YEAR OLD CAUCASIAN FEMALE
My understanding 1 s that:
the ago of the patient 1s 26 years
tho race of the patient is Caucasian
the sox of tho patient 1s female
the name of tho patient 1s Pat
** ONE DAY PRIOR TO ADMISSION SHE EXPERIENCED
CHILLS AND HEADACHE
(shift to \$ symptoms)
My understanding 1s that: (time inferences)
Chill 1s one of the symptoms that the patient had
5 (lays ago, headache 1 s one of the symptoms that
the patient had 5 days ago
** ONE DAY AF1ER SHE HAD A MALAISE
My understanding 1s that:
malaise 1 s one of the symptoms that the patient
had 4 days ago
** A LUMBAR PUNCTURE WAS PERFORMED
My understanding 1 s that:
a lumbar puncture has been performed on the patient
** SOCIAL HISTORY: OCCASIONAL ALCOHOL USE
Do you suspect rocent alcoholic history 1 n Pat?
(clarification)
** NO
My understanding 1 s that:
tho patient is not an alcoholic
** THE SKIN IS NORMAL
(leads to a clause via inference)

My understanding 1 s that: the patient does not
have a rash or cutaneous lesions
** NECK: MARKED NUCHAL RIGIDITY
My understanding 1 s that:
MenIngismus 1s one of the signs that the patient
showed (clause via inference)
** CSF RESULTS (sets up a context)
Ok.
** VBC 9500 (understood in context)
My understanding 1s that:
the WBC from the CSF 1s 9500 etc.
**WBC FROM CBC: 235
My understanding is that:
The white count from the patient's peripheral cbc (in thousands) 1s 235
** THE VALUE OF WBC IS 225
\{corrects a mistyping)
Instead of 235?
** YES
My new understanding is that:
The white count from the patient's peripheral cbc (1n thousands) 1s 225 etc.
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\begin{abstract}
The acquisition of concepts induced by structural descriptions of pictures is discussed and a representation scheme is presented which allows the construction of various abstractions based on different points of views and their storage in a simulated associative memory.
\end{abstract}

\section*{INTRODUCTION}

In order to introduce the material contained in this paper, we will follow the views and terminology used by Hayes-Roth and McDermott in their recent work / I /, /2/:
"Concepts are pattern temptates : events which match a concept are recognized as belonging to the class delimited by that concept. (...) The machine learning problem with which we are concerned can be stated in the following way : given a collection of concepts (...) and a way of describing events in terms of their structure, construct a machine which is able to induce additional concepts (...) from training data. " 1/1/, p. 156)

From there, they identify three distinct problems J
1) the description problem, asking for a "formal scheme for describing complex events which facilitates the generation of abstractions"
2) the comparison problem, i.e. the problem of finding commonalities between two examples of the same concept or abstraction
3) the storage problem, i.e. the problem of storing discovered abstractions in such a way that tney could be used as temptates for recognition of events, and as knowledge representations to be improved by learning, learning being viewed here "as a continual process of knowledge expansion, that is, as the acquisition, in adaption to training experiences, of higher-order, more complex and more elaborate knowledge structures".

We propose in this paper a different solution to each of these problems, our approach being motivated by a rather divergent view on the modalities of knowledge expansion.

\section*{TVO POSSIBLE APPROACHES FOR KNOMEDGE EXPANSION}

The approach taken by Hayes-Roth and McDermott is, in their own wording, to improve the precision of the knowledge representations by learning, if new instances of the same concept are provided. More precisely, according to the example they give, they first construct an initial (actually too narrow) concept by listing all common properties of two selected events, and then refine it (actually extend it) by removing some commonalities not found in a third event, and so on : this amount to first retaining all constituents as potential properties of a concept and then gradually discarding some of them. The matching involved in recognition is then a partial matching.

On the other hand, the approach we have taken consists of isolating first basic constituents, and classifying them according to various points of views, thus defining basic concepts in different contexts; a global concept is then constructed by combining basic concepts into more elaborate, higher-order concepts, and so on, until gradually all constituents have been taken into account : the matching involved is thus a complete matching, dissimilarities being removed by means of equivalence classes, or subconcepts.

A consequence of our approach is that learning cannot be considered as an autonomous process, but must necessarily interfere with a complementary tutoring process, providing the frame for
the differentiation of contexts, classification of constituents and the naming of concepts. This will be first illustrated by means of a simple example of a teaching session conducted on our interactive graphic system.

\section*{Example :}

In a first step, the teacher will be asked to draw simple connected patterns (i.e. basic constituents), and to provide the appropriate names for equivalence classes, thus defining basic concepts by extension:
pattern concept name

```

nose
eye-mouth
shape

```

In a second step, he can draw pictures with more complex structures (i.e. single or multiple events, or instances of higher-order concepts), together with concept names:
picture higher-order concept name
face
A definition by generalization of the corresponding concepts will be constructed by substituting basic concept names for occurences of simple connected patterns (first level of abstraction). To verify that these concepts have been learned, the teacher can then draw pictures, asking for recognition:
\begin{tabular}{ll} 
picture & response \\
(1) face \\
(1) face & ?? (unrecognized)
\end{tabular}

The learning process could go on in two different directions
first by drawing more and more complex pictures, for example introducing body configurations with heads, arms and legs, leading to higher levels of abstraction
secondly by defining alternate basic concepts (i.e. different equivalence classes of the same patterns) for analyzing the same pictures, thus implicitely refering to another context or frame of intentionality and achieving various levels of differential abstraction


The solutions to the three problems mentionned above will be now reviewed in detail.

\section*{THE DESCRIPTION PROBLEM}

The interface between the teacher (human operator) and the learning system (computer program) is a graphic tablet together with a display. A fairly complex software analyzes line drawings and identifies simple connected patterns such as those presented in the above examples. This primary capability of the learning system could be viewed as a pure sensorial perception. In order to obtain a satisfactory structural description, a few more primitive perceptual capabilities are required. Our present (rather incomplete) system allows for the determination of the relative position of simple connected patterns using the three binary relations ABOVE, LEFT, and SURROUND.

The structural description resulting from this perception is given in the form of a binary tree, the perceptual tree, where basic concept names have been substituted for any of their instances (i.e. a first level of abstraction has been per-

picture
perceptual trea
It is notaworthy that this description. In contrast to that in /1/. is not parameterized, the identification of each constituent being taken into account by its position in the binary tree.

\section*{THE STORAGE PROBLEM}

The solution to the storage provlem, which in Hayes-Roth and McDermott terminology refers to the way of representing abstractions or concepts. will te presented next to allow for an easy
treatment of the comparison problem.
The purpose of classifying constituents Into multiple equivalence classes. Is to allow for the recognition of events in various contexts. A workable Knowledge representation can thus be obtained by a mere reshaping of perceptual trees, grouping multiple concept definitions based on the same point of view into a ternary tree, each such tree representing a context.

More precisely, each perceptual tree is first rewritten as a list in postfix order, and then imbedded in a binary search tree where leading common sublists are factorized (or shared) for economical memory storage and quick access. The appropriate concept name is then attached to the queue of each list in a so-called naming node. The resulting structure forms a context tree. Leading sublists can be used to define subconcepts by inserting naming nodes, which have then to be Jumped over.


\section*{THE COMPARISON PROBLFM}

With the type of knowledge representation just described, finding commonalities and recognizing events becomes equivalent to retrieving, in context trees, concepts whose definitions match subtrees of perceptual trees.

More precisely, recognition of a event given by its perceptual tree will be conducted by successive reductions : each subtree (of a given perceptual tree) matching a concept's definition
will be replaced by the name of that concept) if the perceptual tree eventually reduces to a unique naming node, a global concept will thus be identified.

Knowledge expansion, on the other hand, is achieved by the insertion in postfix order, into appropriate context trees, of reduced, but unrecognized, perceptual trees.

The reduction algorithm itself consists of three imbedded recursive procedures : the most inner procedure is the classical recursive version of binary search with insertion using a sentinel, modified to Jump over naming nodes; the second inner procedure traverses subtrees of perceptual trees in postfix order, each node being in turn searched for at a given level in a context tree: this amounts to attempting a partial match on subtrees) the outer procedure traverses perceptual trees in postfix order, attempting a partial match at each node, i.e. on each subtree.

\section*{EXPERIMENTS PERFORMED WITH THE SYSTEM}

This system has been used primarly in an experiment involving the learning of Chinese characters /3/. The range of candidates (a subset of 70 characters based on 50 basic patterns have been selected) was imposed by the limited perceptual power of the system.
On a configuration involving a CDC CYBER 73 computer, a character abstraction or recognition takes from less to 0.1 to 0.5 sec depending on the character's complexity.
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Marr's [2] axial symmetry theorem is extended to cater for situations in which the expansion function has no points of inflexion.

\section*{1. INTRODUCTION}

Marr's [2] "analysis of occluding contour" (henceforth AOC) argues that we simply cannot avoid interpreting silhouettes as being formed by "generalised cones", where, among the various definitions which have been offered for such surfaces, we refer to the relatively restrictive formulation given by Marr [2, P.467] That being the case, one faces the practical problem of extracting from a silhouette the cone's defining parameters: its straight line axis \(A\), the twice continuously differentiable closed planar curve \(p(r, 8)\) which is the cross section function of the cone, and the twice continuously differentiable positive realvalued function \(h(z)\) which defines the expansion of the cross-section function \(p\) as it is moved along the axis \(A\). Theorem 3 of [2],the "axial symmetry theorem" (henceforth AST), embodies the basic technique for extracting the image \(A^{*}\) of the axis \(A\). Unfortunately, one of the conditions of AST, necessary for the proof, is that \(h\) have at least one concavity. Since the end points of a generalised cone are clearly convex, this amounts to requiring at least one point of inflexion on \(h\), which by lemma 1 of \(A O C\) is preserved by an orthogonal projection.

Many generalised cones have no points of inflexion in their expansion function. Fig. 1 shows some commonly occurring examples, (a) an ellipse (and in particular a circle), (b) an egg shape, and (c) a smoothed (right) cylinder. One clearly would not hesitate to assign axes to these figures, save perhaps for the circle. Of course, depending on the particular function \(h\), the assignment of axes may be rather ambiguous (fig. 2), This issue will not be dealt with in this paper.


Fig. 1


Fig. 2
An examination of Fig. 1 , and many similar examples, suggests a modified form of Marr's AST which relies upon finding zeroes and stationary
points of the curvature of \(h\), and upon matching parts of the contour along which the curvature (as opposed to the value of \(h\) ) is monotonic. To bring this idea to fruition we need to examine how the concavity clause is used in the proof of the AST.

\section*{2. A REFORMULATED AXIAL SYMMETRY THEOREM}

The assumed concavity of \(h\) is used to guarantee at least two matchable segments of contour, and to force a unique choice of axis. It is noted that a concave (convex) segment of \(h\) gives rise to two concave (convex) segments of the contour on either side of the image \(\Lambda^{\mu}\) of the axis. possibly laterally displaced because of the eccentricity of the cone. The preservation of points of inflexion of \(h\), where the curvature of \(h\) is zero, is guaranteed by lemma \(l\) of \(A O C\) and is used implicitly.

Suppose we replace "point of inflexion" by "a point where the curvature of \(h\) is zero or has a stationary value". Curvature is defined by
\[
k=h_{2} /\left(1+h_{1}^{2}\right)
\]
and
\[
\left.k_{1}=h_{3}\left(h_{1}^{2}+1\right)-3 h_{1} h_{2}^{2}\right) /\left(1+h_{1}^{2}\right)^{3 / 2}
\]
where \(h_{i}=\partial^{i} h / \partial z^{i}\). Since curvature depends on the second derivative, its stationary points are only defined if the third derivative exists and its continuous. We now impose this requirement on h, which amounts to strengthening slightly the notion of a "nice" surface in AOC.

Marr's approach depends upon discovering which properties of a planar curve are preserved under a nonsingular linear transformation, in particular under orthogonal projection. Lemma 1 of [2] shows that points of inflexion of the expansion function \(h\) are so preserved, and it is straightforward to show that stationary points of curvature are too. Take any planar slice through the generalised cone containing the straight axis \(\Lambda\). The definition of the generalised cone guarantees the existence of a continuous 1-1 onto function \(H: R \rightarrow R^{2}\) which relates movement along \(\Lambda\) to the corresponding movement along the contour. Since \(L\) is linear, \((L H)_{n}=L\left(H_{n}\right)\) for all \(n\). In particular, it is crucial for the proof of Lemma 1 of \(A O C\), though not noted there, that (LH) \({ }_{n}=0\) iff \(H_{n}=0\).

Most of the proof of AST carries over also. The bounding contours are defined by \(A^{(i)}\left(z, \theta_{i}\right)=h(z) * p\left(\theta_{i}\right)\) for \(N \leqslant z \leqslant S\) and
\(i=1,2\). That is to say there are two contour generators \(A^{(i)}\) between any pair of "poles" of the generalised cone. Note that
\(\partial A^{(i)} / \partial z=\rho\left(\theta_{i}\right) * h_{1}(z)\), which is the basis of the proof of AST. Moreover, \(A_{n}^{(i)}=\rho\left(\theta_{i}\right) * h_{n}(z)\) so that a portion of \(h\) having negative (positive) curvature produces two such components flanking the image of the axis and preserves their sense. The remainder of the proof of AST carries over and we have

Axial symmetry theorem: Let \(\sum=\rho \times h\) be a generalised cone with convex cross section \(\rho\). viewed distantly from its associated viewing plane \(\pi\). Then
either the silhouette is circular and may be decomposed along any diameter
or (1) the silhouette decomposes into segments by splitting it at points where the curvature is zero or is stationary
(2) the image of the axis establishes an axial symmetry between \(\max (2, n-2)\) contour segments in which the correspondence preserves the monotonicity of the curvature
(3) if \(c_{i 1}\) and \(c_{i 2}\) are corresponding segments and if \(d\left(c_{i j}\right)\) denotes the average perpendicular distance from \(d_{i j}\) to the image of the axis, then \(d\left(c_{i 1}\right) / d\left(c_{i 2}\right)\) is independent of \(i\).
3. REMARKS

Case 1 of the re-formulated AST is to cater for the case where curvature is constant and nonzero. It is a happy feature of this re-formulation that it explicitly involves curvature, a surface property which plays a vital role in perception ([1]. [3]. [4]). Since points of inflexion are points where the curvature is zero there are always at least as many sectors generated by the reformulation as in the orginal AST, and there are usually several more besides. This means that there are more points for a program to match and so the extraction of the axis is likely to be more accurate, even in the case of joins, such as Marr [2, fig. 18].

For completeness, the segmentation points and axes are given in Fig. 3 for the shapes in Fig. 1.


\section*{Segmentations points for the abjects in Fig. 1}

Fig. 3
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\begin{abstract}
An initial attempt to synthesise some of the ideas of Marr and Horn about surface geometry and lighting is described. In some situations the direction of the sun can be deduced from intensity values on a section of a generalised cone which flanks a bounding contour.
\end{abstract}

\section*{1. INTRODUCTION}

A key problem in developing a computational theory of visual perception is to discover the constraints which hold between lighting, and the geometry and photometric characteristics of a surface, which together with the prior assumptions of a viewer enable the interpretation of a two dimensional image as depicting a threedimensional scene. The work reported here arose from a study of the ever-present problem of determining occlusion relationships in a single image. A companion paper [I] argues firstly that the current stock of ideas about occlusion are extremely limited, and secondly that the best way forward currently seems to be to aim for a synthesis of the work of Marr [3] and Horn [2]. Marr [3] argues persuasively that a viewer has strong preconceptions regarding the three dimensional surface which generated a given silhouette in an image, and proves that under a number of precisely stated assumptions these preconceptions amount to requiring that the generating surface be a "generalised cone". Several accounts of generalised cones have appeared in print, and we adopt here the restricted version defined by Marr [3|. A generalised cone results from moving a twice continuously differentiable planar closed curve \(p(r, 6)\), called the cross-section function along a straight axis \(A\), subject to expansion according to a twice continuously differentiable positive real-valued function \(h(z)\), [2, p. 467 and fig. 5]. Horn [2] shows how surface geometry, lighting and the reflectance characteristics of a surface combine to produce intensity values, and points out that in some cases one can deduce surface geometry from intensity shading. Woodham [5] and Ullman (personal communication) have pointed out that although one can make
surprisingly detailed assertions about the curvature of a surface from a small region in an image, it is hard to decide whether it is convex or concave. However, this ambiguity is usually resolved if one can see a portion of the bounding countour of an object. This suggests that a good way to begin synthesising the ideas of Marr and Horn is to see what can be deduced when the contour region of a generalised cone is illuminated. This paper describes an initial attempt to develop such an analysis, and shows that in some cases the direction of the sun in an image can be deduced from the intensities near the surface of a generalised cone.

\section*{2. THE BASIC APPROACH}

Following Marr [2, p.467], "let \(V\) be a distant vantage point for the generalised cone \([\) such that (i) the image formed from \(V\) is an orthogonal projection, and (ii) the rays in the projection all be parallel to the plane of the cross-section of \(\left[" . V\right.\) is associated with a specific angle \({ }^{\prime \prime}\) in the polar coordinate system of \(\rho\). Let \(v\) be a unit vector in the direction of \(V\). The contour generator \(\Gamma_{\theta}\) is the set of points
\(\{(\rho(\theta), h(z), \theta, z) \mid z\}\) and lies in the same section plane \(\Omega_{\theta}\) as \(\Lambda\). The normal n to the surface \(\sum\) at a point on \(r_{\theta}\) can be separated into two components, namely its projection \(n_{0}\) onto the section \(\Omega_{\theta}\), and its projection \({\underset{\sim}{n}}^{n}\) onto the cross-section \(p\). Since one can decouple the expansion function \(h\) and cross-section function p for a generalised cone \(\{=h \times p\), differentiating along \(r_{\theta}\) leaves \(n_{0}\) constant, so that \(\Delta \underline{n}\)
is equal to \(\Delta n_{\theta}\). We shall be interested in
pixels close to the specific contour generator \(r_{\phi}\), and it is reasonable to suppose for a sufficiently fine spatial image resolution that they lie on a contour generator \(\Gamma_{\theta}\) where \(\theta\) is close to \(\varnothing\).

Let an arbitrary vector direction \(l\) be given Later \(\ell\) will be specialised to point towards the single distant light source (the sun). Suppose we denote che scalar product \(\ell\). \(n\) by \(X\). Consider a short displacement along \(\bar{\Gamma}_{\phi}\), say \(\Delta s\), so that the surface normal changes from \(\underline{n}_{1}\) to \(\underline{n}_{2}\).
\[
\begin{aligned}
\Delta X & =\underline{\ell} \cdot \underline{n}_{1}-\underline{\ell} \cdot n_{2} \\
& =\underline{\ell} \cdot \Delta \underline{n} \\
& =\underline{\ell} \cdot \Delta \underline{n}
\end{aligned}
\]
since we are differentiating along \(\Gamma_{\phi}\). If we consider a Horn-like model of illumination, \(X\) can be the intensity Int \(=\oplus(I, E, G)[3]\). In this way, we hope to extract \(\ell\), the sun position, from \(\Delta\) Int/ \(\Delta s\).

\section*{3. COORDINATES}
in order to flesh out the above proposal, we need to be aware that there is a problem regarding the coordinate systems we use. The "natural" coordinate frame for a generalised cone is one that is local to it: cylindrical coordinates 2 along the axis, and the girdle angle about the axis \(\Lambda\) relative to some dorsal zero. The "natural" coordinate frame for a vector field, to facilitate the computation of scalar products. is a global frame, such as a Cartesian system. In fact, Marr and Nishihara [4] faced precisely this difficulty and their methods propose a solution in the form of specifying a space arrow vector ("\$spasar") relative to a given axis ("\$axis"). In fact, their methods apply to specify a general vector relative to the axis \(\Lambda\) of the generalised cone \(\sum\). Given an origin on \(\Lambda\), they suggest encoding a vector of magnitude \(s\) at a point \(Q\) on the surface of \(\{\) using six parameters. The first three parameters ( \(z, r, \theta\) ) specify the point \(Q\), while the other three ( \(\alpha\), \(B, s)\) define the vector. Here \(\alpha\) is the inclination of the vector to \(\Lambda\) and \(B\) the girdle angle of the vector about \(\Lambda\).

In the cases considered here, \(Q\) will always be the position on \(r_{\text {, }}\) at which the normal is computed, and it will be supressed. Moreover, we are only interested in vector directions and so we dispense with the norm s. Thus two parameters \((a, B)\) are required to specify a vector. We need
to compute the scalar product of two such vectors, and the following easily proved lemma achieves this.

Lemma 1 The scalar product of \(\left(\alpha_{1}, \beta_{1}\right)\) and \(\left(\alpha_{2}, \beta_{2}\right)\) is given by
\(\cos \alpha_{1} \cos \alpha_{2}+\sin \alpha_{1} \sin \alpha_{2} \cos \left(\beta_{1}-\beta_{2}\right)\).
Suppose we have a vector ( \(\alpha, \beta\) ). We shall need to consider its projection onto the section plane \(\Omega_{\phi}\) containing the axis \(\Lambda\) and a vector with girdle angle \({ }^{\circ}\).

Lemma 2 The projection on \((\alpha, \beta)\) on \(\Omega\) has
girdle angle and inclination \(\mu\) where
\[
\tan \mu=\tan \alpha \cos (\beta-\phi)
\]

Proof: (refer to Fig. 1).


BÔG \(=\hat{B}, \quad \hat{A O C}=a, \quad\) QÔG \(=\varnothing\).
The projection of \(\overrightarrow{O A}\) onto the plam \(O P Q\) is defined by keeping \(O C=|O A| \cos \alpha\) and projecting \(A B\) onto \(A^{\prime} B^{\prime}\) in POQ. NOW \(\left|O B^{\prime}\right|=|O B| \cos (\beta-\phi)\)
\(=|O A| \sin \alpha \cos (B-\phi)\)
Thus the inclination of \(\overrightarrow{O A}{ }^{\prime}\) is
\(\arctan O B^{\prime} ; O C=\tan \alpha \cos (\beta-\phi)\)
Fig. 1

\section*{4. THE NORMALS OF A GENERALISED CONE AND THE MAIN RESULT}

Consider the section \(\Omega_{\phi}\) of a generalised cone
(Fig. 2). The contour generator \(r_{\phi}\) in \(\left\{\left(z, h(z) * \rho(\phi) * \sin \psi_{\phi}\right) \mid z\right.\) on axis \(\}\) where \(\psi_{\phi}\) is the eccentricity of the cross radial \(\rho\) in the section \(\Omega_{\phi}\). Clearly, the direction of the tangent is given by
\[
\tan \alpha=h^{\prime}(z) \not p(\phi) * \sin \psi_{\phi}
\]
so the tangent vector is \((a, \phi)\). The normal \(n\) is given by ( \(90-a_{0}\) ).


Fig. 4
Consider now an arbitrary vector \((\lambda, \mu)\) and define the scalar product \(X=(\lambda, \mu) .(90-\alpha, \phi)\). At a neighbouring point of the contour generator \(r_{0}, a^{\prime}=a+\Delta a\). As in section 2
\[
\begin{aligned}
\frac{\Delta X}{\Delta s}=\frac{1}{\Delta s} & \{(90-\alpha, \phi) \cdot(\lambda, \mu) \\
& \left.-\left(90-\alpha^{\prime}, \phi\right) \cdot(\lambda, \mu)\right\}
\end{aligned}
\]
where \(s\) is taken along \(\Gamma{ }^{\circ}\). By lemma \(1_{0}\)
\[
\begin{aligned}
& \Delta x / \Delta s=\frac{1}{\Delta s}\{\cos (90-\alpha) \cos \lambda \\
&+ \sin (90-\alpha) \sin \lambda \cos (\phi-\mu) \\
&-\cos \left(90-\alpha^{\prime}\right) \cos \lambda- \\
&-\left.\sin \left(90-\alpha^{\prime}\right) \sin \lambda \cos (\phi-\mu)\right\} \\
&=\frac{1}{\Delta s}\left(\cos \lambda\left(\sin \alpha-\sin \alpha^{\prime}\right)\right. \\
&\left.-\sin \lambda \cos (\phi-\mu)\left(\cos \alpha-\cos \alpha^{\prime}\right)\right\}
\end{aligned}
\]
recall that
\[
\sin \alpha^{\prime}=\sin \alpha+\cos \alpha \Delta \alpha
\]
and \(\quad \cos \alpha^{\prime} \approx \cos \alpha-\sin \alpha \Delta \alpha\). Thus
\[
\frac{\Delta X}{\Delta s}=\frac{\Delta \alpha}{\Delta s}(\cos \lambda \cos \alpha-\sin \lambda \sin \alpha \cos (\phi-\mu)) .
\]

Now \(\Delta a / \Delta s\) is the curvature of \(r\) and can be measured in the silhouette. We denote it by
curvat \(_{\phi}(z)\). Thus
\[
\begin{align*}
\frac{\Delta X}{\Delta s}= & \operatorname{curvat}(z) \star(\cos \lambda \cos \alpha-- \\
& \sin \lambda \sin \alpha \cos (\phi-\mu)) \tag{1}
\end{align*}
\]

We now specialise the vector ( \(\lambda, \mu\) ) used in the above derivation to be the sun vector \(\left(\lambda_{8}, \mu_{8}\right)\).
Clearly, there is no change in the phase angle \(G\) along \(r_{\text {a }}\) and so following hom [2] we have
\[
\begin{aligned}
& \frac{\partial \text { Intensity }}{\partial s}=\frac{\partial \phi(I, E)}{\partial s} \\
& =\frac{\partial \phi(I, E)}{\partial I}, \frac{\partial I}{\partial s}+\frac{\partial \phi(I, E)}{\partial E} \cdot \frac{\partial E}{\partial s} .
\end{aligned}
\]

We can now apply formula (1) deduced above to compute \(\frac{\partial I}{\partial s}\) using the sun vector ( \(\lambda_{s}, \mu_{s}\) ) and \(\partial E / \partial s\) using the view vector \(v\). This doesn't exploit the fact that the contour \(r\), along which we are differentiating is a bounding contour, however.

There are two ways to incorporate this extra constraint.
1. Take the general formula for the surface normal \(n\) and use the fact that \(n . v\) is zero. since \(\underline{n}^{-1}\) is orthogonal to \(v\). ThIs hās the disadvantage that the formula defining \(n\) is rather complex. It can be cleaned up by restricting \(v\) to line in a plane parallel to \(p\) as in Marr's
[3] first three theorems; but this misses the essence of the idea that it is largely irrelevant as \(\Delta \underline{n}=\Delta \underline{n}\) along \(\Gamma_{\phi}\).
2. Build the assumption \(e=\pi / 2\) (i.e., \(E=\) zero) directly into the function \(\phi_{\text {. }}\) so that 1 is a function only of \(I\), \(G\). We then get \(\theta(I, \emptyset, G)=R(I, G)\), so that
```

$\frac{\partial \text { Intensity }}{\partial s}=\frac{\partial R}{\partial I} *$ curvat $_{\phi}(z) *$
$\left[\cos \alpha \cos \lambda_{8}-\sin \alpha \sin \lambda_{8} \cos (\phi-\mu)\right]$

```

In particular, at a stationary point of intensity along \(r_{\phi}\), \(\partial\) Intensity/as is zero. If we
assume that neither curvat \({ }_{\phi}(z)\) nor \(\partial R / \partial I\) are 2ero, we get
\[
\cos \alpha \cos \lambda_{8}=\sin \alpha \sin \lambda_{8} \cos \left(\phi-\mu_{8}\right)
\]

30 that \(\cot \alpha=\tan \lambda_{s} \cos \left(\phi-\mu_{s}\right)\)
which by lemma 2 is the projection of \(\left(\lambda_{s}, \mu_{s}\right)\) onto the sector containing \((a, \phi)\), that is, the image plane.

Hence the direction of the sun can be deduced from a stationary point of intensities taken along a section which flanks a bounding contour. Future work will develop the idea that the assumption of a Marr generalised cone allows one to make useful inferences from shading.
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This paper considers the distinction between winning strategies in game-playing programs which are either 'optimal' or 'correct \({ }^{1}\). The relative merits of these two types of strategy are considered and methods are proposed for producing correct algorithms by a process of iterative refinement based on an analysis of 'win-trees'. An example is given of the development of a fully correct strategy for the King and Rook against King chess endgame.

\section*{1. Correct and optimal strategies}

A problem which has emerged from recent studies of endgames in chess (i.e. subgames with only a small number of pieces remaining) concerns the relative importance of constructing strategies which are either 'optimal' (the stronger side plays perfectly in every position) or 'correct' (the stronger side wins eventually from every theoretically won position, but not invariably in the smallest possible number of moves).

The major advantages of aiming for optimal algorithms are that they can readily be verified automatically given a database of the best move in every position [1], and that they are intrinsically stronger than correct ones. However, the development of such algorithms is open to the theoretical objection that consistently optimal play is probably beyond the ability of even the strongest human players, and the practical objection that it is not feasible to construct either the programs or the databases against which to verify them for any but the most simple endgames.

If it is agreed that the development of correct algorithms is a more appropriate aim, there are two important questions which must be answered and these are addressed in the remainder of this paper:
(i) how can the correctness of an algorithm be tested, either automatically or otherwise?
(ii) how can a 'nearly correct' algorithm be refined to perform progressively better, based on an examination of its non-winning play?

Judging the optimality of any given move is inevitably an error-prone activity, even for experts. Judging the correctness of a strategy might seem
to be easier, but it is in fact harder, as a result of the fact that a move can be both optimal and non-correct. Correctness refers essentially to sequences of moves, whereas optimality refers to individual positions, independently of one another. The contaminating effect of even a small number of poor (although possibly win-preserving) individual moves can result in non-correct play from many thousands of positions, the great majority of which will pass unnoticed even in extensive expert testing.

\section*{2. Testing the correctness of an algorithm}

Modifying the basic method of generating databases of shortest-path winning moves for every position in a given endgame [1] gives an automatic method of testing the correctness of a playing algorithm for a chosen side (say White). The revised method generates an implicit wintree containing all the positions from which the playing program invariably wins for White, although not necessarily in the smallest possible number of moves. The tree is generated by backtracking from terminal positions which are all wins for White, assuming that Black always plays to defer a loss for as long as possible.

The generation method can be summarized as follows (using WTM and BTM to denote White and Black to move, respectively).
(i) Mark all positions as either a terminal win for White, illegal or 'unevaluated'.
(ii) For all unevaluated BTM positions, compute and store the number of legal moves available. (If zero, Black must be stalemated, so mark as a draw.)
(iii) Backtrack one ply, by generating all legal antecedents (WTM) of the terminal positions. Mark those previously unevaluated
(with WTM) as wins in one ply, provided that the program would have selected the move which was reversed.
(iv) Backtrack from those positions evaluated at the previous level by generating all their legal antecedents (BTM). For those previously unevaluated (with BTM), decrease the counter of legal moves available by one. Mark any position for which the counter is reduced to zero as a win for White at depth two ply.
(v) Continue backing-up, from the positions evaluated at the previous level only, to White wins in \(3,4,5, \ldots\) ply in this way, distinguishing between backtracking to WIM and to BTM positions as in (iii) and (iv) above. This procedure ensures that every winnable position is included in the tree and gives the smallest number of ply needed for White to win against any play by Black,
(vi) Terminate when a level is reached at which no new evaluation takes place. The remaining unevaluated positions are not wins for White with the given playing algorithm. If all theoretically won positions are in the tree at this stage then the algorithm is correct.

\section*{3. Examining the win-tree}
"he number of theoretically won positions is known [or certain endgames. However an examination of :he win-tree can be used to determine whether a playing algorithm is correct, without this knowLedge, by the following procedure.
(a) Examine the BTM positions in the tree at each of the ply depths \(0,2,4, \ldots\) in turn.
(b) At each level generate all the legal WTM antecedents of the BTM positions examined. If all these antecedents are in the tree (at any level) go on to the next level, otherwise note any WTM positions not in the tree and stop. These positions comprise the error set for the playing algorithm.
(c) The playing algorithm is correct if and only if the highest BTM level is eventually reached (with no legal antecedents found that are not in the tree).

If the algorithm is not correct, then the WTM positions in the error set are those at the Lowest level of the tree where White had the Dpportunity to play a winning move but did not Lake it or play any other move which led to a win. Changing White's algorithm to place each such position in the win-tree (by adjusting the nove played to give that BTM successor from which Lhe position was backtracked at stage (b))will generally cause many other positions (both WIM and BTM) also to be included in the tree by
virtue of the normal backtracking process of tree generation. Proceeding in this way iteratively will lead to a fully correct algorithm in a finite number of steps. (Since the refinement process has no effect on the positions in the tree at the BTM level from which the previous error set was generated by backtracking, or at any lower levels, the next time the tree examination algorithm is applied, it is only necessary to begin with positions at the next highest BTM level, and so on.)

Changing White's moves at a relatively low level of the tree (i.e. in the 'error set' positions, rather than some other arbitrary set of-positions) is likely to introduce the greatest number of new positions during the subsequent backtracking and thus to lead to a relatively short sequence of iterations before a correct strategy is reached. Moreover, the total number of positions for which White's move is modified (equivalent to introducing "special cases" in the original algorithm) will be substantially less than the number of incorrect positions which occurred with the original version of the playing algorithm.

A semi-automatic alternative to the above approach is to make use of an analysis of the error set (or the union of two or three error sets produced by the 'automatic' refinement process) to suggest modifications to the playing algorithm within its original framework (of patterns, say), on a heuristic basis, with the complete win-tree recomputed at each stage of the iteration.

It is reasonable to suppose that most or all of the positions in an error set will have some feature in common to serve as the basis for a change to the algorithm, for example, the required White move in many positions in the error set will often lead to the same BTM successor. When well chosen, changes to the program's pattern-knowledge are likely to have greater beneficial effect and lead to more rapid convergence than those to individual positions. Naturally, however, if the changes are badly chosen there is no longer any guarantee that the process will terminate.

\section*{4. Refinement of a correct algorithm for King and Rook against King (KRK)}

Both the automatic and the semi-automatic refinement processes described above were applied to an existing algorithm for KRK, which was thought to be correct, although non-optimal, as a result of extensive testing against human opponents. The algorithm made use of a ranking
of all legal BTM positions for that end-game based principally on a classification of positions into fourteen simple patterns, to find moves for White (the side with the Rook) only. Further details are given in [2]. Surprisingly, the initial version of the win-tree contained only 14,978 WIM and 7,654 BTM positions out of totals of 27,352 and 34,968 legal positions respectively (in a suitable standard orientation). Since it is known that all WIM positions and all but 3,495 (drawn) BTM positions are theoretical wins for White, it follows that in as many as \(45 \%\) (WTM) and 68\% (BTM) of all legal positions the algorithm failed to win when it could.
The first attempt at refining the algorithm was by means of the fully automatic process described previously. The following table summarizes the first six iterations. At all stages of the refinement process the maximum depth of positions in the win-tree remained as 52 ply, compared with the theoretical maximum required for an optimal algorithm of 32 ply.


Although the iterations were not followed through to a final correct algorithm, the table above gives a good indication of the contaminating effect of a relatively small number of wrongly played positions.

The semi-automated approach to modifying the original algorithm began by examining the cause of incorrectness in the 9 positions in the first two error sets identified above. The first change made simply involved a restriction on the highly-valued pattern "King two files apart, with the Rook on the file between them", which led to a dramatic reduction in the number of incorrect positions from 10,035 to 3,291 (WTM) and from 20,421 to 9,513 (BTM). Subsequent minor modifications to a second pattern, again suggested by examination of error sets, gave a final algorithm which plays correctly in all positions, with a maximum depth of 60 ply. The program plays optimally in 18,386 out of the 27,352 legal positions for KRK (67\%), and requires only two ply more than the theoretical
minimum in a further 4,694 positions. Further details of this experimentation are given in an extended version of this paper [3].

To summarize, the method of win-tree examination can be used not only as a means of testing the correctness of an algorithm without any knowledge of the total number of theoretically won positions, but also to enable a fully correct algorithm to be refined, either automatically or by semi-automatic means, taking account of the overall framework of patterns etc., of an original algorithm. Using these methods would therefore seem to make the development of correct as opposed to optimal algorithms a feasible proposition in future research.

Although the above discussion has been presented solely in terms of simple endgames in chess, it is equally applicable to other problems which can be represented as games of perfect information with two players who move in turn, such that the result is either a win for one player (and a loss for the other) or a draw.
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\begin{abstract}
The AL1 System (Advice Language 1) was developed as a vehicle for conveying expert knowledge* or advice* to a problem solver. Using chess end-games as an experimental problem domain* this paper concentrates on the question: How to implement chess heuristics using the mechanisms of The spirit of advice programming as a sort of "tree-search engineering" is illustrated by developing an AL1 piece-of-advice for solving an example problem from the king-knight vs. king-rook chess ending. Experiments indicate that an advice program for this ending* based on comparatively simple concepts* and the human chess master perform comparably.
\end{abstract}

\section*{t. INTRODUCTION}

Two main themes motivated the development of the AL1 system (Advice Language 1 T3,6]): (1) To obtain a linguistic vehicle for conveying expert knowledge* or advice* to a problem solver* and (2) to facilitate formal proving of the correctness of problem solving strategies defined by this knowledge. The second of the above two aspects is considered in [1] while here' using chess end-games as an experimental problem domain* we concentrate on a question of "advice programming": How to implement chess heuristics using the mechanisms of AL1? AL1 as a language for describing strategies is an assertional language! as opposed to procedural languages. Characteristic principles and mechanisms employed in AL1 are:
- the division of problem domain into subdomains (separate "advice tables" handle separate subdomains)l
- production rules*
goals* subgoals (goals to be achieved* or maintained* as prescribed by a "piece-of-adv ice")5
- constraints on operators application ("move-constraints" to eliminate meaningless moves from consideration in advance).

The approach used in our experiments is based on the use of benchmark problems and their solutions for the development of an ALI-like representation of appropriate heuristics. The use of an example problem typically results in the
specification of advice* sufficient to solve the problem. The specification of such advice should be mainly based on the concepts already known! new concepts are to be introduced only if practically necessary.

\section*{2. TREE-SEARCH ENGINEERING IN AL1: AN EXAMPLE}

In this section we illustrate the spirit of "advice programming" by an example problem* i.e. a king-knight- king-rook chess position* together with its solution. As shown by Kopec and Niblett C correct play in the KNKR ending is much harder than commonly believed even by che master's standards. The weaker side* i.e. the knight's side* has to fight for getting* or keeping* its pieces together in crder to prevent the opponent's fundamental long-term threat which is* force the king and the knight to separate further and* when the knight is definitely cut-off from its king* attack the knight with both pieces and capture i

Fig. 1 is a good example of what can happen. The natural move is Ke 3 as it brings the Black king towards the knight and centralizes the king. But Kg 3 is surprisingly the only move that saves the position. The tree in Fig. 1 illustrates a refutation strategy for Ke3. The depth of this refutation-tree is 20 ply* i.e. the depth at which the knight gets captured. How can we formulate advice in AL1 so that we avoid the 20 ply deep search which is prohibitive.

Two basic mechanisms control the starch in ALi: better-goals and holding-goals* both being predicates on board positions. The result of game-tree search in AL1 is a "forcing-tree" (a concept introduced By Huberman [4]) which represents a


Eia. 1: A refutation-tree for Ke3?. Some obvious branches are onitted.
detailed strategy for the achievement of better-goals while preserving holding-goals. More precisely? a foreing-tree is a subtree of the game-tree rooted in a current board position. All nodes of the forcing-treei except the root node* satisfy a given holding-goal: all terminal nodes satisfy a given better-goal, and no other node satisfies the better-goal. For each nonterminal "them"-to-move node a forcing-tree contains all legal successor positionsi for each nonterminal "us"-to-move node a forcing-tree contains exactly one successor position. Thus the concept of forcing-tree corresponds to the concept of solution-tree in ANO/OR trees Ce.g. 7].

The following simple concepts suffice to construct an advice which comparatively efficiently solves the problem of Fig. \(1^{\prime}\)
- our piece attacked ("our" is the we aker side's)?
- "knight-safety" which wilt be for the present purpose defined *s*

N-safety \(=\) distance between their king and knight minus distance between our king and knight (distance is measured in king-moves)!
- N-lost-2ps we to move cannot prevent the loss of the knight in the next two plies?
- N-mobility? the number of safe squares attainable by the knight in one move?
- N-in-corner: the knight in a corner of the board.

A piece-of-advice that solves our problem of Fig. 1 can be stated as follows:
Consider the legal moves in the current position in order of decreasing \(N\)-safety. Play the first one of those moves which guarantees that for the next 6 plies:
(1) we do not get mated* and* unless we can capture their rook*
(2) we do not lose the knight*
(3) after the first us-move: N-safety may deteriorate with respect to the current position only if it can be restored on the next move*
(A) the knight is never placed in a corner of the board.
For the sake of the search efficiency we add a better-goal which prescribes the investigation of "dangerous" opponent's moves only: attacking and knightconstraining moves.

The translation of such a piece-of-advice into AL1 is straightforward. In an actual implementationi the advice considered above was slightly generalized in order to broaden its applicability.

An advice program for the KNKR ending [2] was developed along the above illustrated lines. The program contains 16 pieces-of-advice which are different combinations of the concepts, considered in the previous example, or similar ones.

Experimental testing of the program [2] and its behavioral comparison with the human chess master convincingly indicate that the program and the human master perform comparably. In fact, the program's performance was slightly better than the master's in these tests. When applying a piece-of-advice* the program never searched deeper than 6 ply* and typically examined a few hundred of nodes, up to about one thousand. The effective branching factor was thus between 2 and 3 .

\section*{3. CONCLUDING REMARKS}

Of interest are the following observations«
(1) Advice, constructed for solving some particular example problem, was usually applicable to many other problems if only some effort was made to state the concepts used in the advice in a general form. An example is in Fig. 2.
(2) Experience obtained in these experments indicates that, when constructing such knowledge based programsi it is very important to keep the structure of the knowledge neat. This also facilitates formal correctness proofs for strategies, as investigated in [1].
(3) Example of Fig. 1 shows how an automatic facility for learning from examples could be added to the AL1 system in a straightforward manner. In this context* the task of learning from an example can be viewed as one of searching for a compact specification which extracts a proper forcing-tree from the game-tree. This facility has not been programmed! however* part of the KNKR advice program was efficiently constructed by carrying out this process manually C33.


Fig. 2: A position that can occur from the one in Fig. 1, Black to move. The natural 1 ... Kg4 fails to 2 Rc6 Ne8 3 Re6 Nc7 4 Re7 Na8 (or Na6) 5 Rb7 and the knight is stalemated and lost in a few moves. The same advice as for the position in Fig. 1 finds here the only* study-like defence! 1 ... Kh4f .
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It is now well established that the shading present in an image of an object is a potential source of 3-D shape information. With this in mind, we seek constraints arising out of the assumption that an image portrays an object with a smooth surface. On obtaining a threshold and a depth-invariance constraint (the latter requiring integration around closed curves) we offer a method of shape from shading for the purpose of demonstrating their potential usefulness.

\section*{KEY WORDS}

Shape from shading, surface-normal, closed path, constraints, depth-invariance.

\section*{TOPICS}

Vision and image understanding systems.

\section*{1. INTRODUCTION}

Given an image of a smooth surface, we consider the problem of assigning to each image point an orientation corresponding to the appropriate object surface-normal, thus obtaining a surfacenormal map. This constitutes the core of the shape from shading problem (see [3] and [8]) since \(3-D\) surface data can be recovered from such a map by integration.

Two basic stages can be isolated in the generation of a surface-normal (s - n) map:
(1) The luminance value at each image point defines an orbit in the reflectance map [4]. Thus, for each image point, we produce an infinite, one-dimensional set of surface-normals.
(2) From each of these sets, we select a particular surface-normal such that the resulting surface-normal map represents a smooth surface.

Given a knowledge of the illumination conditions and surface reflectivity, the first stage is relatively straightforward. It is the second stage on which we shall concentrate.

This work is funded by the Science Research Council.

We contend that the assumption that an image depicts a smooth surface is one that has not previously been fully exploited, (For instance, Woodham's program [8J requires substantial clues as to the object shape before being able to run.) Thus we seek constraints imposed by this assumption on dense s-n maps: that is, maps which have an infinitely fine resolution (for we can then use continuous mathematics). These constraints are subsequently translated to discrete form prior to application.

\section*{2. CONSTRAINING A DENSE SURFACE-NORMAL MAP}

\subsection*{2.1 Smoothness}

A dense s-n map, u, represents a smooth surface if, and only if, for any point \(s\) in the map and \(5>0,3 \mathrm{c}>0\) such that, for any 3 in an e-neighbourhood of \(s\), the angle in radians between \(u(s)\) and \(u\left(s^{\prime}\right)\) is less than 6. (See Fig. 1.)


Fig. 1 Smoothness definition

\subsection*{2.2 Depth-invariant Loops}

Suppose we were to draw a closed loop, CI, on a continuous surface; we would clearly finish the loop at the same point in space at which we started. Were we now to project the surface orthogonally to form a dense s-n map, then providing all points on the surface were visible with respect to the projection, we would obtain a corresponding closed loop, C2, in the resulting s-n map. If we integrated around C2 over sur-face-normals to recover depth, then on completing a tour of C2, we would result in no depth change. Note the similarity between this and the scene analysis concepts of spatial closure expounded in [5] and [2]

This observation leads to a formal constraint: for a dense s-n map, u(s), to represent a continuous surface, the relation

must hold for all closed paths \(r\) in the map. Here, \(s\) is a point on \(r\) with unit derivative ds as shown in Fig. 2; \(D\) is a unit vector of depth along the direction of projection. For the derivation, see [I]. The above definition has an analogue in the complex analysis theorem of Morera's; see, for example, p. 538 of [6].


\section*{Fig. 2 Integrating around a curve T}

\section*{3. MAKING THE CONSTRAINTS DISCRETE}

Computer vision programs operate on tesselated images and so we require the discrete form of the constraints obtained in section 2 .

\subsection*{3.1 Thresholding}

In attempting to import the smoothness definition of 2.1 into the discrete world, we are, in a
strict sense, doomed to failure since any discrete s-n map can represent a smooth surface providing the surface is allowed to fluctuate sufficiently between the sampling points. Due to a lack of information, we cannot be expected to recover this surface. Indeed, if we are expected to recover the object shape depicted in an image, we are justified in insisting that the image capture the characteristics of the surface. For our purpose, that criterion will be fulfilled if a piece-wise planar solution (one sur-face-normal per image point) is a satisfactory approximation to the surface.

Suppose we were to generate several images of varying resolutions from a wildly fluctuating surface. If we produced a discrete s-n map for each image and computed, for each map, the maximum angle between any two neighbouring surfacenormals, we would find that, in general, this angle decreased as the resolution increased. So by assuming a minimum level of resolution per object scale and per maximum surface curvature, we place an upper limit, or threshold, on the permissible angular difference between neighbouring normals. (The author has recently improved considerably on a blanket threshold by adopting a functional threshold dependent on surface slant.)

\subsection*{3.2 The two by two Integral}

We now apply the depth-invariant integral to the discrete case of a 2.2 window of orientations. For a square path of integration (a 2.2 path) and surface-normal quartet as shown in Fig. 3, then for this window to be representative of a continuous surface, the relation

must hold [1].


Fig. 3 The two by two integral
"The author has recently become aware of [9] i which an equivaleut formula is (independently derived.

\section*{4. A SHAPE ROM SHADING METHOD}

The need to investigate the depth-invariance of all closed paths in a discrete s-n map is an intolerable burden which we finesse by using the following result.

\section*{Lemma}

If all 2*2 paths are depth-invariant in a discrete s-n map, then so too is any closed path in the map.

Consider a dense s-n map that represents a continuous surface. Then the depth-integral around a closed curve T clearly equals the sum of the depth-integrals around the constituent closed curves \(r_{1}\) and \(r_{2}\) as shown in Fig. 4.


This splitting can be repeated as often as required and providing the correct directionality is observed, the sum of the depthintegrals around the constituent curves will equal the depth-integral around \(r\). For a complex analysis analogue, see Goursat's proof, on p. 526 of [4].

Now, any closed path in a discrete s-n map will consist of linked horizontal and vertical sections (e.g., Fig. 5). But any such path can be dissected into constituent paths that are all 2*2 (e.g., Fig. 6). Further, if these \(2^{*} 2\) paths all integrate to zero in either direction, then so too, by the above, must the bounding closed path.

We now describe a method of shape from shading in order to demonstrate the potential of these constraints. The method is in two stages.


\section*{Fig. 5 A discrete s-n map closed curve}


Fig. 6 Constituent 2*2 paths

\subsection*{4.1 Obtaining a Set of Interpretations for each 2*2 windoww}

As mentioned earlier, each image point specifies, in general, an infinite, one-dimensional subset of all possible surface-normals. Crucial to our method is the quantising of this interval into a finite set of orientations.

We therefore have a potentially vast number of possible combinations of surface-normal interpretations for each 2*2 window, of which the majority are likely to fail either the threshold or depth-invariance test. There is insufficient space here to detail a speedy means of generating a set of legal interpretations, but note that there is considerable scope for Waltz-like filtration on neighbouring surface-normals (see [7]). Also, note that all \(2 * 2\) windows can be processed in parallel. This stage has recently been successfully implemented.

\subsection*{4.2 Grow and Encompass}

Having generated a set of legal surface-normal interpretations for each 2*2 window, we now want to obtain a set of interpretations for the whole image. To do this, we start by taking a \(2^{*} 2\) window of interpretations and merging this with an intersecting \(2^{*} 2\) window to form a larger area of legal interpretations. We continue to expand this area until the whole image is covered, thereby obtaining a set of solution \(s-n\) maps.

We define the algorithm inductively ty considering the merging of the interpretations of an n-pisel area and a partially intersecting 2*2 area.

Suppose, in the n-area, pixels are indexed from 1 to \(n\), and that the \(2{ }^{\text {n }} 2\) area intersects the n-area at, say, two image points. Let
( \(p_{m l}, \ldots, p_{m n}\) ) be a legal interpretation of the \(n\)-area such that \(p_{m i}\) is the orientation of the
\(i^{\text {th }}\) pixel, \(1<=i<=n\). Let \(\left(p_{m l}, \ldots, p_{m n}\right)\) for \(m=1, \ldots, k\) be the set of legal interpretations for the \(n\)-area, danoted as ( \(\left.p_{2}, \ldots, p_{n}\right)_{k}\). Let the legal interpretation set for the \(2 ; 2\) window be \(\left(q_{a}, q_{b}, q_{n+1}, q_{n+2}\right)_{l}\) where \(a \neq b\) and \(a, b \varepsilon[1, n]\).

Now, for all
\[
\left(p_{m 1}, \ldots, p_{m n}\right) \in\left(p_{1}, \ldots, R_{n}\right)_{k}
\]
and
\[
\left(q_{r a} \cdot q_{r b} \cdot q_{r, n+1} \cdot q_{r, n+2}\right) \varepsilon
\]
\[
\left(q_{a} \cdot q_{b} \cdot q_{n+1} \cdot q_{n+2}\right)_{l}
\]
we test the relation
\[
\left(q_{r a}=p_{m a} \text { AND } \quad q_{r b}=p_{m b}\right)
\]
which checks whether the surface-normals at the points of intersection are equal. If this relation is false, we pass on to the next combination, thereby rejecting the merger, otherwise we output
\[
\left(p_{m 1}, \cdots, p_{m n} \cdot q_{m+1} \cdot q_{m+2}\right)
\]
as a legal interpretation of the resultant area.

\section*{5. CONCLUSION}

We have outlined a shape from shading algorithm that converges on legal interpretations without needing clues as to the solution shapes. This was done merely to demonstrate the value of the constraints in section 3. The labourious behaviour of the algorithm is clearly inadequate and the author is currently implementing a
cooperative algorithm.
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We have discovered what we believe is an essential design problem for medical expert systems, that of controlling the amount and the type of information which the system requests from the user. This problem is inherent in medical expert systems because of the nature of the distribution of clinical states and the nature of the training and background of physicians. The problem also exists for human consultants, and a complete and general solution for computer systems is probably not achievable. However, several techniques show promise for reducing the magnitude of the problem in various clinical domains.

\subsection*{1.0 Introduction}

Over the past two years, we have been engaged in the construction of a computer system to advise primary care physicians and specialists in other areas about the use of psychiatric medications. In the course of our first attempts at building the system, we showed it to a few colleagues and discovered, to our surprise, that some of them regarded responding to 30 questions with one-word answers an overly long interaction and the contemplated 100 item sessions clearly unacceptable. Although a portion of the problem was' clumsy use of software on our part, we believe that carefully selecting and controlling the amount and type of information requested from the user is a major aspect of the design of an expert system.

\subsection*{2.0 The Nature of the Problem}

Computer based medical expert systems are designed to provide information and advice to physicians or other medical personnel. The Information and advice can be on such topics as diagnosis, test interpretation, medication levels, and patient management. All of these systems request information from the user, ranging from yes-no questions to open-ended prompts for free text.

We believe that limiting the number and content of these requests must be a major, primary design goal in the construction of expert systems. In particular, for optimum user acceptance, two conditions must hold:
1. The number of requests must be the minimum that is consistant with maximum utilization of medical inference.
2. The content of the requests must be perceived by the user as important and relevant to the task of the system.

We contend that these two conditions grow out of two characteristics of medical knowledge and medical expertise (though they probably hold for other fields as well).

\subsection*{2.1 Skewed Distribution of Symptoms}

The first of these characteristics is that while the space of symptoms, syndromes, and diseases is very large, the distribution of occurrence in clinical populations is markedly skewed; a very few symptoms and diseases account for a large proportion of patients.

This skewed distribution has a profound Impact on the way medical experts convey and express knowledge. One of the more subtle, but significant, impacts is on medical terminology. Medical terms are frequently organized in a hierarchical fashion. Terms near the bottom of the hierarchy refer to single signs or symptoms while those further up the hierarchy refer to larger clusters, often with Increased etlologlc or therapeutic implications. This terminological structure often allows complex medical states to be described concisely, with a few well chosen words. This conciseness, in turn, greatly facilitates medical communication.

A second impact of the skewed distribution of symptom occurrence is that information is often conveyed as much by omission as by statement. For example, the lack of any comment regarding delusions or hallucinations in a brief note by an experienced psychiatrist means that, during the course of the evaluation, no delusions or hallucinations were reported or observed; it does not mean that the psychiatrist did not check for them.

A priori, the terse nature of medical communication and the domain sophistication of the user ought to facilitate the building of expert computer systems. The use of a well-defined terminology, together with the fact that the user understands the underlying medical principles. Implies that very simple forms of natural language processing can be used without obviously restricting the range of user responses. To some extent, this expectation has been realized; the MYCIN system [1], for example, asks open-ended questions such as "What is the Gram stain of Organism-1?" without analyzing the input, other than to check the response against a list of legal values.

Problems may arise, however, from several sources: One is, of course, inappropriate or incomplete representation of the medical knowledge within the system. Systems which ask about the current mood of comatose patients are not likely to be well accepted by users.

Other problems in representing medical knowledge are more subtle. An example from our system involves asking about all medications that a patient received during all prior psychiatric episodes; this is a useful piece of information in selecting a current medication. Unfortunately, when questions were asked for each and every prior episode of psychiatric illness, a user was frequently repeatedly asked about medications given years ago, at other hospitals, concerning which little or nothing was known, and the procedure quickly became more irritating than informative.

\subsection*{2.2 Variance iri Physician Knowledge}

The second major characteristic of medical knowledge and expertise is that a given physician's level of sophistication may vary greatly depending on the area of medicine. Thus, a second major source of difficulty lies in mismatches between the level of sophistication of the user and that assumed by the system. For example, a system may assume that the user is unable to supply a particular fact or conclusion, and it may, therefore, ask a
series of questions to deduce the conclusion. If the user can, in fact, directly supply the needed information, then he or she may become irritated at how "dumb" the system seems. A mismatch in the opposite direction is equally problematic; if the system prompts for conclusions or inferences which a user is not knowledgable enough to supply, the reliability and validity of the system may be considerably reduced.

The mismatch problem is not merely relative to the user's knowledge and experience, but is also relative to the user's perception of what the system is doing. For example, a system which has received inconsistent or doubtful input may, quite appropriately, attempt to deduce some fact or conclusion that a user has already supplied. If the user is unaware of why this is being done, the system's "second guessing" may elicite an unpleasant reaction.

\subsection*{3.0 Solution Strategies}

While these problems have been discussed in the context of computer systems, similar problems occur with human consultants. Furthermore, the clinical problems, diagnostic techniques, therapeutic measures and language processes used to communicate these phenomena are so different in different areas of medical practice that it is unlikely that these problems will be solved universally and quickly by any single technique or device. Almost certainly, different combinations of techniques will have to be carefully engineered for each clinical application.

As yet, the repertoire of such techniques is small, and there are no guidelines for identifying when particular techniques should be used. Currently, three techniques show some promise as components of such combinations.

\subsection*{3.1 Guidance from Models of the Domain}

One device which can be particularly helpful in eliminating unnecessary questions is a model of the dynamics of a medical state. These models are representations of physiological or biological mechanisms and tie together chains of medical events. Several medical systems have been built which rely on such models [2].

As helpful as dynamic models are, they are currently applicable in only a small number of medical systems. In many medical areas, underlying mechanisms are not yet sufficiently well understood to be useful. An alternative which is more widely applicable is the use of
static models of the relationship between observed signs and underlying disease states. [3.4].

The way in which such static models act to reduce the system's requests for

While static models are, they do not provide an absolute guarantee of user acceptance. If the user's knowledge of the domain is too different from that of the system's, he or she might not recognize the critical nature of some of the information being requested and, therfore, interpret the questions as superfluous.

\subsection*{3.3 User Control over Sophistication Leve}

While both dynamic and static models act to reduce requests for unnecessary information, they may have little or no impact on difficulties caused by a mismatch in knowledge levels between the user and the system. One approach to this problem is for the system to assume a high level of sophistication on the user's part but to provide the user with ways to indicate that a lower level is appropriate. One such mechanism that we are building into the Psychopharraacology Advisor is to permit users to respond with "LEVEL" to a question which she or he feels is at too high a level. The system responds by breaking the question down into several, simpler questions. For example, answering "LEVEL" to a question about complete auditory hallucinations will cause the Advisor to ask a series of questions about whether the patient has auditory hallucinations, what their form is, and what the content of the hallucinations is.

We believe that this device is a useful addition to conventional "help" system displays of documentation and user options. It involves less user reading and interpretation and, therefore, should be less error prone.

\subsection*{3.4 Supplying Rationales}

As noted earlier, in determining user acceptance, the perceived rationale for an Information request is often as Important as the contents of the request itself. Rather than relying on the user to guess the rationale correctly, it may prove more reliable to have the expert system make its rationale available to the user, either automatically or oy request. An example of how this may be done is the explanation capabilities of the rule-based EMYCIN software (Shortliffe, 1976) which we are using as the basis for the Psychopharmacology

Advisor. In response to a question from the system, the user may, instead of giving the answer, give commands to obtain Information about why a particular question was asked or how a particular result was achieved.

\subsection*{14.0 Conclusion}

We believe that controlling the amount and type of information that a medical expert system requests from a user is an essential design problem. This problem is inherent in medical expert systems because of the natures of the distribution of clinical states and of the training and background of physicians. The problem is also present in interaction with human consultants, and a complete solution for computer systems is probably not immediately achievable. However, several techniques show promise for reducing the magnitude of the problem. These include the use of dynamic and static domain models, user control over sophistication level, and user access to the rationales behind information requests.
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ACRONYM Is a model-based image understanding system. It demonstrates mechanisms for interpretation of images with generic object classes and generic viewing conditions, in a way that is generalizable. It incorporates a powerful geometric modeling capability with a high level modeling language for natural communication with the user In terms of object models A user gives high level descriptions of both generic and specific instances of objects A rule-based Inference system produces a viewpoint dependent symbolic summary of the predicted appearance of the objects. This geometric reasoning capability enables the system to incorporate and relate knowledge and information at different levels This summary drives a powerful syntactic matcher to find instances of the objects in preprocessed images.

\section*{1. INTRODUCTION}

ACRONYM is a vision system based on powerful geometric modeling capabilities. Its geometric modeling system is of Interest in Itself. ACRONYM is also the basis for research In programming robots from a data base of parts models.

ACRONYM is intended to deal with key problems of Interpreting scenes:

I Generalliabllity is a central issue. A photointerpreter performs a a broad range of tasks which involve different object classes, which have different contextual Information, and which vary greatly at the Image level because of varied viewpoint, Illumination, sensors, weather, and obscuration and camouflage. Systems for very different tasks should be constructed from a large core of common modules and a small set of task-specific modules For a single system to map this wide range of task elements onto a common set of modules, it is convenient that the modules represent a natural decomposition of the problem into physically meaningful elements, for example, those we use in our own human description of the problem Our basis for generaluability is the use of a tightly structured hierarchy of geometric representations.
2. A variety of information and knowledge is available A photointerpreter solves a puzzle by piecing together selected and multiple chics from current images, background Information, and previous images In doing so, he relies heavily on spatial interpretation from stereo imaging and shadows, and spatial knowledge about structures
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Integrating multiple cues within a single task is a key issue which raises technical questions for representation.

3 It is important that the system be generic with respect to objects and generic with respect to viewing conditions Our approach to generic interpretation is to use object models made from generic parts, and to use generic predictions of appearances of generic parts.
4. Users should be able to specify tasks In a natural and simple way Geometric models are natural for both the user and the vision system Ultimately, users will be able to instruct systems In natural language. The representation hierarchy of ACRONYM is the basis for a Vision Language which could serve as a bridge between natural language and standard programming languages

We describe capabilities for goal-directed model-based scene interpretation based on mapping from object and part models to predicted appearances to picture structures ACRONYM is designed to function in a descriptive sense (bottom up) as well, mapping from picture structures to features of parts to object models In typical situations, both functions are involved.

Model-based vision has major applications In photointerpretation and manufacturing Consider two typical tasks for the system;

I A photointerpreter programs the system to monitor aircraft at an airfield. Aircraft models are entered along with a model of the airfield. The system Is told that aircraft are found at airfields on runways, taxiways, or storage areas.

2 An engineer programs ACRONYM to inspect a part, or to pick the part from a bin of identical parts and place it in an assembly. He uses the part model from a CAD system and specifies a model of the workstation.

The diagram in fig. I shows the main modules, data structures and data flow paths, along with the local environment of ACRONYM. The innner enclosed boxes represent data structures, the other boxes are program modules As of January 1979. implementations of all the modules existed, but not all data paths were in operation.


Fig. J. The ACRONYM system.
The user interacts with a high-level modeler to produce both generic and specific models. There will eventually be a library of useful partial models to draw upon. The result of this modeling process is the Object Graph. This graph drives a graphics module which provides the user with visual feedback of shape and spatial relations during the modeling session. The Predictor and Planner module produces a symbolic summary of the way an object modeled in the Object Craph can be expected to appear In an Image. This summary is called the Observability Craph and is used to program the matcher from above The Matcher
constructs an Interpretation Craph from the Observability Craph and the Picture Graph, which is a symbolic description computed from the Image by the surface mapper, and the edge mapper. The edge mapper uses techniques of Nevatia and Babu [23] to extract two dimensional shape descriptions from the images This is augmented by depth information from the stereo pair of images (when a pair is used) in the surface mapper, using techniques developed by Arnold [2)

Also included in fig \(I\) are modules for \(A L\) and POINTY (see Goldman [13]). \(A L\) is a high level language for controlling manipulator arms ACRONYM has been interfaced to the AL compiler, so that instead of driving the physical arms, AL drives ACRONYM models of arms. ACRONYM can update its display of an arm faster than once per second on a moderately loaded system, giving real time simulation There is an interface in the other direction to POINTY. POINTY is an interpretive subset of AL, originally designed to be used in a lead and teach mode, to easily obtain spatial information for AL programs. ACRONYM can control the arms via POINTY. So far we have used this interface only for debugging, but it will eventually be used for fully automated assembly tasks, with model-based vision

\section*{2. PREVIOUS MODEL-BASED SYSTEMS}

ACRONYM provides a unified approach to many aspects of goal-directed vision, and generalizes the approaches of previous vision systems it has a richer three dimensional model representation, a rule-based planning system, and makes more extensive use of shape and relational information than previous systems We briefly survey some existing systems to summarize their use of models and their matching processes.

The MSYS system (Barrow and Tenenbaum [4]) models objects in terms of their height and orientation, and models three dimensional spatial relationships between them in terms of above, bclow.in front, in back, left and right. Some models (e.g. of a floor) are also constrained to correspond to homogeneous regions within an image. An image is roughly segmented by hand. Simulated range data ls used to determine three dimensional locations and orientations of regions and their spatial relations Horizontal surfaces are identified by height. No shape information is used at all. A matcher matches the data against the model. These simple models are sufficient to identify typical objects in a room scene This demonstrates that spatial relations can be a strong constraint when identifying regions of an image. However the models used rely on a particular viewpoint, and the ability to propagate constraints throughout the whole image. If some other viewpoint is used, or if the scene is cluttered with objects not contained in the model, the constraint approach will break down. Tenenbaum and Barrow [25] have also used this system to drive the IGS interpretation guided segmentation system which produces segmentations constrained to be consistent with the high level model.

Carvey [12] developed a system which models objects in terms of their height and orientation, three dimensional spatial relationships with each other and the expected ranges of brightness, hue and saturation of their pixels. Approximate indications of size and shape may also be included. In interactive sessions with sample pictures, the system computes histograms of these features over manually segmented regions Confidence values are given to the spatial relations by the user The system is given the task of finding a given object in an image. It knows the costs associated with testing pixels for each attribute, and so as an initial coarse pass, It tests pixels randomly selected from throughout the Image with tests that will cheaply rule out large areas. These tests are selected by examining the models of known objects for cheap distinguishing features of the desired object. Carvey calls this initial phase acquisition. In the second phase, validation, the models are used to determine more expensive tests, over this reduced area, which will disambiguate the desired object from others which might also have produced the pixels first obtained. Spatial relationships in the models can be used to drive the system when looking for small objects Larger objects, expected to be adjacent In the image (such as a table top when looking for a telephone) are found first, reducing the search area for the small object. The search for the small object can then be carried out at a much finer level. The planning stage and coarse to fine strategy used improve efficiency but this system too suffers from the inability to use general shape information

Ballard, Brown and Feldman [3] describe a general purpose system for programming knowledge-based vision tasks. The knowledge or model is in terms of nodes describing expected image features, and spatial constraints between them Templates are used to describe shapes. The user must code an executive match procedure for the particular task domain. The system has been used for aerial image interpretation and finding ribs in radiographs of human chest cavities While very general purpose, the system is heavily dependent on using a fixed and known viewpoint, and requires detailed programming for each new domain. Furthermore the user must model objects in the image domain rather than the three dimensional domain

Bolles [9] has a Verification Vision system which relies only on the three dimensional relationships of observables to locate a mechanical part accurately within an automatic assembly work station. The position of the part is known in advance to within a few inches, and its orientation to within about fifteen degrees Thus the models can be very viewpoint dependent. Rather than use shape descriptors, Bolles relies on very local operators such as edge detectors, blob characterizes, and Moravec's [20] Interest operator to characterize the observables. Due to the highly constrained nature of the task these operators have a reasonable chance of matching the correct feature in the image. The system uses a generalized least squares algorithm, and clique finding to match the model of the known spatial relationships of the object to the features identified by the operators. The model can be used to drive a further
refinement phase, where the location and uncertainty region for further features are predicted. These features can then be searched for in the restricted region, with much reduced probability of incorrect identification. Notice that the models used here are simply a collection of points on the surface of the object

Kanade [16] distinguishes the image domain, the domain of observable facts from viewing the scene in either intensity or range data, and the scene domain, where objects are modeled. He uses a \(21 / 2\) D scene domain. Objects are represented as Image regions. Shape and spatial relations describe the regions. Objects have multiple representations for multiple viewpoints, but these must be explicitly described by the user. The matching process tries to match observed patches against modeled patches.

Rubin's [24] ARGOS system stores multiple representations of buildings, in terms of such things as texture, color, orientation and gross shape features, all gleaned from training examples It also has three dimensional knowledge of the positions of the buildings, which is translated into adjacency information to guide the search for labellings of pixels. The search technique is a very local pixel (or segment) based "Locus" search. This localness means that adjacency is the only meaningful relation which can be used.

These systems make valuable contributions to model-based vision, however they do not generalize in significant ways, with respect to viewpoint, with respect to object classes, and with respect to very large classes of objects. In almost all cases, data and model are matched at the same level, e.g. surface to surface or point to point. ACRONYM adds the capability to reason between different levels of representation, based on a hierarchy of representations.

\section*{5. MODELING}

The Object Graph contains three dimensional models. It provides volumetric representations of objects, both specific and generic, and three dimensional spatial relations between volume elements. It also provides for multiple levels of representation of objects, from coarse to fine The basic volume primitive used is the generalized cone, first introduced by Binford [5] Spatial relationships of volume elements within an object are defined hierarchically. Both specific and generic volume elements, and relations between them can be modeled. Thus an airplane can be defined to have exactly two wings, while an airport can be described as having from one to four runways.

The Context Graph is not really distinct from the Object Graph. It is only a convenience to talk about objects such as aircraft and their context, airfields. Both use the same representational mechanisms.

\subsection*{3.1 Generalized Cones}

Our models are part/whole graphs; the models resemble
stick figures. Parts have subparts, they are subgraphs whose leaves are our primitives, generalized cones. Levels of detail correspond to levels of the part/whole subgraph A natural and useful part/whole segmentation depends on the primitives used for representation of parts Design criteria for representation were presented in Thomas and Binford [26].

A generalized cone is defined by generalized translational Invariance. It is described by three sub-primitives; a spine, a cross section and a sweeping rule. In its most general form, a generalized cone is the volume swept out by the cross section as it is translated along the spine, while being deformed according to the sweeping rule Elongation is not a necessary property of generalized cones; neither is a circular cross section.


Fig. 2. Some Generalized Cones
Most objects can be segmented In a few ways Into volume elements whose cross sections change smoothly along some space curve (see [21] or Nevatia and Binford [22]). These volume elements can then be modeled by a single generalized cone, with its spine along that space curve Generalized cones accurately represent a variety of fabrication processes Intrinsic properties of a generalized cone can be approximately Inferred from Its two dimensional image under a broad range of viewing conditions (Nevatia [21], Marr and Nishihara [18]). For example, the length to width ratio varies approximately as the sine of the angle between the the cone axis and the ray from the axis to the observer While generalized cones need not be elongated, interpretation is much simpler for elongated objects and current techniques rely on elongation Marr [17] has shown that Interpretation of the occluding contour of an image of an object, under certain restrictive assumptions, is equivalent to interpretation as generalized cones. Thus generalized cones correspond to a natural decomposition of large classes of objects, and they are easy to match to a two dimensional image. Moreover they provide a compact representation for complex volumes. The representation of complex objects requires representation of only a few parts, each of which is about as complex as the representation of a cube

Generalized cones have been used In a number of vision and geometric modeling systems Agin [I] built generalized
cone descriptions from Images of simple objects such as a snake and a hammer. Nevatia [21] recognized images of dolls and toy horses, by Indexing into a library of generalized cone models. Miyamoto and Binford [19] built a general modeling and graphics display system based on generalized cones Hollerbach [14] modeled and recognized classes of Greek vases. Marr and Nishihara [18] described a method to determine the orientation of objects by matching them to generalized cone models

Representation of spherical volumes as spheres is Intuitively better than representation as generalized cones, especially for portions of spheres We set out to incorporate two primary geometrical constructions; translation and rotation. Generalized cones are based on generalized translational invariance. Spheres are based on rotational invariance We have a straightforward generalization of rotational invariance, however generalized spheres, as we understand them now, do not seem as powerful an extension as generalized cones', and we require more work to include them in our representation. We have also thought it necessary to represent surfaces, obviously to represent cross sections of cones, but also for nonplanar sculptured surfaces such as wings. Generalized translational invariance is useful here, too. Generalized cones specialize to ribbons, which are defined by an axis and a cross section, both of which are space curves not plane curves, and a sweeping rule (see Brooks, Greiner, and Binford [7]). It is not our intention to ignore standard surface spline representations, but rather to explore the advantages and cost of an alternative representation

We use a more general class of generalized cones than previous systems However there are still major restrictions The cross sections must have a boundary which can be decomposed into straight line segments and circular arcs The cross section can be kept at any constant angle while being swept along the spine The sweeping rule must be piecewise linear, and continuous The spine must be continuous and made up of straight line segments Circular arcs can also be used as segments of the spine, so long as the sweeping rule is constant, the cross section has a piecewise linear boundary and is kept normal to the spine. Fig 2 shows some examples This latter class allows for convenient representations of curved roads or taxiways. Analytic work is being done to formalize a natural and adequate extension of this subclass of generalized cones.

The parameters of a cone can describe ranges of possible values, or provide a predicate to test the validity of a proposed value For instance a generic runway can be described in terms of allowable ranges of length and width - possibly dependent on each other.

\section*{. 2 Model Structure}

As in previous modeling systems based on generalized cones (e.g. Miyamoto and Binford [19]) there is a local coordinate system for each volume primitive in a model, rather than a viewer centered, or object centered coordinate system. A complex object which is modeled by more than one
generalized cone has an affixment tree (in general a directed graph - but multiple afflxments can be Inconsistent), where the coordinate system of a cone is that of its parent, modified by the coordinate transform attached to the arc joining them. As in previous systems (see Thomas and Binford [26]) our models also have a hierarchy of level of detail. However we have chosen to separate this hierarchy from the attachment hierarchy.


Fig. 3. The Stanford Arm
The following two examples indicate how and why this separation can be useful It is natural to affix the two wings of an airplane to the fuselage, to describe the spatial relation among them However wings appear almost the same size as the fuselage, and the two of them combined (especially when an airplane on the ground is viewed from above) provide an axis of elongation of the same order as that given by the fuselage Thus at the first level of decomposition, we model an airplane as the generalized cones of the fuselage and the two wings, rather than as a single cone. Consider now the Stanford robot arm shown in fig. 3 (this Is a drawing produced by ACRONYM from its model of the arm) A natural first level of decomposition of the arm is the upright base, the boom and the hand assembly. The point of Interest here is the relation between the boom and the hand The spatial relation between the boom and the wrist is best described by a series of spatial links through subparts of the hand.


Fig. 4. An LIOII
It is important to represent both generic objects (loosely classes of objects) as well as specific objects For instance we may want to look for airports In general, not only to count the airplanes at each, but also to count the numbers of particular types of airplanes which can be identified Thus
a DC-10 say, would be recognized as an instance of the Object Graph node airplane, or as a DC-10. An aircraft with special radar would be identified as a modified form of a prototype If the Object Craph doesn't include a detailed model of a Boeing 767, It might be identified as an airplane, but fail to match precisely any detailed model. A specific model may be a more refined version of a generic model and a specific model can be an example included in a generic model. The modeling system provides language constructs for using a node of the object graph as a prototype for the construction of a new node. This can be done at all levels - from an object down to a sweeping rule.

\section*{13 Geometric Editor}

The high level modeler provides a high level language which gives the user the ability to manipulate models wiih symbolic names, and provides ways to examine partially built models There is also a graphics module to help the user with detailed modeling of specific objects. It provides the user with visual feedback of what is being modeled and where the local coordinate systems are. The class of cones allowed can generate complex curved surfaces, e.g. the surface generated by a circle swept along a spine at some non-normal angle while varying in size. Rather than approximate these surfaces with planar surfaces, we manipulate Its symbolic description right up until the time to deposit the visible lines in a raster buffer.

We have fast analytic solutions for the appearances of the occluding contours of these surfaces, and have implemented them in a hidden back surface algorithm. It works directly from the object graph representations Early details of that algorithm appeared in our paper [7], Work is proceeding on extending this to a full hidden surface algorithm and the full solutions will appear In a later memo Figs 2, 3. 4 were produced by ACRONYM, requiring approximately 250 milliseconds for the most complex of those figures.

\section*{4 PRODUCING THE OBSERVABILITY CRAPH}

Given models of objects, ACRONYM attempts to find instances of the objects in images The Observability Graph will tell the matcher how to find instances it is a symbolic summary of the expected appearance of objects in the image It contains generic and specific predictions about shape elements and relations between them, with information about how to find them, what conclusions to draw if identified and what to conclude it they are not there. If Information about viewing angles, distance and conditions is available, it can be used to produce more definite predictions The Predictor and Planner module is a rule based system which uses the Object Graph to produce the Observability Graph

The program must choose features of the object which correspond to image and surface properties which segmentation programs can find We will call such features "observables". The features which we are using first include shape and two dimensional spatial relations of shapes
within the image. When dealing with a stereo pair of pictures we also use three dimensional spatial relations and surface information. We intend to extend the class of features after our initial experiments.

\subsection*{4.1 Observables}

Since the exact disposition of objects in the image is not known in advance, the Observability Graph can not contain an exact prediction of what will be seen. Rather, it must consist of predictions which adequately describe a range of possible appearances, generic with respect to both object class and viewpoint. They can best be thought of as supplying constraints on the way the picture can be expected to look. For instance, given that the system will be examining aerial photographs of airplanes on the ground, the Predictor and Planner can tell the matcher that when a candidate fuselage is found, wings should be found adjacent to it, with bilateral symmetry. There will be two possibilities for the relative angle, and once the actual angle has been found, the front and rear of the fuselage will have been distinguished. Then the finer task of locating the rear stabilizers (for positive identification of airplane type) can be carried out, confined to a small part of the image How these are implemented is described in the next paragraph

The best sort of observables to put into the Observability Graph are those which are invariant. This is a strong requirement; other predictions will be true under a wide range of viewpoints We will call these quasi-invariant observables. Some are quasi-invariant with respect to object class, while others are quasi-invariant with respect to viewing conditions For example all airplanes have a long cylindrical generalized cone as the fuselage (invariant with respect to object class), and from most viewpoints (especially aerial views of airplanes on the ground) the fuselage will appear as an elongated ribbon (invariant with respect to viewing conditions). Observables which are functions can be viewed as quasi-invariants too. For example, the orientations of the wings within an image are functions of the orientation of the fuselage.

The Observability Graph itself consists of nodes, arcs and relations. The nodes are either direct shape descriptors or recursively complete Observability graphs themselves. For instance an airport Observability Graph will contain nodes for runway and taxiway shape descriptors, and a node which is itself a complete Observability Graph for the generic class of airplanes. Each node corresponds to something which should be identifiable in an image. Arcs are binary relations which should hold between instantiations of the nodes they link in the image. For instance an arc might say that any instance of a runway should intersect at least one instance of a taxiway. The Observability Graph also allows n -ary relations - called simply relations These are selected from a library of relations each of which is a function on a list of Observability Graph nodes and their candidate instantiations. Proximity and connected are currently Implemented.

\subsection*{4.2 Control of Rules}

The Predictor and Planner is clearly a critical module of the ACRONYM system ACRONYM is the first vision system to incorporate a general reasoning system. It is necessary because we wish to predict the appearance of generic objects, from generic viewpoints This is a difficult task which requires reasoning about a large body of diverse knowledge. We have chosen to use a rule based system to facilitate experimentation, and to provide additivity of new knowledge. We will first describe the control structure we have implemented for our rules, then discuss some of the techniques used in our early sets of rules to produce the Observability Graph

The basic control strategy we have chosen is to have our rules consequent driven (i.e. goal directed, or backward chained). The rules can be interpreted to mean that the consequents should be asserted if the conjunction of the antecedents can be proved This simple strategy is not quite sufficient for the task at hand, however It is possible that once invoked and "fired" a rule may take control for a while, doing some forward reasoning, and possibly setting up new goals which are attempted before control is handed back to the original invoking mechanism Davis, Buchanan and Shortliffe [II] use consequent driven rules in the MYCIN medical diagnosis system. Our first implementation of the rule based Predictor and Planner closely followed the MYCIN model. However, we are working with more complex, structured data, and have gradually moved to a rather different system

Our rules have three comppnents, premises (these are the antecedents), side effects and consequents (possibly multiple consequents for a single rule) Rules are indexed on their consequents. The backward chaining strategy finds all rules which might possibly satisfy the current goal. They are tried in turn until one succeeds. A rule is tried by recursively trying to satisfy its premises, until either one fails (whence the rule is discarded and the next rule tried), or until all premises have been satisfied In this case the side effects are carried out, and then the consequents are asserted satisfying the original goal. As the name suggests, the side effects of a rule have nothing to do with the basic goal directed control structure.


Figure 5. Producing the Observability Graph.
Fig. 5 shows the flow of information from the Object Graph to the Observability Graph. The assertion of the consequents places them into Associative Triple Memory (ATM) The general form of a consequent is a triple consisting of an object (not in the Object Graph sense), an attribute and a value. The attribute is an S-cxpression currently these are used purely syntactically via tests for equality, but later semantic information may be explicitly
attached; the object maybe a structured fragment of the Object Graph or some entity constructed by the rules. The actual Observability Graph is produced purely by the side effects of rules firing. The goals which direct the control structure are to place given triples in the ATM. For instance the top level goal for producing the Observability Graph for a model called AIRPORT would be to achieve the triple <AIRPORT, (OBSERV GRAPH), T> in ATM.

In producing the observability graph the Predictor and Planner is guided by two classes of quasi-invariants. Object class invariants broadly determine the node structure of the Observability Graph The viewing condition invariants determine the detailed contents of the nodes, and the arcs and relations between nodes. Of course this distinction is sometimes blurred For instance a mixture of the two types of quasi-invariants directs production of the arc which says that runways should intersect a taxiway in the image. The object model says that they should be connected, and a rule which knows that connectivity is invariant under all viewing angles deduces that intersection of the regions corresponding to the nodes will be observable.

\section*{5. MATCHING}

The Matcher uses the Observability Graph generated by the Predictor and Planner to locate an object in a Picture Graph. The Matcher makes an Interpretation Mapping which maps the Observability Graph into the Picture Graph. It uses a goal-directed matching scheme, searching for features indicated in the Observability Graph. It uses relaxation techniques to resolve constraints iteratlvely. To improve efficiency, the Matcher works in a coarse to fine order which is directed by the Observability Graph. For example, In Identifying aircraft, the Observability Graph has several levels of detail, first the aircraft context, an airfield, then the top level of detail of the aircraft, fuselage and wings, then the finer level of detail which distinguishes individual aircraft, l.e. engine number and placement. The Predictor and Planner uses the level of detail of the Object Graph and observability criteria to constrain the Matcher's search space.

Nodes of the Picture Graph correspond to ribbons, surfaces, and curves. Its arcs and relations indicate spatial relations which hold between sets of nodes. We currently use intersection, colinearity, and containment arcs. The classes of nodes and arcs are open-ended to accomodate other primitives and relations Ribbons and curves are obtained from an Edge Mapper (see Brooks [6]) which uses a line finder of Nevatia and Babu [23\} Surfaces will be obtained from a Stereo Mapper by Arnold [2]

The Matcher attempts to instantiate each node pf the Observability Graph by a set of Picture nodes which satisfy properties of the Observability Node. These local interpretations map a part of the Observability Graph into a limited part of the picture. Context is expressed as Observability arcs and relations among sets of Observability nodes. Local interpretations consistent with

Observability arcs form the initial stage of the Interpretation Graph For example, a segment of a picture may appear to be a runway when it is considered in isolation. However, this interpretation Is not likely if the proposed runway connects with a freeway system, or has a flow of automobiles upon It. This information must be encoded in the Observability Graph by the Predictor and Planner.

Each test evaluated by the Matcher has a pair of procedures, (provided by the Predictor and Planner) one for success and one for failure which are invoked appropriately. One possible action of a feature-test is to cause this match to fail unconditionally - thereby removing the suggested instantiation (e.g. a particular Observability node to Picture node mapping) from consideration. Usual actions simply modify the bookkeeping associated with the "goodness" of the match. Standard conditions such as Must-Be or Should-Not-Be can be encoded as simple special cases.

The Observability Graph can also specify ways to explain a failed condition. More generally, it can specify consequences of interpretations For example, an interpretation of a ribbon as a fuselage determines the location of the wings. A conjecture may be made which seems plausible at a preliminary stage of the match. If the conjecture is later proven to be false, the conclusions it fostered are re-evaluated, and possibly rejected as well This follows the "Wait and See" philosophy used throughout the matching process.

In the Picture Graph, a set of edges may be structured as ribbons In several incompatible ways An Observability node may map to multiple Picture nodes and a Picture node may map to multiple Observability nodes. The mechanism for enforcing compatibility is uniform at all levels.

The Matcher has storage and retrieval facilities for finding predesignated common subexpressions it is probably too costly to automate the finding of common subexpressions in the Matcher. The process could be partially automated at the level of the Observability Graph or Object Graph, but is probably ineffective if done in a syntactic way. The problem is NP-complete.

The same basic format and evaluating scheme is used by the Observability nodes, arcs and relations as by the full Observability Graph itself. An node may further place certain requirements on the arcs and relations in which it participates. This may be used to specify the number of instances of a given arc in which some node may participate - for example, that a runway should be parallel to at most one other runway in a given airport This quantification is simple to state and to check Far more complex conditions could be enforced with this facility Another feature is the use of a plethora of demons for a variety of cases. There is a growing library of routines, including a transitive closure and a clique finder, which can be used by the Predictor and Planner as appropriate. The range of control structures representable in the Observability Graph, and usable by the Matcher currently far outstrips the ability of the

Predictor and Planner to produce them.
An important aspect of the Matcher is its total ignorance. It is a driver function, designed to "evaluate" the Observability Graph In the context of the Picture Graph. All the specific functions, ordering schemes, demons, etc. are contained within the Observability Graph itself. The only routines in the Matcher, proper, are those which acoess the relevant data, and which know something about the graph structure used. Extensive revisions are planned for the matcher.

\section*{6. CONCLUSIONS}

The implementation phase has been underway for approximately one year. At the time of writing, ACRONYM had been tested on an example generated by hand from a real image and is being tested on an example generated completely automatically from real images. The High-level Modeler, the Graphics Generator and the Matcher have been tested extensively and are complete for the full-fledged test without further modification. The Predictor and Planner control scheme is complete - it remains to write more rules encoding the the details of transforming the Object Graph into an Observability Graph.

The Matcher has been tested on a hand coded Observability Graph, matching against a hand coded Picture Graph. This test was used during the debugging phase, and was designed to test all modes of operation of the Matcher. Thus the particular Observability Graph used is more complex than can be reasonably be expected to be generated by the Predictor and Planner, at least until we have had considerably more experience. The Matcher was programmed to perform scene labeling for a trihedral blocks world. The nodes of the handcoded observability graph described the possible junctions in a two dimensional line drawing, following the schemes of Huffman [15] and Clowes [10). The arcs constrained the interpretations of the two junctions defining a line to give it the same labeling.

The High-level Modeler has been used to construct a large number of models Figs 3 and 4 show output from the Graphics Generator of two objects modeled in the high level language accepted by the Modeler. Many additional models of both industrial parts and airport related scenes have been built with the system. The Modeler and Graphics controller are completely interactive, enabling the user to "fly" around airports or manipulate the robot arm.

The Predictor and Planner has been run on both the arm model displayed in fig. 3, and a generic model of an airport. Jt produced the complete node structure of the Observability Graphs in both cases, and included quantifiers in the airport case, to describe the numbers of allowable numbers of runways and taxiways in a valid airport instance.

In April 1979, the ACRONYM system was tested with a
simplified model of an LIOII, and an aerial photograph of an L10ll at San Francisco airport. It Identified an aircraft by locating the fuselage, and two wings without help This was a very preliminary coupling of many of the modules of ACRONYM (all were involved except the surface mapper which is not yet implemented). Much more development needs to be done to make the system robust.

Work is proceeding on a smarter geometric editor It will be a knowledge-based editor, which knows about the sorts of operations a user typically wants to perform It will thus be able to act as an intelligent assistant to a user. So far, neither the problems of the intersection of generalized cones, nor a full hidden surface algorithm have been solved because development of the vision system had higher priority than development of the modeling system. These problems will be tackled in conjunction with the smart editor.

The matcher that is implemented is very powerful, allowing complex quantifications in its input language The Predictor and Planner does not yet make full use of its capabilities We intend to look for a formal description of the matcher, perhaps modifying it to fit a clean definition of capabilities This will give a better handle on the type of rules we should write for the Predictor and Planner and give an estimate on the ultimate capabilities of the ACRONYM system as a whole
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The use of a semantic network to describe spatial and functional patterns at various levels of abstraction.. .is described. Particular attention is paid to the use of a network by a deductive problem solver in forming plans and generating moves in playing Go.

\section*{1. PATTERN HIERARCHIES}

It has often been remarked of Go that it is essentially a visually oriented game! such terms as "good shape", "thickness" and "eye space" abound in the literature. Imagery plays an important role in the conceptualisation of a board position.

RAG - an ongoing effort to program Go by integrating plan formation techniques with a multilevel pattern organisation - represents Go images by means of a semantic network [5] . The nodes of the network denote
(a) organisational units such as points, strings, groups and territorial frameworks and
(b) relations between units in terms of their functional roles (support, influence, etc.) and topology (linkages, cuts, pincers, etc.). Relations are themselves units and as such may be the parameters of other relations. For example, "diagonal" is a linkage relation which can exist between two strings and "cut" is a relation which can exist between a string and a linkage relation.

The natural hierarchy and taxonomy of such units is embodied in the network by means of subset, element and part-of relations. In effect, the network provides a continuum of abstraction spaces in which relations are permitted to exist between units at different levels of abstraction.

Fig. 2 illustrates part of RAG's representation of the initial situation depicted in Fig.I. The network is implemented using the property-list structure of LISP. Nodes depicted by rectangles are pre-defined atoms; others (such as "BS2" which denotes the string of black stones at Q4, Q3, R3, S3 and S2) are created
dynamically. In the present implementation, network updates (as moves are played) are made on an ad hoc basis.

\section*{2. AN APPROACH TO REASONING}

Because of the standardised representation provided by semantic nets, a uniform reasoning procedure may be employed to perform hierarchical planning. The rulebased inference system employed by RAG [1] is such a procedure. It utilises a set of packages of rules, each package containing rules likely to be applicable to a given class of goals. Packaging of rules is one way of obtaining plausible rules without the need to perform partial matches. This is especially important when rule matching is expensive; RAG's rules are represented as semantic nets, thus the matching problem is one of finding graph injections.

Each rule comprises a CONDITION, an ACTION and a GOAL. In forming plans, RAG matches its current goal with the GOAL of a rule. The CONDITION specifies contextual constraints under which the rule's ACTION should satisfy the instantiated GOAL.

In similar spirit to NOAH [4], RAG searches at the top level (subgoaling on CONDITIONS) before proceeding to lower levels (subgoaling on ACTIONs). Further, only the temporally most proximate goal of a plan is searched below the current level. The rationale behind this is threefold: (1) It being implausible to consider all continuations, no "proof" could be found for the correctness of a play; (2) Actions which are likely to enable goals are valuable as threats even if counterplay is possible; (3) The inclusion of CONDITIONS in rules enables applicability requirements to be examined abstractly; although \(G o\) is


Figure 1: The Two-Stone Edge Squeeze


Figure 2: A Fragment of RAG's Representation of the Initial Situation ( \(e=\) element, \(\mathrm{p}=\) parameter )
theoretically a game of perfect information it must be treated as one of imperfect knowledge as future events cannot be definitely predicted. Consequently, situations must be judged at an abstract level.

\section*{3. LOOKAHEAD}

The effectiveness of RAG's rules cannot be guaranteed. It is possible to represent the necessary conditions of a rule's applicability (by its GOAL) but its CONDITION can only partly specify the sufficient conditions, given that a practicable system cannot be enumerative.

At the move generation level, certain sequences can be specified for individual tactics. The representation of Go images by semantic nets enables sequences, such as that in Fig. 1, to be specified in terms of generalised moves. In the example, the first move is specified as:
(CUT (DIAGONAL ?WI ?W2))
When fitted to the local context, the point P2 is established as the place to play to cut the linkage between WS1 and WS2.

RAG stores generalised move sequences in a database in which each sequence (tree) is indexed by the particular tactic (low-level ACTION) to which it relates. The responsibility for determining the likely relevance of tactics lies with the planning component.

\section*{4. SPECIAL TACTICS (TESUJI)}

Tesuji are tactical plays known to be effective in certain types of situation. Such situations are characterised by combinations of features and relations in a local context. However, the variety of configurations that can have any one such combination is so large that template matching of stone patterns is infeasible.

Furthermore, each tesuji is inextricably linked with a goal; typical goals being to capture small groups of enemy stones to link up or make eye-shape, isolating weak enemy groups by cutting through linkages and so forth.

Thus the use of stone patterns, as in Zobrist's program [6] , suffers from two deficiencies:
(1) Prohibitively many patterns are required (Zobrist used about 200, which enabled his program to cope with only very elementary tactics); and (2) stone patterns are too primitive to be related to strategic considerations, ie. goals.

Attempting to solve the first of these, Ryder [3] developed a set of recursive definitions for certain forced sequences such as snap-backs and ladders. However, because his program lacked any strategic direction, it wasted many moves defending cuts or making eye-shape when it was unnecessary. The program of Reitman and Wilcox [2] , with its multiple perceptual components, comes closest to the solution, but as yet suffers from a lack of strategic direction.

RAG is an attempt to solve both problems in a systematic manner. The planning component utilises rules which suggest various tesuji as a way of achieving certain goals. Each tesuji is passed to a move generator, which attempts to fit generalised sequences indexed by the tesuji into the current position. If a sequence fits, it is expected to achieve the desired goal.

As an example, consider the squeeze tesuji illustrated in Fig.1. This occurs in a race to capture between two eyeless groups. By sacrificing three stones, black can keep ahead in the race and squeeze the life out of white's cutting stones. The generalised move sequence black has comprises a cut (1), descent (3), cut of the newly-created diagonal (5) and throw-in (7) followed by removal of white's liberties.

In the example, the stones at P4 and P3 (WS1 in Fig. 2) are marked as cutting the diagonal connection between the threatened black group in the corner and the strong one on the outside. Q5 and R5 (WS2) are similarly marked, but they have too many liberties for the squeeze to work. Included among rules for saving threatened groups is the "two stone edge squeeze". This rule includes in its CONDITION the requirements? (1) None of the enemy strings connected to the one to be captured (including those connected by transitivity) has more than three liberties; (2) The string to be captured has a cutting point on the second line, with the point below it also vacant; and (3) The cutting point is unprotected (ie. a cutting stone would not be captured immediately).

Whilst there are a few configurations also characterised by these features to which the squeeze tesuji is not appropriate, their testing serves to eliminate countless others. Fitting the aforementioned generalised sequence to the situation in question serves to determine whether and how the original goal can be achieved.

\section*{5. S UMMARY}

Semantic nets are a powerful re presentational forma I ism and are particularly suited to the description of spatial and hierarchical patterns such as occur in the game of Go. The use of a uniform representation for all levels of descriptive information enables a single deductive procedure to operate effectively in both strategic and tactical decision making.

The combination of graphical pattern matching and generalised sequence fitting enables the testing of lowlevel tactical goals to be performed, thus providing a verification mechanism for goals formulated at higher levels of abstraction.
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\begin{abstract}
This paper explores some of the typical problems in manufacturing systems planning and control, particularly those pertinent to automatic operation, and describes how artificial intelligence methods can be applied. We demonstrate how predicate logic and theorem-proving techniques using resolution can be used in a manufacturing environment. Assertions of fact and axioms representing the knowledge required are given in an underlying data base. Illustrative examples demonstrate how user problems, such as assignment of Jobs to machines when conflicts occur, can be handled by a decision support system in the framework of resolution in a problemreduction approach.
\end{abstract}

\section*{1. Introduction}

Manufacturing planning and control involves managerial decision-making in three main levels of activities: the strategic level of production and inventory planning; the tactical level of manufacturing operations; and the operational control of processes and material flows. Computerized manufacturing systems (CMS), characterized by multi-purpose, computer-controlled machines connected by automated material handling networks, require a large number of timely decisions to be made at the various levels of operations. See [9] for the information and control aspects of such systems. The purpose of this paper is first to explore some typical manufacturing planning and control problems, particularly those pertinent to the automatic environment, and second, to describe how predicate logic problem-solving methods can be applied to them.
2. Predicate Logic Representation of Knowledge

First-order predicate logic has been used extensively as a knowledge representation language to describe states and problems. Moreover, as shown in [4], predicate logic comprises a programming language for expressing algorithms. Axioms in Horn clause format are interpreted as procedures to be invoked by theorem-proving mechanisms based on Robinson's resolution principle [8]. Deductive query systems such as Chang's [2], and Minker's [5]combine predicate logic with a data base system for knowledge storage and retrieval. These systems use re-
solution to partially prove theorems, then invoke the data base system to complete the proof. In this paper we demonstrate how a predicate logic representation of knowledge integrated with a data base can be used to model control in a manufacturing environment for the purpose of solving operations management problems.

\section*{3. Manufacturing Planning and Control Needs}

In the three levels of manufacturing activities previously defined, planning and control are required in order to achieve efficient, productive utilization of resources to meet a schedule of production demands. Strategic and tactical planning and control have been performed quite successfully with the aid of information systems, It is in the operational level of control in which a real-time decision support interface between managers and machines is lacking, particularly in the QVS environment.

Three operational control issues described in[7] include Part Mix, Part Entry and Assignment, and Process Selection. The Part Mix problem is to select particular sets of parts for sub-periods from the larger set of parts scheduled for production in the whole period. The Part Entry and Assignment problem is to sequence individual part entry into the system and assign parts to machines when conflicts occur. The Process Selection problem is to decide which of several alternative processes, all producing the same part but requiring different machines and processing times, should be selected for a given
part.
While off-line analyses using simulation indicate the importance of such control issues, a different approach is necessary when decisions have to be made and implemented in a real-time environment. In the following sections a new approach is developed, and examples given to illustrate how some of the issues described here are handled.

\section*{4. Predicate Logic Representation of Manufacturing Control}

OMS entities and simple relationships among them are modeled by predicates, which are represented in a network data base system as described in [1]. Complex relationships among the entities are defined by axioms. The axioms extend the data base by supplying procedural knowledge about how the assertional component is used for control tasks.

Many manufacturing control issues require the system status at a given time. Typical inquiries concern what processes are available for each part, what conflicts exist among parts competing for machine servicing, etc. Queries of this type can be handled by problem-solving techniques utilizing a static representation. Generation of the current state of a CMS is done concurrently with actual operation of the manufacturing system by an "operational" mode of the decision support system. Problem-solving on the "operational data base" is performed using a problem-reduction approach [6], in which a problem is given by:
(1) a predicate logic goal statement describing the problem to be solved;
(2) descriptions of problems whose solution is known, primitive problems;
(3) a set of Horn clause axioms, problemreduction operators, which transform problems into sub-problems.
A top-down proof procedure is applied to carry out resolution, deriving new goal statements from old ones by applying the problem-reduction operators. The primitive problems obtained are then solved by retrieval procedures that evaluate predicates representing assertions in the manufacturing data base.

Control issues in a dynamic domain require a "simulation" mode of the decision support system to forecast future states of the CMS. The predicate TIME(t) is used to denote time, and a state-space approach [6]is used to update the system. The representation of a problem consists of:
(1) the operational data base of assertions denoting the initial state;
(2) a predicate logic statement of a goal state;
(3) a set of Horn clause axioms, statespace operators, to transform 6tates into other states.
A bottom-up proof procedure is applied to derive new assertions from old ones. The operators utilize an \(A D D\) and DELETE list similar to that used in STRIPS [3] to handle secondary implications of an operation in addition to the consequent in the Horn Clause axiom. The assertions generated for the "simulation data base" are then used as newly solved primitive problems in a top-down theorm-proof. Comparison of criteria across different simulated states determines operational parameters that should be used in the OMS operation over the forecast horizon.

\section*{5. Illustrative Manufacturing Control Problems}

Table 1 shows a partial list of predicates needed to represent the machines, parts, operations, etc., and their relationships in a CMS.

Table 1
Computerized Manufacturing System Predicates
```

Predicates
MCH(mch)
OPERATION(op)
PART(part,part-type)
COMPLETE-PART-OP
(part,op,t)
MCH-OP(mch,op,op-time) mch/op process time
PART-ROUTING
Interpretation
machine "mch"
operation "op"
part
part routing
(part-type,op,next-op)
The complex relationships are specified by
axioms. Problem-reduction operators for the Part
Assignment problem determine (1) if the first
operation for a part is next to be performed,
(2) if a subsequent operation is next, and (3) a
possible schedule of a part to a machine for an
speration. These three axioms are defined as:
(Al) }\mp@subsup{\nabla}{x}{}\quad\mp@subsup{\forall}{y}{\prime}\quad\mp@subsup{\nabla}{z}{}\quad\mp@subsup{\nabla}{w}{
NEXT-PART-OP(part=x,op=y) \&
PART(part=x,part-type=z),
OPERATION(op=y).
PART-ROUTING(part-type=z,opmy),
-PART-ROUTING(part-type=z,op=w,next-opmy)
- COMPLETE-PART-OP(part=x,opmy)
(A2) }\mp@subsup{\forall}{x}{\prime}\quad\mp@subsup{\forally}{y}{l}\mp@subsup{|}{z}{\prime}\quad\mp@subsup{\mathbf{3w}}{w}{
NEXT-PART-OP(partmx,opmy) \leftarrow
PART(partmx,part-type=z),
OPERATION(Op-w),
OPERATION(op=y),
PART-ROUNING(part-type=z ,op=w,next-opmy)
PART-ROUIING(part-typemx,opmy ),
COMPLETE-PART-OP(part=x,op=w),
- COMPLETE-PART-OP(part=x,op=y)
(A3) }\mp@subsup{V}{x}{}\mp@subsup{V}{y}{}\mp@subsup{V}{z}{
POSSIBLE-SCHEDULE(part=x,mch=y,op=z) \leftarrow
NEXT-PART-OP(partmx ,op=z),
MCH-OP(mchmy,op=z)

```

With these axioms, we can solve a Part Assignment problem such as: "On what machine can part "p2 be scheduled for its next operation?" This problem, expressed as the goal statement:

ヨy \(\mathbf{3}_{z}\) POSSIBLE-SCHEDULE (part \(=\# \mathrm{p} 2, \mathrm{mch}=\mathrm{y}, \mathrm{op}=2\) )
is reduced to a set of primitive problems by invoking axiom A 3 , then Al or A 2 . A unique " \(\mathrm{y}, \mathrm{z}\) " pair satisfying the primitive problems solves the Part Assignment problem. For multiple " \(y, z\) " occurrences, additional axioms specify the particular machine-operation pair to be chosen.

For simulation, a set of state-space operators describe the operation of the manufacturing system. For example, the end of a machine's operation performance is defined by:
 ENDMMCH-OP (mch=x, part \(=y, o p=z, t=t .3) \psi\) INIT-MCH-OP (mch \(=x\), part \(=y, o p=z, t=t_{1}\) ), MCH-OP (mch \(=x, o p=z\), op-time \(=t_{2}\) ), \(\operatorname{ADD}\left(\right.\) addendl \(=t_{1}\), addend2 \(=t_{2}\), sum \(\left.=t_{3}\right)\), delete list: INIT-MCH-OP(mch=x, part=y,op=z) CURRENT-PART-OP (partzy,op=z)
add list: MCH-IDLE(mch=x), COMPLETE-PART-OP (part \(=y, o p=z, t=t_{3}\) )
Using such axioms, we solve a problem useful in Process Selection: "Given a shortest processing time scheduling rule, when will part "p2 complete its next operation?" The goal statement:
\(\mathcal{Z}_{2} \quad \mathcal{Z}_{w} \operatorname{NEXT}-\operatorname{PART}-O P(p a r t=\# p 2, o p=z)\), COMPLETE-PART-OP (part = "p2,op=z,t=w)
is solved by first invoking the simulation mode of the decision support system. A bottom-up theorem-proof derives an assertion of the form:

COMPLETE-PART-OP (part \(=\# \mathrm{p} 2, \mathrm{op}=\mathrm{Hop}_{2}, \mathrm{t}=\| \mathrm{t} \mathrm{w}_{\mathrm{w}}\) )
in the simulation data base. Axiom Al or A2 is then invoked in a top-dom manner to reduce the NEXT-PART-OP sub-problem. Finally, the primitive problems are solved by data base retrieval. Simulating the completion time for a number of alternative scheduling rules enables us to select the rule that provides the best value of a criterion measure of performance for completion of a number of part operations over the simulated time horizon.

\section*{6. Conclusions}

In this paper we have explored the application of predicate logic and mechanical theoremproving to the management of a computerized manufacturing system. Predicate logic permits a descriptive non-procedural representation of knowledge related to the operation of the facility. The predicate calculus language allows both static and dynamically changing knowledge to be modeled, while theorem-proving permits
"new" knowledge to be deduced from the current knowledge base. From a decision support viewpoint, the resolution procedure allows the knowledge base to be applied to a user's specific manufacturing control problems.
Further work is needed to implement such a system. Questions on how axioms should be stored and how resolution can be effectively carried out must be investigated. From a user's point of view, a more natural, English-like problem statement language is needed. In addition, relationships between the problem-solving techniques described and classical integer programming models of scheduling would be of interest.
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\begin{abstract}
This paper describes QUASCU (Question Answering System of Charles University), a system being used to investigate the use of natural language in data-base queries.

The analysis in the QASCU is essentially a syntactlco-semantlc one, its objective being (i) to extract from the query formulated in Czech information which, in the semantic field in question, is sufficient for correct response, and (ii) to translate this information into the query language. Knowledge of the QASCU is stored in a hierarchically organized data base. The semantic field in which the first experiments have been carried out is constituted by the enrolling procedure of students for all the colleges of Charles University.

The programmes of the QASCU are written in the PL/1 language and the system will be implemented on the EC 1040 computer at the Computational Centre, Charles University, Prague, Czechoslovakia.
\end{abstract}
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\begin{abstract}
This paper presents a goal-based analysis of human personality traits. A process model for automated understanding and interpretation of personality traits is developed. The model Is based on the goal-tree and planning/counterplanning strategies developed to represent subjective beliefs In the POLITICS system. The automated analysis of personality traits plays an integral role in natural-language story-understanding processes and In computer models of human social interactions.
\end{abstract}

\section*{1. Why Analyze Personality TraitaT}

Understanding stories requires information and reasoning about the situation, the causal structure of the events, and the characters In the story. Schank [1], Cullingford [2], Rumelhart [3], and Beaugrande and Colby [4] have analyzed the narrative structure of stories and developed means of automating the analysis process. Schank and Abelson [5], Wilensky [6], and Schmidt and Sridharan [7] developed means of inferring the goals and plans of the characters in a story from their actions. Both the narrative structures and the goals and plans of the characters are crucial in integrating the information contained in stories into a coherent memory representation. Such memory structures are necessary to answer questions about the story in much the same way that people appear to reason about the stories they read.

Character development, however, is an important aspect of story understanding that has been largely ignored by Artificial Intelligence researchers. A person reading a story Identifies with one or more characters depending on whether the cha-acters are heros, villains, compassionate, intelligent, unscrupulous, etc., and depending on how the character's personality relates to the reader's self-image and to other people he knows in real life. Furthermore, knowledge of the characters and their personality helps to interpret their actions and induce their goals. Thus, understanding character development is an integral part of processing natural language stories. Here we deal with the most simple form of character development: the attribution of personality traits to actors in simple stories. We analyze personality traits in terms of personal goal trees and predispositions towards applying certain classes of planning and counterplannina strategies. Goal trees and counterplanning strategies were developed to model Ideological beliefs in the POLITICS system [8]

\section*{2. What Information Do Personality Traits Convey?}

Consider an example of personality-trait attribution In the following story.

Bill was very brave, but his brother John was very cowardly. One night the two brothers were walking by the road when a masked bandit surprised them. The younger brother panicked and ran headlong into the forest where he was lost, never to be seen again. The elder brother fought off the bandit, and, in the process, recovered the long lost royal sapphire, stolen years earlier. The king rewarded him handsomely.

QUESTION: Whom did the king reward?
A person reading the above story has little trouble in answering the question: Clearly, the king rewarded Bill. However, it is not particularly easy to see how one goes about formulating the answer. No simple rule will serve. For instance, the last mentioned character in the story before the word "him" is the bandit, but this is obviously not the correct referent. The first step in resolving the referent requires one to understand why the king gave the reward, thus establishing that the elder brother who recovered the sapphire received it. This, however, is only half of the task. How do we know that Bill is the elder brother who deserves the reward?

In order to determine which brother is which we must use the information contained in their respective character traits. One brother is brave; the other is cowardly. Running away in the face of danger is a characteristic behavior associated with cowardly people. Fighting bandits, or otherwise risking one's life for a worthy cause is the type of behavior characteristic of bravery. Therefore we determine that Bill, the brave one, must have been the elder brother who fought the
bandit and recovered the sapphire. This determination requires knowledge about some types of actions that are characteristic of bravery and other actions that are characteristic of cowardice. Thus, we need to know, or be able to infer, typical behaviors associated with certain character traits. We need to answer the general question: If actor \(X\) has character trait \(P\), is he likely to do action \(A\) in situation S? It seems, therefore, that an investigation of personality traits and their associated typical behavior ought to be a worthwhile pursuit.

\section*{3. Goal Trees Representing Personality Traits.}

One way of analyzing personality traits is by associating with each trait the goals people described by that trait are likely to have. Once these goals are established, certain behaviors can be inferred. Since we have developed mechanisms for understanding goal based events (e.g., PAM [6] and POLITICS [8]), it seems quite fruitful to reduce personality traits to the pursuit of certain types of goals. For the present discussion we borrow three general classes of goals from the Schank and Abelson goal taxonomy [5]: acquisition goals (A-goals), preservation goals (P-goals) and enjoyment goals (E-goals).

Consider the process of understanding a story starting with the following initial segment:

John is a very inquisitive and uncompromising person. He is also rather thrifty in his personal affairs...

There have been no actions thus far in the story, nor any physical or temporal setting that helps the understander establish the situational context. Yet, John's personality traits provide a goal-expectation setting. That is, the understander knows the following information from the above fragment of 6: John's goal of increasing his knowledge about most matters is a goal of very high importance. We denote the acquisition of knowledge goal as A-know(John, X,+). (The "+" means John wants knowledge about X. A "-" would signify that John's goal is to actively avoid knowing about X , and a " 0 " signifies that John ignores new knowledge about X . Thus, if we know that Mary is apathetic, we mean A-know(Mary, \(\mathrm{X}, 0\) ).). The fact that John is thrifty tells us that he also has the goal of preserving his money. In fact, the word "thrifty" states a relationship between the P-money goal and the set of A-goals that can be accomplished by spending money. John holds the goal of P-money to be more important than most such A-goals.

Since most personality traits describe deviations from a culturally-defined normative person, we know that John's A-know goal is much more important to him than other people's A-know goals are to them. Similarly, we know that his P-money goal is a little more important to him then is generally the case. We may also infer that John's A-goal of things that cost money, may be a tittle less
important to him than other people's corresponding A-goals are to them. The trait "Uncompromising" exemplifies an across-the-board deviation from the norm. John will give higher than normal importance to most of his goals. Using this information, we can build a fragment of John's relative importance (RI) goal tree:


Figure 1: Fragment of John' Rl goal tree.

Figure 1 tells us that of the three goals that we know John to have, he considers acquisition of new knowledge as most important, followed by preserving his money, followed by acquiring new material possessions. Since we know that John is a person and a member of western society, we know that he has certain normative goals common to most people in the society. The following list includes some of the prototypical person's goals, arranged in a relative-importance hierarchy in figure 2.

\section*{GOAL}
1) P-health(Self,+)
2) P-health(Family.+)
3) A-possessions (' 'jelf,+)
4) P-possessions(Eelf,+)
5) A-scont(Self,olhers,t)
6) A-know(Self,X,+)
7) E-unpleasant activity(Self,-)
8) E-pleasant
activity(Self,+)
9) P-health(others, 4)
10)P-anything(enemies,-)

EXPLANATION
Self-preservation Preservation of family
Acquire wealth and belongings
Preserve one's belongings High social standing Learn new things Avoid going through unpleasant experiences Have fun doing enjoyable things
Philanthropy
Wish doom upon one's enemies


Figure 2: Goal tree for a normative person.

Many personality traits can be represented as deviations from a person's normative goal tree. Table 1 lists a small sampling of such traits and the changes in personal goals that they imply. For instance, "ambition" means that a person holds his A-scont and A-wealth goals as more important, while considering the goals of other people as less important. "Compassion" implies the opposite. Other personality traits refer to the means that a person is willing to use in order to achieve his goals. A more thorough analysis can be found in [8\}


A person's goal tree, modified by his personality traits, is used to predict which goals he will strive for in a given situation. Since relative-importance links are transitive, the following rule summarizes the function of personal goal trees:

If a course of action affects two goals, and no other rules determine which goal to focus on, the effect on the higher-importance goal determines whether the course of action should be pursued.

We developed a set of heuristics for combining personality traits. Consider a person described by traits \(A\) and \(B\), where \(A\) and \(B\) are defined in terms of their deviations from the normative person. \(A\) and \(B\) consist of a list of attribute-rank pairs. An attribute is the name of a goal. The rank encodes the positive or negative deviation from normative position of that goal in the goal tree. If \(A\) and \(B\) contain no goals in common, their combination is simply the union of the attribute-rank pairs, otherwise the following heuristics apply:

\footnotetext{
CONTRADICTORY TRAITS - If both rankings have a high magnitude, but opposite sign, the two traits cannot be combined. (e.g. A generous miser, and a cowardly brave person are instances of contradictory traits.)
}

REINFORCEMENT OF EXTREMES - If both rankings have a high magnitude and the same sign, assert the attribute with a ranking slightly larger than the maximum of the two original rankings, (e.g., An unscrupulous, vindictive person is more likely to violate other people's goals than someone who is merely vindictive, or just unscrupulous.)

DAMPENING MINOR VARIATIONS - If the magnitude cf both rankings is small, but the signs opposite, delete this attribute from the combined trait, as it is of little importance and uncertain consistency.

PREFERENCE TO EXTREMES - If none of the above rules apply, average the two ratings, but give greater weight to the rating with the higher magnitude.

The heuristic rules were empirically derived by analyzing many personality traits into their component attributes and recombining them in different ways. The analysis of personality traits is part of a larger research effort into subjective understanding of stories and discourse.

1 Schank, R. C. Conceptual Information Processing. Amsterdam: North-Holland, 1975.
2. Cullingford, R. Script Application: Computer Understanding of Newspaper Stories. Ph.D. Th.f Yale University, 1977.
3. Rumelhart, D. E. Notes on a Schema for Stories In Bobrow, D.G. and Collins, A., Representation and Understanding, New York: Academic Press Inc, 1975, pp. 211-236.
4. Beaugrande, R. D. and Colby, B. N. Narrative Models of Action and Interaction. Cognitive Science 3, 1 (1979), 43-66.
5. Schank, R. C. and Abelson, R. P. Scripts, Coals, Plans and Understanding. Hillside, NJ: Lawrence Erlbaum, 1977.
6. Wilensky, R. Understanding Coal-Based Stories. Ph.D. Th,, Yale University, 1978.
7. Schmidt, C, Sridharan, N. and Goodson, \(X\) The Plan Recognition Problem. Artificial Intelligence 11,2(1977). 45-83.
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\begin{abstract}
A heuristic model of planning in conflict situations is presented. This strategy-based model accounts for dynamic plan adaptation and replanning in obstructive and constructive counter planning situations. The former situation is characterized by an actor striving to thwart the goals and plans of a second actor. The latter, is the dual situation\} it provides general means for an actor to pursue his goal in spite of attempta by others to block his plans. The model has been implemented as part of the POLITICS system, a computer progrem thet understands simple natural language accounts of International political conflicts.
\end{abstract}

\section*{1. Introduction}

Planning and problem solving have been active research topics in Artificial Intelligence (e.g., GPS [1] STRIPS [2] and NOAH [3]). However, most research efforts only considered one-actor situations, with no adversaries and with a static world model. Plan-understanding systems [4, 5, 6] have also been largely confined to planning scenarios where actors do not scheme to thwart each other's plans while planning to achieve their own goals in light of possible external interference.

We focused our research on situations where the decision maker has to contend with other parties that may be continuously trying to thwart his efforts. In such circumstances, plan formulation and decisions of how and when to implement the plans become much more complex then in simple one-actor planning situations. The primary problems that must be addressed In such situations include the non-deterministic nature of planning under uncertain outcomes and changing circumstances, predicting the most likely actions on the part of potential adversaries, formulating alliances with other parties that have common goals, and compromising with one's adversaries when necessary. We discuss part of our theory of counterplanning and its implementation in POLITICS, a computer program that models ideologically-oriented decision-making tasks in the domain of international diplomacy and political confrontations.

\footnotetext{
This reserch wee eponiored in pert by the Defence Advanced Research Projects Agency (000), Monitored by the Office of Naval Reeeerch under contract N00014-75-C-1111, and in part by ARPA Order No. 3597, monitored by the Air Force Avionice Leborotory under Contract F33615-7a-C-15II. The views end conclusions contained in this document ere thoee of the author, end should net be interpreted ee representing the official policies, either extpreseed or implied, of the Defense Advonced Reeeerch Project! Agency or the US. Government
}

\section*{2. The POLITICS System}

The POLITICS system \([7,8]\) ) understands a natural language description of a conflict situation by abstracting its meaning in terms of contextual knowledge of similar conflict situations (encoded as scripts [4, 9]), determining how the situation affects the goals of each political actor, and later applying counterplanning strategies to model the decisions open to the political actors under the circumstances defined by the input conflict situation. POLITICS evaluates possible decisions in terms of their effects upon the goals of the political actor, their likelihood for success (e.g., whether the planned decision cen be implemented, or whether it is likely to be blocked by an opposing political actor.)

In the following example the POLITICS program analyzes a political event first from the point of view of a conservative American policy maker, and later from a liberal viewpoint, to answer some questions illustrating the goal-oriented counterplanning process.
-(INTERPRET US-CONSERVATIVE)
INPUT TEXT: The United States Congress voted to fund the Trident submerine project
0 Whet did the US Congress do thie for?
A: THE UNITED STATES CONGRESS WANTS THE UNITED 8TATES ARMED FORCES TO BE STRONGER
Q. Why should the US he stronger?

A' THE UNITED STATES ARMED FORCES SHOULD BE STRONG TO STOP COMMUNIS! EXPANSION

0 Whet should tho US do if Russia builds nuclear submarines?
A: THE UNITED STATES SHOULD BUILD MORE SUBMARINES
'(INTERPRET US-LIBERAL)
INPUT TEXT* The United States Congress voted to fund the Trident submarine project

\author{
Q< What did the US Congress do (hit for? \\ A- THE UNITED STATES CONGRESS FEARED FALLING BEHIND IN THE ARMS RACE \\ Q: What should the US do if RUM * builds Submarine? \\ A. THE UNITED STATES SHOULD NEGOTIATE WITH RUSSIA TO STOP THE ARMS RACE
}

In processing the above example, POLITICS inferred that the US wilt build the new weapon system, and that this is an important event whose consequences should be futher examined. At this point the liberal and conservative interpretations diverged. The liberal analzyed the negative implications towards peace, whereas the conservative focused on the beneficial effects of trident submarines to the US-Soviet strategic balance Counterplanning is illustrated in the answer to the last question in each interpretation. In the conservative interpretation, POLITICS focused its counterplanning on how to keep the Soviet Union from becoming stronger than the United States. It applied a mutual-exclusion strategy: only one country can be the strongest military power. Therefore, if the US cannot stop the Soviets from building submarines, it should at least build a larger number of submarines and thereby remain stronger. The liberal interpretation focused counterplanning on how to end the arms race, as it considers this to be the most serious consequence of the arms race. Liberal POLITICS believes that both the United States and the Soviet Union want world peace more than military superiority. Liberal POLITICS applied a strategy that states that if a continued bilateral conflict violates more important goals of the conflicting parties, then they should jointly work to terminate that conflict.

The questions answered by the POLITICS system require en inference process that relates the input event to factual information contained in memory, as well as a decision-making process whose focus is to further the goals of the United States as perceived by a conservative (or liberal) American policy maker. Although the POLITICS system is essentially an integrated understanding system, it can be divided conceptually into several modules, including: 1) Natural Language understanding and generation in a semantically-rich domain. 2) A process to focus attention and thereby constrain inferences based in the goal hierarchy representation of political ideologies. 3) A script and situational inference rule applier. 4) A reasoning system based on our heuristic model of counterplanning. This paper focuses only on the counterplanning process, a significant aspect of human reasoning that has not been heretofore directly addressed In Artificial Intelligence.

Planning and Counterplanning require self-knowledge of the goals that one strives for, and at least partial knowledge of the goals of other actors with whom one Interacts. In POLITICS, the goals of all relevant actors form the bulk of the ideological-belief model. For
instance, a model of a conservative American asserts that the primary Soviet goal is world domination, and that the primary US goals are communist containment and a strong national defense. The POLITICS model of a US liberal, however, states that the primary US and Soviet goals are the maintainment of world peace, and that humanitarian goals are more important than a strong defense. Because of the varying sets of goals and the different priorities among the goals, POLITICS is able to model different political ideologies using the same reasoning process. This reasoning process consists primarily of the counterplanning heuristics focused on fulfilling the Ideological goals.

\section*{3. The Counterplanning Control Process}

The counterplanning process is encoded as a set of heuristic strategies applicable to general conflict situations, and a control-flow algorithm that determines when to apply the various classes of counterplanning strategies. We first discuss the control-flow algorithm; later we analyze the structure and content of the heuristic strategies.

There are two general types of conflict situations where an actor may apply the counterplanning process. The first situation is characterized by an actor ( X ) trying to thwart another actor \((Y)\) from achieving his goal \(G(Y)\). \(X\) may prevent \(Y\) from achieving \(G(Y)\) by directly making the goal state impossible to achieve, or by repeatedly blocking \(\mathrm{Y}^{*}\) s plans to fulfill \(G(Y)\). We call this process obstructive counter planning. The second type of counterplanning scenario is essentially the dual of the first type: An actor \(X\) is trying to achieve his goal \(G(X)\) in spite of attempts by \(Y\) to prevent \(C(X)\) and to block \(X\) 's plans for pursuing \(G(X)\). This process, called constructive counterplanning. differs from obstructive counterplanning only in terms of the subjective perspective of the counterplanner. The perspective shift causes the counterplanner to apply different strategies at different times, as the application of strategies is goal driven. Figure 1 is a control-flow diagram for the obstructive counterplanning process.

To illustrate the obstructive counterplanning mechanism, consider a simple example. Prison guard \(X\) wants to prevent prisoner Y from escaping. Hence, GXY) is Y being free outside the prison. We enter figure 1 at the top. Does the guard know the prisoner's escape plan? Let us assume that he does not. His next step is to determine what, if any, plan the prisoner formulated. This plan determination may itself involve some planning: Should the guard ask the prisoner?, Should he threaten him? (Schank and Abelson [4] discuss the social planning units). Let us again assume that the guard fails. At this point we enter the third box in figure 1. The guard can ask himself "what would I do if I was trying to escape?" If he finds a reasonable plan, he should assume that this may be the prisoner's plan and he should apply the obstructive counterplanning strategies to block the plan. For Instance,


Figure Li Conirol siructure of the Counierpianning process (obsiructive phasel. Actor \(X\) allempls to block actor \(Y\) Irom achleving his goal G(Y). P/G(Y) is Y's pien for lulililing G(y).
the guard may find that stealing the key is a reasonable plan, in which case he may apply the violate-necessary-precondition strategies (discussed later) to conclude that he should keep the keys away from the prisoner.

If no plan presents itself, the only option open to the guard is to take general precautions (i.e., apply mutual exclusion strategies) such as pointing a gun at the prisoner and informing him that either he remains put, or he will be dead. Thus escaping and staying alive become mutually-exclusive states in the prisoner's mind.

There ere exit conditions in the counterplannlng algorithm. For Instance, If the prisoner's plan is to blow uo the prison (and he hes the means to do so), the guard
may decide that the risk of being blown up is more costly then his goal of thwarting the prisoner. Similarly, if he has to keep a gun trained on the prisoner for the length of the prison sentence, the guard may decide that this Is more costly than letting the prisoner escape.


Flgure 2: Control siruciure of the counterplanning process (consirucilve phase.) Aetor \(X\) wants to achieve \(C(x)\) in spite of Y' altemple to inwart his plans or prevent his citimate goal.

Figure 2 is the control-flow for constructive counterplenning. Using the constructive counterplannlng algorithm one can trace the options available to the prisoner for formulating an escape plan taking Into account the guard's possible thwarting efforts.

\section*{4. The Structure of the Counterplanning Strategies}

Our model of counterplanning is essentially a goal-directed rule-based system. Each strategy is a rule that tests the goal conflict state between the two actors, the goal trees of each actor, and the plan that each actor is pursuing. If the test of a rule is true, the action part of the rule suggests a counterplanning method that is likely to succeed. The action part of the rule may have additional conditions or refinements. The structure of a counterplanning strategy is illustrated below.
```

gTRATEGY <rulonk> <llile>
TRIGGER Conjuncilon of <tesil, tesi2, ...., testn>
IF Confuncilon of <tesin+1, lesin+2,....>
THEN Sequance of aaction1, aclion2, ...>
REFINEMENT <Eubrulefk1, subrulem2, ...>

```
    Figure 3, The siructure of counterplanning strategy.

The test part of each rule is divided into the -TRIGGER" clause and an additional "IF" clause. In order for a rule to apply, both clauses must be true in the counterplanning situation. The reason for our division of the test clause in such a manner is to reduce the time that the process model spends searching for an applicable strategy. All the trigger conditions are "inexpensive" tests: these tests can be applied directly to the situation without requiring further inference or complicated matching. These trigger conditions are compiled into a discrimination network. This organization allows the addition of new strategies without a corresponding linear increase in the search time required to test all the applicable counterplanning strategies.

Once the trigger conditions for a rule have been met, the additional "IF" tests are performed. These tests may be arbitrarily complex, perhaps requiring further inference and the invocation of other counterplanning strategies However, the trigger conditions usually restrict the set of applicable counterplanning strategies to a small number In any given situation (typically three or four). Furthermore, counterplanning strategies reflect common-sense reasoning about how to deal with adverse situations. As such, each strategy is sufficiently general to apply across many reasonable types of human conflict. This means that the total number of counterplanning strategies is relatively small compared to the total number of rules and information contained in the situation-specific scripts. We have found that approximately forty counterplanning strategies suffice to model the counterplanning actions in the situations and goal conflicts we have considered.

The action part of each strategy (preceded by "THEN") is a sequence of counterplanning methods to be applied in the current context by one of the actors. If a strategy is applied, the "refinement" field is checked after the
sequence of actions is performed. The refinement contains one or more additional rules that usually provide further detail to the counterplanning situation. These rules are truly subrules to the counterplanning strategies because they are invoked only in the case that all the tests of the strategy are true, and, in addition, the test clause of each subrule is also true. In structure, our strategies are much closer to the rules in expert systems (such as PECOS, [10]) than to more traditional production systems (e.g., the PSG system [11]).

The following sections analyze some of the more significant types of counterplanning strategies. More complete sets of strategies are discussed in [7, 8]. We also discuss the way in which counterplanning strategies are used in text-understanding and question-answoring tasks.

\section*{5. Diversionary Counterplanning Strategies}

We turn to some of the more specific counterplanning strategies applicable to a mutual-exclusion goal conflict. A frequently-encountered set of strategies operates on the principle of diverting the efforts of an actor in the goal conflict away from direct pursuit of his goal. There are essentially three classes of diversionary strategies, all relying on the fact that if an actor has to divert his efforts to other matters, he is less likely to succeed at his original task. We group the diversionary strategies into the three categories listed below:

\section*{DIVERSIONAR)' STRATEGIES.}
1) Threaten higher-level goals of one's opponent.
2) Dissipation of effort: Threaten opponent's other goals.
3) Deception: Misleadingly convince one's opponent that other goals are threatened.

Let us look at one important diversionary strategy and its deceptive option. The process of convincing one's opponent that the actions of a counterplanning strategy have been carried out, without this being the case, is called the deceptive option of that strategy.

STRATEGY 11 THREATEN HIGHER-LEVEL COAL
ThigGER Mutual-oxclusion goal-conflici sifualion between \(G(Y)\) and \(C(X)\).

If \(X\) can ind a goal \(G^{\prime}(Y)\) to block, where \(G^{\prime}(Y)\) is goal of higher importance to \(Y\) than \(G(Y)\),

THEN \(X\) should try to block \(C^{\prime}(Y)\). \(X\) can expect
\(Y\) to pursue \(G^{\prime}(Y)\) and abandon \(G(Y)\).
REFINEHEMT \(X\) should choose \(G(Y)\) such theis
1) \(Y\) cannol pursue both \(G^{\prime}(Y)\) and \(G(Y)\) Elmullaneously, or
2) \(Y\) can accomplish \(G^{\prime}(Y)\) only it the blocking action is abandoned.

Strategy 1 means that in a mutual-exclusion goal-conflict situation, one actor ( X ) may threaten a higher-level goal of the second actor ( Y ), in order to make Y divert his efforts to preserve that higher-level goal. Since an actor's attention, time, and material resources are limited, \(Y\) may not be able to protect his higher-level goal and pursue the goal that conflicts with X's goal simultaneously. Thus, \(X\) will be in a better position to win the conflict situation and achieve his own goal. The "refinement" part of the rule gives some advice to help \(X\) make his choice on which one of Y's higher-importance goals to threaten. X knows which goals Y may consider more important by examining Y's goal tree. Our model assumes that the various actors know about each other's primary motivations. \(X\) should threaten a goal that requires Y's full attention, time or material resources to protect. Alternatively, \(X\) can threaten an important goal that \(Y\) cannot protect. This gives \(X\) a bargaining position to tell \(Y\) that he will stop his threat only if \(Y\) abandons the (presumably less important) goal that conflicts with X's goal.

Let us see the deceptive version of strategy 1. This strategy is based on the same principle of diverting the attention and efforts of the opposing counterplanner away from goal conflict. However, the method used need not correlate with reality. As such, one should expect that a deceptive strategy is more likely to fail (e.g., if the opposing actor discovers the truth.).

\section*{ETMATEOV 2: DECEPTIOW: FRGE TMEEAT}

\section*{same af stratogy 1 but ol ther}
1) \(X\) only appoars to threaten the higher loval goal \(G^{\prime}(Y)\), or
2) \(x\) threatens to block \(G^{\prime}(Y)\) but has talsoly convinced \(Y\) that \(G^{\prime}(Y)\) should be one of \(r\) 's high-lovel goals.

There are other diversionary strategies (listed in [7]h however they all share a common principle: An actor cannot overtax his attention and resources by simultaneously pursuing multiple courses of action. Awareness of this simple principle applied to other actors (as well as the counterplanner) guides our formulation of the diversionary counterplanning strategies. Each strategy is based on a different method of causing an actor to worry about more than one goal at a given time. There are various kinds of limitations on the different items that an actor can focus his attention on at one time. We classify the limitations on the simultaneous pursuit of multiple courses of action into the following categories:
> 1) Limitations on available time.
> 2) Mental and physical limitations on the number of actions that can be performed simultaneously.
> 3) Limitations of material resources.
> 4) Limitations of ability.
> 5) Cool of avolding certaln consequences of one's actior
> 6) Intoractions befween difforent courses of actions.

\section*{6. Counterplanning Strategies Based on Goal Compromise}

Bargaining strategies are characterized by the opponents* willingness to compromise. Willingness to compromise is mediated by many factors such as the two opponents' perceptions of whether compromise is possible, necessary, or desirable. There are two basic classes of bargaining strategies: The first class is based on partial goal fulfillment and the second is based on goal compromise. In order to discuss these strategies, we need to define the notion of partial goal fulfillment. For goals comprising of a conjunction of (possibly recurring) subgoals, partial fulfillment is defined in the obvious manner: The goal is partially fulfilled if some of the subsumed goals are fulfilled. For instance consider the following case:

EVENT I: John wanted to marry Susan. They decided to live together instead.

Did John achieve his goal? Strictly speaking the answer is "no". But, if we understand that marriage is a complex goal, we realize that for all intents and purposes John fulfilled most of the goals subsumed by marriage, such as achieving companionship, periodic satisfaction of the sex drive, etc. Since marriage also involves a change in social and legal status not necessarily associated with living together, we say that John partially fulfilled his goal. Therefore, by this measure, partial fulfillment of a goal is the case where the specific goal sought is not fulfilled, but a significant fraction of the underlying reasons for pursuing the goal are fulfilled.

The second way in which partial goal fulfillment is measured applies to goal states that can take a continuum of values. Acquisition of money and achievement of social stature are examples of continuous-valued goals; there ere virtually infinite degrees of social stature and of the amount of money that a person can acquire. We define success differently for preservation goals than for achievement goals (called "P-goals" and "A-goals" respectively in the Schank and Abelson [4] goal taxonomy). Let us call the initial value of the goal state T , the desired value of the goal state "D", and Its resultant value at the time when we must decide whether the goal succeeded "R". For P-goals it is usually the case that I-D, and for A-goals I < 0. The success and failure conditions of continuous-valued goals are given by the following table:


Table li Porilal lulflilmant of geal states.

Here are the partial-goal-fulfillment and goal-substitution bargaining, strategies:

\author{
8Thategy 3i COAL COMPROMISE \\ TRIGER \(G(X)\) and \(G(Y)\) arn muiually exclusive and may be fulfllled parifally. \\ If \(X\) cannol achlove \(G(X)\) by other counterplanning etrafegles, \\ THEN \(X\) should try to parilelly fulilli \(G(X)\) by bargolning with \(Y\) to compromise mufually on parilally fulfliling their respective aoale.
}

Metaphorically, strategy 3 states that if one cannot have the entire pie then one should try to bargain for at least a slice of the pie. Strategy 4 is more cooperative in nature than strategy 3, but involves the same principle of compromise on partially attainable goals:

\section*{STRATEGY 4 COOPERATION BY MUTURL MEED}

TRIGCER \(G(X)\) and \(G(Y)\) are milually exclusive and may be parilally fulfilled.

IF nelther \(X\) nor \(Y\) can independently achleve thelr raspective goals, but can succeed only by pooling their offorts,

THEN \(X\) and \(Y\) should compromise on partially fulflliling \(G(X)\) and \(G(Y)\) and plan jointly for thalr fulililment.

Strategy 4 states that cooperation may be a necessary course of action in spite of conflicting goals. Event 2 illustrates this point:

EVENT 2: Jesse James and Bill Morgan joined forces to heist the payroll train.

We infer that both actors had the A-goal of acquiring the money in the payroll train. These goals are mutually exclusive but may be partially fulfilled. Suppose we had to answer the question: "Why did Jesse James and Bill Morgan join forces?" The most reasonable answer is: "Probably because neither could heist the train by himself." This answer cannot be inferred from the goal conflict Itself; the existence of a goal conflict suggests competitive rather than cooperative actions. Therefore, the understander has to be aware of strategy 4 cooperation between actors with conflicting goals is reasonable If neither actor can otherwise fulfill his goal.

The general goal substitution strategy, illustrated in thw following event, is presented below.

EVENT 3: Johnny and Billy were arguing over candy bar. Johnny offered to let Billy ride his new bicycle if he would let Johnny eat the candy. Billy agreed.

\section*{}

TRIGEER \(C(X)\) and \(G(Y)\) are compoting goals and \(X\) knows about \(Y\) 'g other geale.

If \(X\) can bring about \(C^{\prime}(Y)\), ona of \(Y^{\prime}\) 's gools thet la at least as important as \(G(Y)\),

THEN \(X\) should bargain with \(Y\) to subsilitute \(G^{\prime}(Y)\) for \(G(Y)\) as \(Y^{\prime}\) eaclively pursuad goal. (Thle leaves \(x\) irae to pursue \(g(x) .1\)

REFINENEWT Apply inle giralegy only if \(G(y)\) is not a P-goal.

\section*{7. Predictive vt Interpretive Reasoning}

For the task of generating hypothetical scenarios, one can only use counterplanning strategies in a predictive manner. However, in story understanding tasks, the counterplanning strategies are used to interpret the actions of the actors. In such situations, it is better to apply the strategies In an interpretive manner. To see what we mean, consider event 4:

EVENT 4: The United States supported Israel in the 1973 Middle-East war. Subsequently the Arabs imposed an oil embargo on the United States and its allies.

QUESTION: Why did the Arabs impose the oil embargo?
Strategy 1 can be used in a predictive framework or in an interpretive manner. In understanding event 4 we need to pose and answer the question "Why did the Arabs impose an oil embargo?" Using knowledge about the goals of the Arabs and the goal of the United States to help Israel, the understander can establish the goal conflict between the Arabs and the United States. The mutual-exclusion goal conflict is between the US goal of aiding Israel and the Arab goal of preventing US aid to Israel.

Having interpreted the situation thus far, an understander can proceed in two different manners. The first manner is to predict all the possible Arab counterplanning actions to make the US stop aiding Israel. If, in interpreting the rest of the event, the understander matches an action with one of the previously predicted counterplanning actions, the understander can conclude that indeed the Arabs were counterplanning against the US and their counterplan was the predicted course of action. Such a process would require the understander to generate vast numbers of hypotheses and subsequently test each hypothesis as a possible explanation of the situation. There is no evidence to suggest that people generate all possible inference paths in a given interpretation in order to discard all but one path that matches reality. It appears more plausible that people only pursue a small number \(\mathrm{o}^{*}\) relevant inference paths. Therefore, generating all possible plans of action is not a reasonable
psychological model of human thinking, nor does it lend Itself to reasonable constraints on the computational time that the system may require in order to generate and test all alternative actions on the part of the Arabs.

A more reasonable alternative to the generate and test process is the following: Given the existence of the mutual-exclusion goal conflict, we can predict that the two actors may counterplan against each other. No further predictive inferences are generated at this point. The rest of the event should be interpreted in light of the expectation that the two actors may counterplan to resolve their goal conflict.

When the understander learns of the Arab oil embargo, he tries to see if this is a reasonable course of action to take as a counterplan against the US goal of aiding Israel. Counterplanning strategy 1 (refinement 2) matches the type of interaction between the Arab plan and the US goal. The Arabs are threatening a higher-level US preservation goal by cutting off oil supplies, and the US cannot do anything to directly remedy the situation. Now the Arabs can bargain to end the embargo in return for the end of US aid to Israel. Therefore, the understander can establish the Arab counterplanning actions by applying strategy 1 in an interpretive manner. The result of the Arab actions is matched to the action part of the strategy. This match, suggested by our previous expectation that a counterplanning action was likely, allows the understander to infer that the Arabs were invoking counterplanning strategy 1 . Therefore, we can say that the reason for the Arab action is the test clause of the strategy. Thus, we have a mechanism for using counterplanning strategies in an abductive manner to interpret actions in conflict situations, as well as a deductive manner to propose counterplans. The general interpretive technique of predicting an overall framework and subsequently instantiating its component parts has been successfully applied in other AI systems such as SAM [9] and HEARSAY-II [12]

The interpretive mode of reasoning is superior to the purely predictive mode because it does not require the generation and subsequent testing of an arbitrarily large set of possible courses of action. It is also a more reasonable model of human thought. Before and during the 1973 Arab-Israeli war, few people foresaw an Arab oil embargo. When the embargo came, however, the reasons for the Arab action became clear.

\section*{8* Concluding Remark}

We have seen how counterplanning is a necessary process for both decision making in the face of adversity and for understanding natural language descriptions of such conflict situations. The counterplanning strategies discussed in this paper are illustrative rather than exhaustive. More complete sets of strategies are discussed in \([7,8]\). Counterplanning is a general
inference mechanism for understanding human conflict situations. Since most interesting stories and events involve some type of goal conflict, we need to include counterplanning as a necessary tool in the Artificial Intelligence repertoire.
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\begin{abstract}
ARGOS-II is a problem solving system developed at L.S.I, laboratory. Its purpose is to embody a general model of the decision function of a robot. After a brief global characterization of the system, an overview of the initial specialization process is provided. Then two interesting particularities of the system are emphasized : "formal prospective aptitude" and "automatic control of feature associations". ARGOS-1I generates action plans but also performs the execution monitoring. ARGOS-II is a pattern directed inference system. The "formal prospective aptitude" allows to continue to build plans even when some circumstances are unknown. They permit to avoid some awkwardnesses or failures and are open to learning. Not only does the "feature associations" mechanism deal with the heavy problem of updating the attributes of a group of objects involved in a unique action, but it also allows to easily create powerful demon functions useful for Artificial Intelligence programming.
\end{abstract}

\section*{I. CHARACTERIZATION OF ARGOS-II [1]}
a) ARGOS-II is first a problem-solver : it elaborates the action plans by means of an interpreter of production rules. The rules are invocated by using problem patterns and a patternmatching procedure. The search method is, fundamentally, of depth-first type in an implicit andor graph, with backtracking control facilities. However there is no definite order in the representation of the rules. Their disposition can be modified during the solving process owing to, mainly, the existence of several explicit directives and also efficacious demon families.These directives and demon families are specially designed to deal with rules (a kind of metarules). For example it is possible to inhibit -or to awake- rules conditionnally or not, temporarily or not. All these possible changes of the rule states are pattern directed. The solving process is not considered as terminated when a plan is produced : ARGOS-II realizes the plan monitoring execution (about the process of monitoring plan execution, see [5], ['8], [ 9]). Besides, the separation of planning process and execution process is not sharp (as it happens rather frequently) : before the whole plan is built, actions can be performed, if it is necessary (deductions, perceptions, interrogations,...).The ARGOS-II program is written in TLISP-language (see [-4]).
b) ARGOS-II is also a problem expression language for Artificial Intelligence. It contains many of the primitives implemented in classical procedural languages or in more recent systems which use specifications by production rules
(see [3],[7],[13]. Among the possibilities to act on rules let us point out, not only the above quoted directives to inhibit, to awake or to fire (inmediately), but also the facilities to state spontaneous triggering rules and demon rules.All the standard functions of TLISP may be used.
II. OVERVIEN OF THE INITIAL SPECIALIZATION PROCESS
The system maintains several separated associative networks by means of pattern-matching. Essentially"fact-memory", "problem-memory","rulememory". For embedding ARGOS-II in a real context, the user initially provides four main kinds of knowledge :
a) facts in like-S-expressions form, e.g. : (BOX3 ASPECT (METAL BLUE) IN (ROOMI (5 10)))
b) problem analysis rules in form of production rules :



Example:
\{R9 (TAKE >X)
( \(\alpha\) )
\((<X *\) IN \(\rangle Y *\) ) not ( \(\langle Y *\) STATE RADIOACTIVE *) \(\longrightarrow\) ( \(B\) )
( \(\gamma\) ) (if-patfact (ROBOT * TAKEN \(<X\) *) then return)
( \(\delta\) ) (execute (POINT-IN-ROOM ( \(<Y\) ) ( \(>Z\) )))
( \(\varepsilon\) ) (replace-problem ( \(\mathrm{CO}<\mathrm{Z}\) ) (APPROACH <X))
(C) (record (plan (GRASP <X)) (update (modify (ROBOT *) (TAKEN <X))))
The words "not", "if-patfact",..."execute",etc... are ARGOS primitives. The symbol "*" represents the operator of undiscriminate absorption (see [14], We find several important knowledge modules in this rule : utility (a), subsidiary conditions for applicability (8), control depending on facts y)f communication with environment (interfaces) or knowledge procedures (5) problem-reduction (in two sub-problems here) (e), primitive subproblem (terminal act of the considered robot) and world model updating (c),
c) procedures written by means of ARGOS and TLISP primitives,Some of these procedures represent domain knowledge which is useful for internal deductions or computations of the system (e.g. : a method for designing an itinerary, in the case of a moving robot), The others are interfaces between the system and external processes (effectors captors,dialogue with the user). The procedures may be called from the body of the rules by ARGOS -primiti ves as "execute".In this case, the formal call may contain a list of identificators for the results : e.g.: (execute (MEASURE-TEMPERATURE (<OBJ <PLACE) ( \(>X>Y>Z\) ) ) ) becomes after instantiation : (execute (MEASURE-TEMPERATURE (WALLS UP) \((>X>Y>Z))\) ). The real list of results returned as value of MEASURE-TEMPERATURE is then matched with the pattern ( \(>X>Y>Z\) ), thus the results are affected to \(X, Y, Z\),
d) problems in like-S-expressions form, e,g. (FIND (OBJECT (HEAVY SOLID)))

\section*{III. FORMAL PROSPECTIVE APTITUDE}

In planning phasis, when a production rule is triggered, a part of its arguments receive ground Values. Some other arguments may not be instantiated until a posterior step of plan generation or until execution time, ARGOS-II affects an original symbolic identificator to these latter arguments. Defining and dealing with such "formal objects" have already been done by SUSSMAN (see : "wishful thinking technique" in HACKER [11] and by SACERDOTI (see : "use existing objects critic" in NOAH [9]. In ARGOS-II the formal objects are systematically used, The plan generator can produce sequences like
[CHOOSE-FREE (ANVIL)—>(>G005)]
[LOCATE (<G005) — \(>(>G 006) \mathrm{J}\)
[TAKE (HAMMER) \(\longrightarrow(>\) G007 \()\) ]
[BRING-TO (<G007 <G006)J
where : "CHOOSE-FREE" and "LOCATE" are planning aid procedures : some occurrences of them did not succeed during planning and entailed the insertion of corresponding steps into the plan to execute ; "TAKE" and "BRING-TO" are interfaces with terminal acts of the considered robot ; "(ANVIL)" or "(<G007 <G006)" are entry parameter lists ; after " \(->\) " are described the (symbolic)
expected results of the execution ; we note " \(>\) X" for a variable "X" which must be instantiated, "<X" the same variable after pattern matching instantiation, "GOOi" the original name of the \(i^{\text {th }}\) encountered formal object.
After the above fourth step some assertions like "(ANVIL <G005 AT <G006)" and "(HAMMER <G007 AT <G006)" will be recorded in fact-memory. These new data may be, in the following of the ARGOS*s work, matched with patterns like: " (*ANVIL >X *)" or "(* ANVIL ANVIL4 AT >Y *)". Besides, formal problems may be introduced in the data base and then solved. Such a technique often allows to avoid the awkwardnesses or even failures due to a premature bounding. In spite of the lack of some specifications which can only be obtained at execution time, longer (i.e."more prospective") plans can be designed. Besides, some impasses which are independent of the unknown parameters can be detected. Let us emphasize that "formal objects" facilitate intermixing planning and execution monitoring, allowing to include perception-decision points in the plans to execute. At last the formal objects process may introduce some kind of learning : a partially symbolic plan, correctly executed may be interesting to save as a resolution scheme (new rule).

\section*{IV. AUTOMATIC CONTROL OF "FEATURE ASSOCIATIONS"} The problem of the robot which carries a bag which itself contains a box is well-known : we have to conveniently update some related attributes of a group of objects involved in a unique action. In ARGOS-II is implemented a dispositive which allows to link the transformations of a collection of variables with the modification of anyone among them. The chief primitive available for the user for such a work is "associate": e.g.:(associate (VI addl subl) (V2 id id)
( Vi Fi Hi ) ...) In the above example is defined an association between the variables VI, V2...Vi...via the functions "add 1","sub1","id", "id",..."Fi","Hi"..,(addI,subl,id : standard-TLISP-primitives).The association is implemented by linking VI,...Vi... to a common variable (G004 in the provided example) created dynamically by the system at every use of "associate":

initially, the value of G004 equals the value of addl (VI) every demand of access to the value of Vi entails an evaluation of \(\mathrm{Hi}(\mathrm{GOO4})(\mathrm{Hi}\) applicated to value of G004) reciprocally, every modification of Vi entails an updating of (only) G004,with the value \(\mathrm{Fi}(\mathrm{Vi})\).
Let us emphasize that for any access or modifi-
cation of Vi only one computation is done,to relate the Vi -value to the common variable value. Indeed, not only explicit variables (as Vi ) but also implicit variables (what we call "features^ may be handled with "associate'. In this case, the formal syntax is of the form : (associate (PI (FN1 Fl HI\()\) )...(Pi (FNi Fi Hi\()\) ).., ) where \(\mathrm{PI} \ldots \mathrm{Pi} .\). are patterns, \(\mathrm{FNI} . ., \mathrm{FNi} .\). are feature names and \(\mathrm{F}), \mathrm{H} 1 \ldots \mathrm{Fi}, \mathrm{Hi} \ldots\) are LISP functions, e.g.;initially, there is in the data base ; (PAINT-BRUSH...COLOUR BLUE...) (PAINT-BOX w COLOUR GREEN...). Let us considcr: (associate ((PAINT-BRUSH *)(COLOUR id id)) ((PA1N1VB0X *)(COLOUR id id))).In this example, the first implicitly manipulated feature is the attribute following the prefix "COLOUR" in any datum able to match with the pattern "(PAINTBRUSH *)". Henceforth the features "COLOUR" of "PAINT-BRUSH" and "PAINT-BOX" will be considered as identical (features "COLOUR", i.e. here, the attributes following the prefixes "COLOUR").Let us note that, by side effects of the functions Fi and Hi , any procedure can be triggered,either when affecting a value to one of the associated variables or features, or at the moment of access to one of these variables (or features). We can write, for example, very practical procedures to control communications between the robot-system and its environment : e.g.
(associate (VI FUNC1 FUNC2))
(define FUNC1 (X) (print PLEASE X ?)(read)) (define FUNC2 (X) (setq HOWMANY (add! HOWMANY))X) Any modification of VI, like "(setq VI BIGVALUE)" will modify, in fact, the value of the common variable by call to "FUNCI".The value returned by the computation of FUNCJ, i.e.the value of the latter expression "(read)", is affected to the common variable, And for any reference to "VI",the value computed from the common variable by means of FUNC2 is returned.Besides, "HOWMANY" counts the number of entries by "VI". The above example shows that, with "associate" primitive family,it is easy to create a new class of demons ; these demons are able not only to watch over the traffic into and out of data bases, but also to watch over the traffic to and from any variable or feature. The facilities provided by "associate" and other analogous primitives implemented in ARGOS-II extend the "AFFIXMENT" statement proposed in AL (see [6],[12])and the ideas about "representation of actions that have side effects" implemented in AIMDS [10]. They are adapted to current mechanisms used in pattern directed inference systems (e.g.:back-tracking).

\section*{V. CONCLUDING REMARKS}

ARGOS-11 has been designed to be a general system able to control the behaviour of a robot whose particular description is provided by the user. Industrial applications (computer aided production) are being studied. Among several other worth-considering directions of research for the ARGOS project, let us quote : the lear-
ning of plans ; the extension of the system capacities to interact with operator and to explicitate the (deep) reasons of its behaviour ; the fuzzification of the triggering mechanism of the production rules (see [2]).
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\begin{abstract}
The power of an experienced medical diagnostician seens to us to arise from a knowledge organization whose very structure helps keep the combinatorial growth of processing under control. Thin structure mirrors the deep conceptual structure of the field. We propose a knowledge representation scheme called conceptual structures, which organizes knowledge in the form of production rules or nore complex procedures In such a way that they are accessed and uaed as needed. This structure is doninantly hierarchical, the successors of a conceptual node standing for subconcepts which refine that concept. Associated with each concept is a set of procedures (experts) which attempt to apply the relevant knowledge to the case at hand; this might include turninc over control to selected subconcepts for more detailed analysis. Thus, abstractly, the conccntual structure organizes the invocation of procedures available to the diarnosticlnn. The calling of a special 1 st by a physician is akin, we think, to control transfer to a subconcept in the cornltlve structure of a diagnostician during problem solvinp; the difference is in the level of detail of the cogritive map. In this Paper, sore principles governing the design of conceptual structures are presented. We apply the ideas to the design of MDX, a system to perform diagnoses in a syndrone called Cholestasis, and discuss the performance of the system.
\end{abstract}

\subsection*{1.0 INTRODUCTION}

In this paper we shall describe an approach to the design of systems to solve problems in knowledge-rich domains. We shall consider in particular a system intended to perform medical diagnosis related to a liver syndrome named Cholestasis, The underlying metaphor is one of a society of experts among whom the knowledge of the domain and the procedures for acting out that knovleuge are distributed. The organization of knowledge as experts raises many Important questions, such as what knowledge should be organized into an expert and what other knowledge distributed between them; the nature of control transfer and communication between experts; the data-base organization and access; and the relation between redundancy of knowledge and data on one hand and the speed of processing on the other. While the idea of experts is not new, we believe that the eplstemologlcal principles needed as criteria for decomposing a body of knowledge into experts, in order that their interaction is controlled rather than chaotic, have been missing. Our discussion in the next few sections will attempt to highlight some of these principles.

The paper is organized as follows. In Section 2, we discuss how conceptual structures effectively organize a body of knowledge into experts. In Section 3 we discuss, for purposes of illustration, the knowledge representation of a ragment of Cholestasis. This leads, in Section 4, to a discussion of different types oi experts and their structursl representation. In Section 5, a prototype medical diagnosis system based on these principles is described. The description is accompanied by an Illustration of the system dlapnosinf o real medical case. Other contemporary approaches to medical diagnosis using Artificial Intelligence techniques are discussed briefly in Section 6. In the concluding section, we outline some extensions that are contemplated tor the near future.

\subsection*{2.0 CONCEPTUAL STRUCTURES AND ORGANIZATION OK MEDICAL KNOMEDGE}

We adopt the view that a given field of knowledge has an underlying conceptual structure which enables effective use of that body of knowledge. This is the deep structure to which the knowledge representation in the field should strive, and this is what effective teachers communicate and effective learners build. This conceptual structure can he viewed as a way of organizing knowledge in MUCH a way that purposeful, focussed access to the relevant parts of the knowledge structure is achieved. Consider medical diagnosis as an example. It is our view that the power of an experienced medical diagnostician arises from a knowledgs organization whose very structure helps keep the combinatorial growth of processing under control. Knowledge in the form of facts, heuristics, production rules or more complex procedures cannot be effectively uaed unless it is embedded in this underlying structure in such a way as to facilitate access as needed.

What ars the principles by which domains of knowledge are to be organized so that they can be used effectively? Our theals is that the major criterion has to do with the efficiency of transfers of control or access to different parts of the knowledge structure. There are correct and Incorrect analyses of the conceptual structure of a field. Incorrect analyses lead to a proliferation of control transfers; correct ones should generally lead to focussed and controlled communication between different parts of the structure.

The organization of the medical community provides a concrete caae study in the principles of knowledge structuring. A phenomenological account of medical decision making seems to us to be very revealing in this regard.

One of our guiding notions is that there is a correspondence between the broad conceptual organization In a diagnostician and the organization of specialties in a medical community. The calling of a specialist by a physician is not dissimilar, in our view, to control being handed over to a subconcept in the cognitive structure o;' a diagnostician during the course of his problem solving. Thus thi9 is a concrete realization of the society * of minds paradigm that has been put forward by Mineky and Paper [1]. In order for this paradigm to go beyond being a metaphor, we need to know how a society of minds, whether in. an individual or as a collection of expert solving, a common Problem, should coordinate the activities of and communication among member! to produce intelligent behavior. We feel that the organization of specialties in the medical community reflects the underlying conceptual structure, and, to a certain extent, the requirements of efficiency in control and communication structures as well*. The same principles that lead to effective communication among real experts in a medical community are to be used in organizing and structuring knowledge within a specialty. A simplified rendering of these principles are:
\(\mathrm{PI})\) There is some sort of a hierarchical organization with respect to control transfer. That is, the GP who had original responsibility might, after deciding that it is a liver problem, tranfer control to the liver specialist. The liver specialist night in some cases hand over control to a super specialist in a subarea, but it would be highly unusual for him to transfer the patient to a heart specialist. If such a thing is ever done, it'd be usually through return of control to the GP who would then accomplish such a transfer.
P2) The expert who Is contemplating control transfer knows enough about the domain of knowledge of the subaxperts who are likely to be called by him to decide, generally correctly, which subexpert is relevant, but not enough to solve the problem himself. P3) Each expert knows enough about the domain of others in his level of the hierarchy to decide when he himself has been mistakenly called.
P4) There are some experts who do not belong in the main hierarchy, but who are outside of it, so to speak. They are not generally given control for the purpose of diagnosing the original complaint. They are used as resource experts to accomplish specific subtasks requiring their expertise. They communicate back to Che expert who called them with the answer. An example of this type of expert is the radiologist.
P3) The communication between an expert and a subexpert is of several forms: answer specific questions
* It might be argued that medical specialties historically grew up around organ systems, i.e., along physiological and anatomical lines, and that control and communication efficiency is not a paramount criterion. In fact all this means is that the criterion of control transfer and communication efficiency is often met by organizing many specialties along these lines- after all one would expect that there would be a certain coherence within each such specialty. Further, not all medical epecialtiee are organ-based; consider rheumatology, radiology, emergency room medicine, clinical pathology, toxicology and infectious diseases as counter examples. Our thesis is that the intuitive notion of internal coherence of a specialty is closely related to the control transfer and communication efficiency, and thus the latter becomes the concrete criterion of natural selection" in the evolution of specialties.
dealing with the subspecialty, confirm or reject possibilities, or, in difficult cases, hand over total control. Further, in some instances a mere number standing for weight or probability ls returned (see P7 below); In most cases, however, the communication is symbolic in nature. In a vocabulary which, in parts, Is particular to the specialty subject matter.
P6) An expert often has enough knowledge of the subject matter of the subexperts to be able to solve easier cases. For example, most GP's know enough about liver diseases to solve "easy" liver cases, enough about heart diseases to solve easy heart cases,etc. Among the criteria that determine which knowledge should be abstracted at this level are: how common is this kind of malfunction, how conceptually complex is this etc. This sort of organization keeps the combinatorics of control transfer to a minimum, since only in a relatively few cases will there be a large number of accesses to subexperts.
P7) While many significant decisions Involve manipulating symbol structures associated with concepts, there are very definite situations which are best viewed as weighting several pieces of evidence to produce a numerical weight for a hypothesis. This piece of information is eventually Incorporated In symbolic structures which are used for problem solving.

Applying these principles to organization of knowledge within a specialty such as liver disease or Cholestasis, we have found that the conceptual structure can be usefully viewed as a tree, where a node stands for a particular concept and the successors of the node stand for subconcepts that help refine that concept; e.g., hepatitis, whose successors might be acute, fulrinant and chronic types of hepatitis. Associated with each node Is s set of procedures which decide on the applicability of the concept to the case at hand. Part of such decision-making in a node is often the decision to turn the control over to subconcepts and their associated procedures to check on their applicability. In this sense, the conceptual structure organizes the invocation of procedures available to the diagnostician.

Notice that the form of the structure as a tree already exercises a strong constraint over communication. An expert cannot call other experts arbitrarily, but can only communicate via their super and subconcepts. While it is hard at this stage to advance this principle as an absolute requirement, we have found that violations indicate either that the analysis was incorrect or that the concept actually belongs outside the structure in some sense, with specific retricted modes of communication with the experts in the main structure. This is consistent with principle 4 above.

We note in passing that the principles governing the organization of conceptual structures are meant not only to make effective use of knowledge, but also to aid In the acquisition of it. The concepts get refined as a function of further learning, and the node at which the refinement takes place gets appropriate abstractions about the subconcepts. Another point to be noted is that often heuristics are formed which enable the system to go directly to a concept several levels below, sidestepping the methodical, level by level communication. But concentration on this second order optimization device obscures the clarity of the underlying structure. In fact expertise often consists of an accumulation of such heuristics, and, for this
reason, experts tend to be poor elucidatora of the underlying structure. These, however, are issues which art not the main concern of this paper, and will be discussed in detail elsewhere.

In the next section, we illustrate the usefulness of the above ideas by the concrete example of a fragment of the cholestasis system. While we have performed the analysis for cholestasis in general, we present here only a portion thereof, in order to concentrate on the principles.

\section*{3,0 CONCEPTUAL STRUCTURE OF CHOLESTASIS}

Cholestasis is a condition caused by disruption of the secretion of bile or of its excretion into the duodenum. It happens that while the identification of the cause of cholestasis might be complicated, the determination that It is present or not present can be accomplished with relative ease. This fact makes the cholestasis knowledge base a useful object of study: it Is large enough to be an adequate arena in which to test the ideas, and at the same time, its interaction with knowledge bases concerned with other diseases can be kept under control because of the relative certainty of Its applicability. (We call nodes corresponding to concepts with the latter property "anchor nodes.") It has been found useful to group the causesof cholestasis as occurring within the liver itself(intra-hepatic) or In the biliary tree cutside the liver (extra-hepatic). There are often broad indications of whether a case is extra- or intra-hepatic, which, while not \(100 \%\) reliable, art generally helpful in deciding v/hich is mora likely* and thus should be investigated first.

Us shall shortly give the details of Procedure Cholestasis, which will be representative of the procedures in most of these conceptual nodes. But first we need to refine the concept of Extra-hepatic Cholestasis in some detail. The movement of bile through the biliary tree can be obstructed by a physical object such aa stone, stricture or cancer of various kinds or by swelling cauaed by inflammation Due to a lumber of causes. Associated with each subconcept are procedures indicating how to establish it by symptoms, signs and lab data; information about deciding which of their subconcepts are applicable, etc. In accordance with the principles set forth earlier, our analysis of Cholestasis recommends the conceptual structure in Fig. 1. Becauae of the procedures attached to each of these nodes, the tree can be viewed aa a structured organization of experts involved in diagnosing Cholestasis. The creation of such a hierarchy is the result of the analysis of the content of a field of knowledge. The difficulties involved in the uncoverins of such a structure can be illustrated by considering the "stone" and "inflammation" (cholangitis) nodes. Textbooks on liver dlseaaes inform us that inflammation may be cauaed by the presence of stones and, conversely, Stones may be formed if there is persistent Inflammation. A direct rendering of this information would result in the mutual calling of these, two experts, violating the hierarchical expert call structure. The difficulty is cleared by noting that these two nodes do not correspond to the general concepts of "biliary Stone" and "bile duct inflammation." Instead,they stand
* likely" here does not mean that" probabilities are computed; rather, certain aspects of the problem description are looked at for information about which should be given priority In investigation.
for "stone aa cause of Cholestasis" and "inflammation aa cause of Cholestasis." The "stone" node then has the information about "Inflammation" needed for its work localized there (see lll in Procedure Stone-Consistency In sec.4.4) and similarly for the "Inflammation" node. It seems to us that such a decoupling in knowledge organization is essential for operational efficiency.


Fig. 1 Conceptual Structure of Sholestasis
4.0 PROBLEM SOLVING BY EXPERTS

\subsection*{4.1 Types of Experts}

There are two types of experts - characterized by the control they exert over the problem solving process. Experts like Cholestasis, Extra-hep, Intra-hep, etc., play greater role in decision making. They decide, for example, which expert to call next; what sub-problems to solve; decide it the problem is solved; mediate between competing advice from subconcepts (in differential diagnosis situations), etc. The other class of experts, such as Stone, Stricture, etc., primarily evaluate the problem-data to determine how well the concepts they represent fit the data and to say what additional data will enable a batter decision.

Concepts such aa Stone are tip nodes In the concept tree (primitive concepts). Deciding if the presence of -tones characterizes the case is done mainly by weighing different pieces of evidence, both pro and con, into a whole.* This does not entail any search through a space of hypotheses. On the other hand, nodes higher in the

This is not to say that human diagnosticians \(u\) numbers in this situation. The Important point la that
tree need to search below in order to fulfill their task. It often happens, however, that a node which was incorrectly analyzed as a tip node is indeed a concept which is sufficiently complex that further refining is necessary.

\subsection*{4.2 Problem Solving Strategy}

The basic strategy in problem solving is one of establishing and refining the concepts. Experts associated with the concepts actually carry out these processes; i.e., there is no uniform mechanism operating on different concepts for this purpose. This is very important, as each concept may have different knowledge and thus associated strategies for establishment and refinement.

Some nonprlmitlve concepts are anchoring concepts, because they can be established with a high degree of certainty, in pathognomonic situations, they can be established by one datum or one set of data, but generally they are established by accumulating evidence from a small number of highly reliable symptoms/lab data. Once established, the concept is refined by the process of determining which of the subconcepts, alone or in combination, fit the data which this particular concept was originally asked to explain. These anchoring concepts provide a strong global focus to the problem-solving process. Control Is systenatically distributed to other experts so that each may solve a part of the refinement problem. The expert which provides the focus also retains the control over the problem-solving process, thus largely eliminating the "focus of attention" problem.*

How to handle additional data while the diagnosis is in progress is an issue In any diagnosis system. Our system is designed to begin with some initial data and ask for more, when needed. The new data do not prompt any costly computations or drastic change of focus; Instead, the controlling expert uses them to re-compute only what was affected within its domain. As control is passed back and forth, each expert determines the relevance of the data and acts accordingly but only when it gets the control.
bow the above problem solving strategy is embodied in the system can be best understood by considering sone examples of experts. V.e shall consider Procedure Cholestasis and Procedure Stone "Consistency as examples of non-tip and tip node experts respectively. Cholestasis is also an anchor node and thus provides a good illustration of how control is carefully distributed with a clear focus.

\subsection*{4.3 Procedure Cholestasis}
I. CHOLESTASIS has been handed control and asked to first ESTABLISH itself and then REFINE the concept it
symbolic template matching of some kind is needed. In Procedure Stone-Consistency that follows, the numbers really stand for discretized, symbolized degrees of evidence.
* Reference[2] discusses the focus of attention problems that arise in HEARSAY-II, vhich, even though it is not a medical diagnosis project, is of interest due to its experts-based organization. Our additional principles for constraining control and communication seem to make the difference.
embodies.
1, Establish cholestasis on historical data, signs, symptoms, ana clinical data, This portion is a combination of heuristic rules and numerical weights. (This is straightforward and can be done quite reliably.)
2. Consider first the disease-hypotheses invoked by patient data in INVOKED-CONC list and made available to CHOLESTASIS by the calling expert. (As a doctor scans through the data, some possibilities come to mind. This is the typical heuristic knowledge of most doctors about cholestatic diseases. However these are merely suggestions to be evaluated.)
*. Generate calls to immediate sub-concepts of CHOLESTASIS, which are the superconcepta of those in the list. For example, if INVOKED-CONC contains SCL-CHOLANGITIS, BD-CANCER, PERICHOLANGITIS and PRIM-BIL-CIRRHOSIS, these calls would be

Call EXTRA-REP (consider SCL-CHOL, BD-CANCER)
Call INTRA-HEP (consider PERICHOL, PRIM-BIL-CIR)
(The experts corresponding to these eventually get control and they evaluate data more carefully and return four lists: CONSISTENT-DATA, CONTRADICTING-DATA, RECONSIDERATION- DATA, and RECOMMENDATION, which together consist of weighted recommendation and reasons. Note that CHOLESTASIS knows which subconcepts to call, even though it doesn*t know enough to make a decision about them. This is consistent with P2.)
b. Place members of INVOKED-CONC into three lists: ACTIVE, INACTIVE and UNLIKELY. INACTIVE holds those for which data are insufficient to decide one way or the other.
3. Check if concepts in ACTIVE list can explain all ABNORM-DATA (use CONSISTENT-, CONTRADICTING-DATA lists for this).
I. Yes, also no significant overlap, return ACTIVE list as answer (straightforward cases will be solved at this stage).
11. No, some data in ABNORM-DATA cannot be explained. Go to DEFAULT-PROC.
iii. Yes, but overlap. Go to OVERLAP-HANDLE*, return modified ACTIVE list.
II. DEFAULT-rROC (Control transfers here when INVOKED-CONC falls to explain all facets of cholestasis.)
1. Use, data to decide which of EXTRA or INTRA is more likely. (Imagery information is often very effective in this discrimination. Errors here will delay correct diagnosis, but not prevent it.)
2. Execute EXTRA-IN-CHOLESTASIS or

INTRA-IN-CHOLESTASIS .acccording to result from 1 . If solved, return ACTIVE list. Else call the other. If that fails go to LOOK-FURTHER.
III. EXTRA- and INTRA-IN-CHOLESTASIS (EXTRA- and INTRA-IN-CHOLESTASIS contain some knowledge about subconcepts that is of a more usual nature and thus helps deal with a large number of cases. Relatively easy cases will be generally handled by this. Again, putting this knowledge here
* OVERLAP-HANDLE, which deals with the notion of two diseases explaining substantially the same data, is not currently implemented and will not be further discussed here. Details will be given in [3].
reflects \(P 2\) and P6) These consist of a collection of rule-based calls of the form:

If history of acute/chronic cholecystitis, Than Call EXTRA (Consider Stone)
If air in x-ray of biliary tree, Then CsIl EXTRA (Consider Stricture)
IV. LOOK-FURTHER
(Control transfers here when everything CHOLESTASIS knows directly hss been tried, but there is still "significant" data left to be explained.) Order EXTRA and INTRA in terms of likelihood (as in ll-I above) and transfer control to one, and then the other if necessary, with request to diagnose unexplained abnormal data.

Principle 1 is implicit in the organisation of the conceptual structure. We saw several explicit examples of P 2 in 1.2a. and 11.2 above. This particular example does not involve P3. Interpretation of imaging data will involve calls to the radiology expert, which is not explicitly Indicated in the above procedure, but which is an example of \(P 4\). The different forms of messages, as indicated by P5, are exemplified throughout the Procedure. DEFAULT-PROC employs P6 partially. This procedure has enough knowledge about subconcepts to call them for answers to specific questions, but keep the control for easier cases. The establishment of cholestasis in 1.1 is done in our implementation partly by weights assigned to different symptoms. This is an example of P7.

\section*{4,4 Procedure Stone-Consistency*}
( We show only that part of the expert which determines Che fit; message and explanation details are not shown.)
I. CALCULATE X-RAY EVIDENCE

If Cholangiograms available
then If Stones seen in Biiary-tree
then XEV-<-3; else XEV<- - 1
else If plain-film X-ray available then if stones seen in Biliary-tree then \(X E V<--3\); else \(X E V<-O\)
else XEV《--0
If \(X E V>2\) return positive consistency evaluation
II. CALCULATE HISTORY EVIDENCE

This decision is made by asking about stone-related diseases: hemolytic- disease, cholecystitis etc.

\section*{III. CALCULATE CLINICAL EVIDENCE}

This decision is made on the basis of the evidence for Chlsngitls, colicky-pain, vomitting and nausea in a weighted-sum logic.
IV. .CALCULATE SUMMARY EVIDENCE

Evidence from 1, 2 and 3 is combined in \(s\) weighted-sum logic to obtain the consistency -valuation.
5.0 PERFORMANCE OF MDX - A PROTOTYPE SYSTEM
5.1 Nature of Infraction

In this section we discuss the performance of the
* Each of these four major decisions are made by a separate group of rules, which sre evaluated only when needed. For details aee[3].
prototype diagnosis system(MDX) on s reel case. Currently the system can only diagnose extra-hepatic Cholestatic syndrome, which consists of about nine diseases represented as terminal nodes. The system is interactive in two senses. The user can enter as much data aa he wants, and later on the system will ask for additional data, if needed. Interaction of the second kind arises when an expert which is not yet implemented is nevertheless invoked by some other expert. In this situation, if a message is sent to an expert which is known to the system but not implemented, the message is routed to the user who can provide answers on behalf of the unimplemented experts (see [3] for details). Part of the attraction of expert systems is that they permit such a modular development in a conceptually natural way. This approach has the additional advantage that the logic of the system's decision-making becomes relatively clear to the physician and he can view the system as s consultant and not aa a competitor. We have space here to discuss only one case in some detail.

\subsection*{5.2 Example Case}

This case is discussed in [4).Our discussion will be in the form of computer printout fragments (in Gothic) Interspersed with commentary. User response to queries during diagnosis is preceded by \(\$\) sign. In most places, the explanation generated by the system should be sufficient. Patient data are first entered in episodal form. For this case the following deta are entered for past medical history and the At admission episode.

PATIENT RECORD SYSTEI
PATIENTS NUMBER IS PATOI
ACE? 39
SEX? M
EITER HISTORICAL EVIDENCE
? HALOTHANE
? (ULC-COLITIS F
? BIL-SURGERY F)
\(?\) (CHOLECYSTITIS F)
\(?\) E
TIME? (AT ADMISSION)
? JAUNUICE
? PRURITUS
? VOMITTING
? (WTLOSS (AHOUNT (LB 16.0)))
? (PAIN F ABDOMEN)
? (LIVER (SIZE GORIAAL))
? (PAIN LIVER F)
? (PAIN T EPIGASTRIUM MILD)
? (SPLEEN (FELT F))
? (URINE (BILIRUBIN))
? (STOOL (BLOOD F))
? (BILIRUBIN (DIRECT 10.799998) 12.200000 )
? (PROTEIN 8.1 (ALBUMIN 3.9) (GLOBULIN 4.2))
7 (SGOT 32)
\(?\) (ALK-PHOS 19.200000)
? (PT 11.399999 (CONTROL 10.5))
? (ESR 16.0)
7 (WBC 9200 (PMN(PER 69.0))(LYMPHOCYTE (PER 19.0)) (MONOCYTE (PER 10.0))
(BASOPHIL (PER 2.0)))
? (ULTRASONAGRAM (BIL-TREE (IHD DILATE)))
? (PLAIN-FILA (LIVER (NORMAL))(DUODENUM (NORMAL)))
? (ERCP (BIL-TREE (CHEP OBSTRUCTION CONICAL)
(CBILE (HORTMAL)))
(GALL-BLADDER (NORMAL))

\title{
(PANCREAS (PANC-DUCT (NORMAL)))) \\ ? (GI-XRAY (DUODEIUM (COHPRESSION))) \\ \(?\) (LIVER-SCAN (LIVER LARGE) (SPLEEN LARGE)) \\ ? (PERC-TRANS-CHOL \\ (BIL-TREE (IHD DILATE) (CHEP NARROW) \\ (LHEP MULTIFOCAL)(RHEP MULTIFOCAL))) \\ ? (SPLAN-AGRAM \\ (LIVER (SURFACE (TUHOR-BLUSH F) \\ (NEOVASCULATURE F)))) \\ \\ END OF UATA ENTRY FOR PATIEiNT PATOI
} \\ \\ END OF UATA ENTRY FOR PATIEiNT PATOI
}

The entry of negative information, such as (PAIN \(F\) ABDOMEN) meaning "no abdominal pain", needs some explanation. Much of this information is obtained by routine physical examination, historical questionnaire and lab tests. However, information such as (ULC-COL1TIS F) is not routine; it may be available from patient history charts, but more often it is extracted by questions cr tests when a particular hypothesis is being considered. The system is capabJe of asking for more data as needed, though that aspect is not our main concern here. We shall consider the version of our implementation in which any data not given are assumed to be unknown, unless they can be Inferred from known data (with the exception of queries answered by the User for unimplemented experts). In any case, the data that are entered here- both positive and negative- are those directly taken from the case description in the Journal. The important point is that there exists a genuine intellectual problem of putting the pieces together into a coherent whole even when only relevant data are entered. The problem of extraneous data is a bit more subtle. Clearly, totally irrelevant data should not cause any problems, and in fact they don't, No data-directed component has any rules that would fire in this case, and no hypothesis-driven component would look for them. Potentially relevant extraneous data are more problematic, but that applies to our svstem as well as to human diagnosticians. In this case blind alleys are possible, but erroneous diagnoses usually are not. Space limitations prevent a fuller discussion of this issue in this paper.

\subsection*{5.2.1 The Diagnosis}

The topmost expert in the system is GP. As the data are entered! some rules are fired, suggesting hypotheses The hypotheses become the starting point for GP to diagnose the case. In this case, rules suggesting Cholestasis and Post-operative-cholestasis were fired,

BEGII DIAGNOSIS FOR PATIENT PATOI
TRYIIVG RULES TO INVOKE HYPOTHESIS

\section*{TRYIING RULE:}
(( (PRESENT? (URINE BILIRUBIN)) (NORM? ALK-PHOS AN)) ((InVOKE CHOLESTASIS)))
SAT ISF ILU
EXECUTING ACTIUNS: ((INVOKE CHOLESTASIS))
TRYIHG RULE:( ( (HISTCRY? ANESTHETICS))
((INVOKE (PUST-OPER ANESTHETICS)))))

\section*{SATISFIEU}

EXECUTIING ACTIONS:
((INVOKE (PUST-OPER ANESTHETICS)))
TRYING RULE:
(((DEFURMITY? BIL-TREE ? STONE)) ((INVOKE STONE))) UNSATISFIEU:
Other rules involving Pruritue, Bilirubin and Jaundice and invoking choleatasis were also triggered.

\section*{INITIAL UATA IHDICATES ---}

CHOLESTASIS
(PUST-OPER ANESTHETICS)
CHOLESTASIS IS INUICATED BY
PRURITUS PRESENT
JAUNDICE PRESENT
URINE BILIRUBIN
NORM OF ALK-PHOS IS (AN)
NORM OF BILIKUBIH IS (AN)
RATIO OF DIRECT VALUE VS
BILIRUBIN VALUE IS 0.885
(POST-CPER ANESTHETICS) IS INDICATED BY HISTORY OF ANESTHETICS
CHOLESTASIS being the highest anchor node suggested, control is transferred to it with the measage to Establish and liefine itself. The messages and some of the rules* used in establishing cholestasis are shown.

HANUING OVER COITTROL TO CHOLESTASIS EXPERT
EXPEKT-CALLEŪ: CHOLESTASIS CALLEU-BY: GP MESSAGE (OLERY (ESTABLISH CHOLESTASIS)
(kefine chüléstasisi)
Procedure Cholestasis described in an earlier section is now operational.

TRYING TO ESTABLISH CHOLESTASIS
ENTEKING TABLE LOGIC
TRYING RULE: (((DUCT? IHD BIOPSY BILE-STASIS)
(PRESENT? JAUNDICE)) ((T 3)))
UNSATISFIED:
EXITING TABLE LOGIC
PATHOGININONIC EVIDENCE IS O
Similarly rules such as that involvine large liver size result in accumulating physical evidence, and rules triggered by bilirubin, SCOT and other lab data are used to construct a more structured cinical evidence.

PHYSICAL EVIDENCE 4
CLINICAL EVIDEINE (8 402 2)

\begin{abstract}
A symbol-matching table such as in Procedure Stone-Consistency is finally used to decide cholestasis on acale of -3 to 3. liotice the difference between the use of rules for suggesting cholestasis in GP and tor establishing cholestasis in this node. In the latter, evidence is methodically accumulated and veighted to reach a decision.

CHOLESTASIS FIT: (ESTABLISHED CHOLESTASIS 3)
\end{abstract}
\(G P\) had passed two related suggestions to Cholestasis, namely Post-Oper and Anesthetics as invoked suggestions (I.e. suggestions made in a data-directed fashion )and these experts are now called(see 1,2 in Procedure Cholestasis). The message actually gets route** to the
* In the rest of the discussion only a few of the rules from each conceptual group will be shown. Each decision within an expert is made by a rule-group or a Procedure. The representational details will be described in[3]. Rule conditions are actually logical queries to the data-bass. The details of the data-base organization and queries can be found In[5].
**The routing was done automatically by the communication system and CHOLESTASIS did not know that POST-OPER and its ancestor INTRA-HEP arc not implemented. The answer docs indicate, however, that the decision was made by the USER. Because POST-OPER is the immediate super-concept of ANESTHETICS, only one message was sent, though individual answerswere returned.

USER who makes the decision that Post Oper 1s unlikely
```

    EXPERT-CALLED: INTRA-HEP CALLED-BY: CHOLESTASIS
    MESSAGE (OUERY (REFINE POST-OPER)
                            (CONSIDER ANESTHETICS))
    EXPERT-CALLEU: POST-OPER CALLED-BY: INTRA-HEP
    MESSAGE (OUERY (REFINE POST-OPER)
                            (CONSIDER ANESTHETICS))
    FOR EACH DISEASE LISTED INDICATE WHETHER IT IS
ESTABLISHED
UNLIKELY OR UNLNOWN . ANSWER Y-R-U
POST-OPER?$N
ANESTHETICS?$N
EXPERT-CALLED: INTRA-HEP CALLED-BY: USER
MESSAGE (ANSWER (UNLIKELY ANESTHETICS BY-USER)
(UNLIKELY POST-OPER BY-USER))
Control now passes to II.1, i.e., CHOLESTASIS now tries
to decide which of EXTRA or INTRA is more likely
TRYING TO DECIDE BETWEEN EXTRA AND INTRA-HEPATIC
CONDITION: (DEFORMITY? IHD (CT-SCAN ULTRASONAGRAM)
DILATE)
VALUE: T
CONUITION: (MORPH? BIL-TREE PERC-TRANS-CHOL (NORMAL))
VALUE: F
CONUITION: (MORPH? BIL-TREE ERCP (NORMAL))
VALUE: F
VALUE RETURNED: (EXTRA-HEP T F F)
SELECTED: EXTRA-HEP

```

Following II.2, control transfers to
EXTRA-IN-CHOLESTASIS. Here heuristic rules are tried to suggest possibilities from among the subconcepts of extra-hepatic cholestasis.

TRYING RULES TO INVOKE HYPOTHESIS TRYING RULE:
(((PAIN? ABDOMEN COLICKY)) ((SUGGEST STONE))) UNSATISFIED:

TRYING RULE: (((MORPH? GALL-BLADDER ? GB-SHADOW)) ((SUGGEST G8-CANCER)))

\section*{UNKNOWN}

TRYING RULE: (((DEFORMITY? BIL-TREE ? (NARROW)))
((SUGGEST SCL-CHOLANGITIS BD-CANCER)))
SATISFIED
EXECUTING ACTIONS:
((SUGGEST SCL-CHOLANGITIS ED-CANCER))
SUGGESTIONS IN EXTRA-CHOL (3D-CANCER SCL-CHOLANGITIS)
CHOLESTASIS first calls BD~CANCER(via EXTRA-HEP).
TRYINu TO ESTABLISH BD-CANCER
EVIDENCE-SITE OF BIL-TIMCR (T (CHEP))
TRYING TO INFER BILIARY OBSTRUCT ION
EVIDENCE-SITE OF BIL-OBSTRUCTION (T (CHEP))
TRYING RULE:
```

(((AND-TRI (CAR TUMOR) (CAR OBST)
(AROUND (CADR TUMOR) (CADR OBST)))
f(T 3)))
SATISFIEu:
TRYING RULE:
(((DEFORMITY? BIL-TREE BIOPSY TUMOR)) ((T -3)))
UNKNOWN:

```
EVIOENCE-OF TUMOR IN BILE-UUCT 3
ESTABLISHED BO-CANCER 3

MESSAGE (ANSWER(ESTABLISHED BD-CANCER 3)) reaches CHOLESTASIS via EXTRA-HEP.
BD-CANCER made the decision after asking questions about where the obstruction and tumor in the biliary-tree may be(both questions are complicated queries posed to the Radiology expert, not shown here, which examines the relevant radiological information to make the Inference).

SCL-CHOLANGITIS is called next, but returns an unlikely evaluation after detailed processing of relevant information.
```

TRYING TO ESTABLISH SCL-CHOLANGITIS
TRYING RULE
(((AND-TRI (DUCT? BIL-TREE BIOPSY FIBROSIS)
(DUCT? BIL-TREE BIOPSY (CARCINOMA
ATY-EPITH-CELL))
(HISTORY? ULC-COLITIS)))
((T3)))
UNSATISFIED:

```

\section*{PATHOGNOMONIC EVIDENCE IS 0}

X-ray evidence is evaluated to be -2 by use of a logic similar to that shown in the decision between EXTRA and INTRA earlier.

> XRAY EVIDENCE IS -2

SUMMARY EVIDENCE IS -2
UNLIKELY SCL-CHOLANGITIS -2
EXPERT-CALLED: EXTRA-HEP CALLED-BY: SCL-CHOLANGITIS MESSAGE (ANSWER (UNLIKELY SCL-CHOLANGITIS -2))

At this point, there is one refinement of EXTRA-HEP in ACTIVE list and CHOLESTASIS has to decide if all Important data have been covered by the active hypotheses. This decision is currently made by the user.
```

ACTIVE: BD-CANCER EXTRA-HEP
UNLIKELY: SCL-CHOLANGITIS POST-OPER ANESTHETICS
UNKNOWN:

```

The problem of when to stop is still an open problem in diagnostic knowledge-based systems, though some approaches based on thresholding confidence measures have been trled(6,7]. We are working on a symbolic matching criterion for this purpose and preliminary design has been completed for explaining the major findings in extra-hepatic cholestasis (see [3] for details). In this case, as the CPC discussion shows(4), all the data have been explained. However, in order to demonstrate the rest of the system, let us say NO to the question:

ARE ALL DATA EXPLAINED BY ACTIVE DIAGNOSIS?\$N
US now are in IV in Procedure Cholestasis. LOOK-FURTHER hands over control to EXTRA-HEP, asking it to see if it can refine the diagnosis any further (but limiting its search by asking It to consider only the typical diseases). EXTRA-HEP tries its own heuristic rules, but no suggestions are made. It then falls back on an exhaustive search and calls * each typical expert under it, one by one. As it turns out, all return an unlikely evaluation.

EXPERT-CALLED: EXTRA-HEP CALLED-BY: CHOLESTASIS
MESSAGE (OUERY (REFINE EXTRA-HEP)
(CONSIDER TYPICAL))
TRYING RULES TO INVOKE HYPOTHESIS
* Details of calls and processing by these experts have been skipped.

TRYING RULE:
(((EQUAL? JAUNDICE INTENSITY SEVERE)
(EOUAL? JAUNDICE TREND UNRELENTING))
((SUGGEST AV-CANCER)))

\section*{UNNOWN}

SUGGESTIUNS IN EXTRA-HEP NIL
EXTRA-HEP returns control back to CHOLESTASIS with the result of its processing namely failure to establish any more concepts, but able to pretty much rule out all the other possibilities. The point of continuing the diagnosis, even though the correct diagnosis had already been made, was to demonstrate the role of suggestion rules at all levels In the conceptual hierarchy as a means of achieving efficiency. If bd-cancer had not bean suggested at the level of CHOLESTASIS, It would have been established when control was handed over to EXTRA-HEP. The same effect occurs at all levels(including within tip-node experts, which usually have pathognomonic rules) in the hierarchy.
```

EXPERT-CALLED: CHOLESTASIS CALLED-BY: EXTRA-HEP
MESSAGE (ANSWER (REFINED EXTRA-HEP))

```

\section*{ACTIVE: Bu-CANCER EXTRA-HEP \\ UNLIKELY: AV-CANCER AMP-CANCER GB-CANCER STRICTURE STONE SCL-CHOLANGITIS POST-OPER ANESTHETICS}

UNKNOWN:
ARE ALL DATA EXPLAINED BY ACTIVE DIAGNOSIS?\$YES
The diagnosis is summarized on a scale of -3 (Reject) to 3 (Definite).

EXPERT-CALLED: GP CALLED-BY: CHOLESTASIS
MESSAGE (ANSWER (ESTABLISHED CHOLESTASIS 3))
DISEASES CONSIDERED AND FOUND UNLIKELY
\begin{tabular}{ll} 
AMP-CANCER -2 & SCL-CHOLANGITIS -2 \\
GB-CANCER -2 & POST-OPER BY-USER \\
STRICTURE -3 & ANESTHETICS BY-uSER \\
STONE -2 &
\end{tabular}

STONE -2 AV-CANCER -3
CONSIDERED AND UNABLE TO DECIDE
THE FINAL DIAGNOSIS IS -
CHOLESTASIS 3
EXTRA-HEPATIC INDICATED WITH OBSTRUCTION AT (CHEP) BD-CANCER 3

There are three important points to note about this example. First, the diagnosis is correct (though systems based on other approaches may have done as well In this case). Second, the diagnostic knowledge was used at the correct place, once the proper context had been established. For example, it would be premature and often disastrous to try to establish tip-level concepts like bile-duct cancer, unless cholestasis had been established and extra-hepatic indicated as more likely than intra-hepatic. Finally, the problem of coping with a large volume of data at a single level was avoided by using the patient data at the appropriate level of specificity and importance. In other words,
the system tries to explain different types of data at those levels in the conceptual hierarchy where they are moat relevant,

\subsection*{6.0 COMPARISON WITH RELATED SYSTEMS}

\subsection*{6.1 INTERNIST}

INTERNIST is perhaps the most comprehensive AI medical program: it deals with \(80 \%\) of Internal medicine. The diseases are organized in an orgnn-baaed hierarchy. Disease nodes are linked by causal and associative links. In addition, each datum (type) has "manifestation of" and "invoked by" links with disease
nodes (with some weights attached to these links),
INTERNIST performs diagnoses by calculating a numerical score for diseases baaed on how many manifestations are present, fraction of prototypical findings present, support from causal diseases and a measure of how much unexplained data is explained by a hypothesis. The disease hierarchy and a partitioning of current hypotheses into complementary and supplementary diseases helps t6 create some focus and cut down the complexity of proceasing. The basic problem-solving strategy is one of pursuing the highest scoring hypothesis in a global way. A new datum introduced at any time leads to a recomputation of all eatlmates. This could also lead to sudden shifts of focus. Much of the Intelligence of the program is embodied in the complex scoring function. Thus explanation of diagnosis is conceptually opaque.

\subsection*{6.2 Present Illness Program (PIP)}

This program is designed to suggest Possible diseases in the area of renal diseases. Knowledge about clinical and physiological states (not all being diseases) Is organized into frames. Each frame contains information about relationships with other states; triggers to Invoke statea and differential diagnosis; and a table of probabilistic information to estimate the likelihood of the state, baaed on patient data. There are also rules which can determine the likelihood of states or rule them out in some cases.

The basic strategy is similar to that of INTERNIST, i.e., the invoked hypotheses are ordered by their likelihoods and the top one at any given time is pursued. A hypothesis is accepted or rejected if it croases a threshold. The likelihood estimate includes the support from complementary states, match with the prototypical findings, and the degree to which patient data are explained by the hypothesis.

Again, as in INTERNIST, a new datum leads to potentially expensive recomputatlon of all estimates, and possible focus shifts. Further the use of Bayesian estimation In a global way would add to the computational and focus problems. Discussion of some problems associated with Bayesian estimates can be found In [11] and [12]. Aa a last comment, the frames are interpreted in a uniform way. It would be difficult to use specialized knowledge to bear on the problem at the appropriate place, unless It can be caat in the general mold.

\subsection*{6.3 MYCIN}

MYCIN advises clinicians in the area of infectious diseases. The knowledge is stored in the form of deductive rules, with some associated certainty factor. The program also has available to it a context hierarchy, which allows it to select rules based on the context and ask for appropriate data.

The rules are used in a backward-chaining deductive fashion, to first find the cause(s) of infection and then suggest therapy for it. Much of the real power of the system seems to us to come from the ability of the context hierarchy to use the rules in a controlled way. More generally, while rules are a convenient way to express certain kinds of knowledge, many other kinds of knowledge are not easily encoded in rule form (see [13] for a case study In this regard).

\subsection*{6.4 CASNET}

CASNET performs diagnoais and recommends therapy in
glaucoma diseases. The knowledge is represented in a causal network of dysfunctional states with wall defined starting (etiologic) and ending states. Evidence about the likelihood of these states can be obtained from another network relating states to tests. A test may be a patient datum or combinations of those Diseases are defined as paths in the causal net.

The system calculates the status of each state, baaed on the test values. This computation is repeated as new data are entered. It also computes the weight of each mode, which ia Independent of its status, but depends on those nodes which occur in the same path. Diseases are hypothesized end verified on the basis of which paths are most likely or potentially able to account for all confirmed states. There is a computational burden in calculating and recalculating the status and weight of each node in the network. Given the exponential nature of Such computation, it seems unlikely that such an approach would be eaaily extended to larger domains. Further, the use of patho-physlologlcal states is, perhaps, not possible for most of medicine, as such machanisms are known only spottily. A relatively minor problem is created by the fact that evidence from different tests can be combined by creating a "higher" teat-entity. In many medical situations, where patient data combine in different ways to suport or disprove disease hypotheses, many new test-entitles would need to be created for such combinations.

\subsection*{7.0 CONCLUDING REMARKS}

While the preceding pages can be viewed as a partial attempt at uncovering the structure of human cognition In the diagnosis taak, the real teat of the ideas proposed is in how well the system baaed on them works. In addition to the case presented in an earlier section, several other extra-hepatic cases (both from medical journals as well aa from a practicing hepatologlst) have been tried, and in all caaea the diagnostic behavior was natural and closely corresponded to the physicians' reasoning. The system is constantly being modified, but not in the sense of "patching" but to increaae the quality of the knowledge. For instance, it has been found useful to place certain rules higher in the hierarchy. In soma cases, the table logic of some tin nodes has been found inaccurate, and, after consultation with medical texts and experts, modifications have been made. These seem to us to be natural ways of improving the power. Of courae, the modifications to local procedures should converge eventually. We cannot say that the system has yet passed this test.

We envisage the next stage in our work to be enlarging the system to handle the whole of the Cholestasis syndrome. We hope to study the effects of upward scaling in this enlargement. For one thing, a more powerful data baae organization for temporal phenomena will be needed. However, we shall not opt for a separate temporal expert, aa this would violate our constraint on control transfers. Instead temporal knowledge will be distributed as needed.

Our current approach consists of giving the system all the data that are available in the journal description of the caae or from the collaborating hepatologlst. In either caae, the case Is in a sense "complete." In reality, however, aa the diagnostic process unfolds, tests are ordered to confirm or reject hypotheses. Thus the ability to order tests would be e useful extension
to our system. The conceptual information needed is partially implicit in the knowledge structure (queries to the data baae can be converted to orders for tests). Similarly, since the inter-expert messages contain purposes and responses, the basis for an explanation capability is already present. However, more work is needed to realize these facilities in an elegant manner, i.e., without too much detail and with appropriate abstractions. Explanation and test-ordering facilities would enhance the use of the system as a consultant.

In summary, we have attempted, in this paper, to lay the foundations for a knowledge representation scheme, which derives its power because of its ability to capture the structure of a body of knowledge at an appropriate level of depth. There are many interesting issues related to conceptual structures we have not had occasion to discuss in this paper. These and our experiences with problem-solving systems for larger domains of knowledge will be the subject of future reports.
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Briefly, an example of a resolution plan can be described as follows: Let LI v A and L2 v B be two clauses, where LI and L2 are literals, and \(A\) and \(B\) are clauses. If LI and L 2 can be made complementary by some substitution, we shall call A v B (L1,L2) a resolution plan. In general, a resolution plan is represented by
C (LI,MI) ...(Lr,Mr) ,
where \(\mathrm{LI}, \mathrm{MI}, \ldots, \mathrm{Lr}, \mathrm{Mr}\) are literals, and C is a clause. If C is empty, \((\mathrm{L} 1, \mathrm{M} 1) \ldots(\mathrm{Lr}, \mathrm{Mr})\) is called a total plan. The total plan corresponds to a proof if there is a unifier which simultaneously make ( \(\mathrm{Li}, \mathrm{Mi}\) ) complementary, \(\mathrm{i}=\mathrm{I}, \ldots, \mathrm{r}\). As shown elsewhere, the total plan approach can eliminate redundancies. In this paper, we shall show that all the strategies developed for resolution can be used to generate total plans.

\section*{1. INTRODUCTION}

In [Chang and Slagle 1977], the concept of total plans for proving theorems in first order logic was proposed. A total plan is denoted by a sequence of pairs of literals, (LI,MI)... (Lr.Mr). If there is a substitution 0 that can make each of (L1,M1)9,...,(Lr,Mr)0 a complementary pair of literals, the plan is said to be acceptable, and 0 is called a solution. In [Chang and Slagle 1977], a method based upon rewriting rules for generating total plans has been proposed. In this paper, we shall show that we can use resolution strategies [Chang and Lee 1973, Kowalski and Kuhner 1971, Kowalski 1975, Robinson 1965a, 1965b, Wos et al. 1965] to generate total plans. This is done by generating resolution plans. Formal definitions of resolution plans will be given in the sequel. They are defined in terms of notation of literals, instead of literals themselves. Because of this, unification is not actually carried out during generations of resolution plans. This is in constrast to resolution where unification has to be performed. Therefore, It is faster to generate resolution plans than resolvents.

In the following, we shall first give connection graphs, then we shall define various resolution plans such as binary resolution plans, hyper resolution plans, linear resolution plans, etc.

\section*{2. CONNECTION GRAPHS}

The concept of a connection graph has been used in [Kowalski 1975, Sickel 1976]. Essentially, a connection graph is a data structure for a set of clauses indicating possible refutations. We shall now give a definition of a connection graph.

A pair of literals LI and L 2 are called potentially complementary if Ll and L 2 can be made complementary by applying some substitution, after renaming variables so that LI and L2 share no variables.

A connection graph for a set \(S\) of clauses is constructed as follows:
(1) Every clause in \(S\) appears in the graph exactly once;
(2) For every clause, Ll v...v Ln, in S, where Ll,..., Ln are literals, it is represented in the graph as
LI Lr

Fig. 1
(3) For every pair of potentially complementary literals, draw an edge connecting the literals. (Note that edges between literals in the same clause are allowed.)

Example 1. Fig. 2 is a connection graph for the set, \(\{P(x) \vee Q(y), i P(a), i Q(b) J\).


Fig. 2
Example 2. Fig. 3 is a connection graph for the set, \((\neg P(X) \vee P(f(x)), P(a), i P(f(f(a)))\}\). Note that there is an edge connecting literals \(i P(x)\) and \(P(f(x))\) in the same clause.


Fig. 3
In the sequel, we shall label a clause by a distinct name and then refer to a literal In the clause by its position in the clause. That is, if \(C\) is a clause, then \(C n\) is the \(n\)-th literal (counting from the left) of clause \(C\), where n is an integer. By this convention, Fig. 3 will be represented by Fig. A.


Fig. 4

\section*{3. BINARY RESOLUTION PLANS}

In terms of a connection graph for a set \(S\) of clauses, we now give the following definitions.

A clause plan is represented by a clause followed by a sequence of pairs of literals. A clause plan can be represented as
\[
\text { Ll v ... v Lp }(M 1, N 1) \ldots(M q, N q),
\]
where \(L 1, M j\) and \(N_{j}, 1=1, \ldots, p, f=1, \ldots, q\), are literals. We call Ll v ... v Lp a clause segment, and ( \(M 1, N 1\) ) ... \((M q, N q)\) a plan segment of the clause plan. A clause plan is called a total plan if and only if its clause segment is empty.

Definition. Let two clause plans \(A\) and \(B\) respectively be denoted by
\[
\begin{array}{ll}
A=C & P \\
B=D & Q,
\end{array}
\]
where \(C\) and \(D\) are the respective clause segments of \(A\) and \(B\), and \(P\) and \(Q\) are the respective plan segments of \(A\) and \(B\). If there are literals Ll,..., Lm in \(C\), and MI,..., Mn in \(D\) such that there are edges in a connection graph connecting every literal of Ll,..., Lm to every literal of \(\mathrm{Ml}, \ldots, \mathrm{Mn}\), then the clause plan
\[
\left(C-C^{\prime}\right) \vee\left(D-D^{\prime}\right)(L 1, M 1)(L 1, M 2), \ldots(L m, M n) P Q,
\]
where \(C^{\prime}=\{L 1, \ldots, L m\}\) and \(D^{\prime}=\{M 1, \ldots, M n\}\), is called a binary resolution plan of \(A\) and \(B\). Note that (L1,M1)(L1,M2)...(Lm,Mn) is a cartesian product of \(C^{\prime}\) and \(D^{\prime}\), and may be represented by (C', D').

Example 3. Let \(A=P(x) \vee Q(x)\) and \(B=P(a) v\) \(R(x)\). Using the positions of literals in the clause to name the literals, \(A\) and \(B\) are represented as
\[
\begin{aligned}
& A=A 1 \vee A 2 \\
& B=B 1 \vee B 2,
\end{aligned}
\]
where \(A 1, A 2, B 1\) and \(B 2\) are \(P(x), ~ \cap(x), \quad \geqslant P(a)\) and \(R(x)\), respectively. Note that using the notation in the above definition, \(C=\{A 1, A 2\}\) and \(D=\{B 1, B 2\}\), and both \(P\) and \(Q\) are empty. Since Al and Bl are complementarily unifiable, we choose \(C^{\prime}=\{A 1\}\) and \(D^{\prime}=\{B 1\}\). Therefore, a resolution plan is obtained as follows:
\[
\begin{aligned}
& \left(C-C^{\prime}\right) \cup\left(D-D^{\prime}\right)\left(C^{\prime}, D^{\prime}\right) P Q \\
= & (\{A 1, A 2\}-\{A 1\}) \cup(\{B 1, B 2\}-\{B 1\})(\{A 1\},\{B 1\}) \\
= & \{A 2\} \cup\{B 2\}(A 1, B 1) \\
= & \{A 2, B 2\}(A 1, B 1) \\
= & A 2 \cup B 2(A 1, B 1) .
\end{aligned}
\]

We can use resolution strategies to generate total plans for refutations. That is, qiven a set \(S\) of clauses, we first build a connection
graph for S. Then, to check whether or not a pair of literals are potentially complementary, we need only to look at the connection graph to see if there is an edge connecting the literals. Once we have a connection graph, resolution plans can be generated faster than resolution because unification does not have to be performed. A total plan is a clause plan whose clause segment is empty. We can use resolution strategies to generate total plans. Once a total plan is generated, we then perform unification at the last step to check whether or not the plan is acceptable.

Example 4. Consider the set \(S\) of the following clauses,
\[
\begin{aligned}
& \text { ר } T(x, y, u, v) \vee P(x, y, u, v) \\
& \neg P(x, y, u, v) \vee E(x, y, v, u, v, y) \\
& T(a, b, c, d) \\
& \neg E(a, b, d, c, d, b) .
\end{aligned}
\]

The connection graph for \(S\) is shown in Fig. 5.


Fig. 5
Using literal names, Fig. 5 can be represented by Fig. 6.


Fig. 6
Now, using Fig. 6, we can generate the following resolution plans:
(1) A1 v A2
a clause in \(S\)
(2) B1 v B2
(3) Cl
(4) D1
(5) \(\mathrm{Bl}(\mathrm{B} 2, \mathrm{D} 1)\)
(6) \(\mathrm{A} 1(\mathrm{~B} 1, \mathrm{~A} 2)(\mathrm{B} 2, \mathrm{D} 1)\)
a clause in \(S\)
a clause in \(S\)
a clause in \(S\)
a resolution plan of (2) and (4)
a resolution plan of (1) and (5)
(7) (A1,C1) (B1,A2) (B2,DI) a resolution plan of (3) and (6).

Now, since we want to perform unification, we first need to rename variables. As discussed in [Chang and Slagle 1977], for the total plan (AI,CI)(BI,A2)(B2,DI), all literals belong to a clause are linked to a common dot. Therefore, we obtain the following linked plan,


The above linked plan can also be represented as


Substituting the real literals for A1, A2, B1, \(\mathrm{B} 2, \mathrm{Cl}\) and D1 in the linked plan, we obtain


Renaming the variables so that no clauses share variables in common, we obtain


Unifying the two expressions,
\[
\begin{aligned}
& (T(x, y, u, v), P(r, s, w, z), E(r, s, z, w, z, s)) \text { and } \\
& (T(a, b, c, d), P(x, y, u, v), E(a, b, d, c, d, b)),
\end{aligned}
\]
we obtain a substitution
\[
\theta=\{a / x, b / y, c / u, d / v, a / r, b / s, c / w, d / z\} .
\]

This substitution is a solution of the set \(M\) of the following clauses,
\[
\left\{\begin{array}{l}
\urcorner T(x, y, u, v) \vee P(x, y, u, v) \\
\neg P(r, s, w, z) \vee E(r, s, z, w, z, s) \\
T(a, b, c, d) \\
\neg E(a, b, d, c, d, b)
\end{array}\right.
\]
because MO is
\[
\left\{\begin{array}{l}
T T(a, b, c, d) \vee P(a, b, c, d) \\
\neg P(a, b, c, d) \vee E(a, b, d, c, d, b) \\
T(a, b, c, d) \\
, E(a, b, d, c, d, b)
\end{array}\right.
\]
and is truth-functionally unsatisfiable.

\section*{4. LINEAR AND SET-OF-SUPPORT RESOLUTION PLANS}

Definition. Given a connection graph for a set \(S\) of clauses, \(C_{n}\) is called a linear resolution plan if and only if it is obtained as shown in Fig. 7, where \(C Q\) is a clause in \(S\), and for \(1=0,1, \ldots, n-1, \quad\) (a) \(C_{i+1}\) is a resolution plan of \(C_{i}\) and \(B_{i}\), and (b) each \(B_{i}\) is either in \(S\), or is a C for some j, j<i.


Fig. 7

Example 5. The deduction obtained in Example 4 is a linear deduction as shown in Fig. 8. That is, the total plan, (A1.C1)(B1, A2)(B2.D1), is a linear resolution plan.

\((A 1, C 1)(B 1, A 2)(B 2, D 1)\)
Fig. 8

Definition. A subset \(T\) of a set \(S\) of clauses is called a set of support of \(S\) if \((S-T)\) is satisfiable. A set-of-support resolution plan is a binary resolution plan of two clauses that are not both from \((S-T)\).

Example 6. Consider the set \(S\) of clauses given in Example 4. Now, if we let \(T\) be the set \(\{\neg E(a, b, d, c, d, b)\}\), then the deduction given in Fig. 8 is also a set-of-support deduction.
(Note that in general, a set-of-support
deduction needs not be a linear deduction.)

\section*{5. HYPER RESOLUTION PLANS}

In order to define a hyper resolution plan, we shall name atomic formulas in every literal of a clause, instead of naming the literal itself as given in the previous sections. That is, if \(C\) is a clause, then the \(n-t h\) literal of clause \(C\) is named as \(C n\) if the literal is positive, and named as \(\neg C n\) if it is negative. For example, if
\[
\begin{aligned}
& A=P(x) \vee Q(x) \text { and } \\
& B=T P(a) \vee R(x),
\end{aligned}
\]
then \(A\) and \(B\) can be respectively represented as
\[
\begin{aligned}
& A=A 1 v A 2 \text { and } \\
& B=7 B 1 \vee B 2 .
\end{aligned}
\]

We say that a clause plan is positive if its clause segment ls positive. Otherwise, it is negative.

Definition. Let \(C\) be a negative clause plan, and let \(B_{0}, B_{1}, \ldots, B_{n-1}\) be positive clause plans. Then, \(C_{n}\) is a hyper resolution plan, as shown in Fig. 9, if \(C_{n}\) is a positive clause plan obtained by a deduction shown in Fig. 10, where \(C_{i}\) is a binary resolution plan of \(C_{i-1}\) and \(B_{i-1}, i=1\).


Fig. 9


Fig. 10

Example 7. Consider the set \(S\) of clauses given in Example 4. Using the clause names in

Fig. 5, we can represent the clauses in \(S\) as follows:
(1) \(\rightarrow \mathrm{Al}\) v A2
(2) , B1 v B2
(3) Cl
(4) , Dl.

Then, the deduction shown in Fig. 11 is a hyper deduction, while the one shown in Fig. 12 is not.


Fig. 11


Fig. 12
6. RENAMING VARIABLES AND HANDLING DUPLICATE CLAUSE PLANS

One of the important steps in theorem proving is renaming variables. In ordinary resolution, before a resolution is performed, variables in clauses need to be renamed so that the clauses share no variables in common. Herbrand's Theorem says that a set \(S\) of clauses is unsatisfiable if and only if there is a finite unsatisfiable set \(S^{\prime}\) of ground instances of clauses of \(S\). Renaming variables is closely related to Herbrand's Theorem because more than one ground instances in \(S^{\prime}\) may come from the same clause \(C\) in \(S\), and the ground Instances are essentially obtained by first renaming variables in copies of \(C\).

Given a set \(S\) of clauses, we first generate a deduction of a total plan from \(S\), and then check if the total plan is acceptable by renaming variables and by performing unification. In the deduction of the total plan, the same clause plan may appear more than once. In this case, we shall use primes to distinguish the different copies of the clause plan. This is illustrated by the following example.

Example 8. Consider the set \(S\) of clauses given in Example 2. That \(1 \mathrm{~s}, \mathrm{~S}\) consists of the following clauses
\[
\begin{aligned}
& P P(x) \vee P(f(x)) \\
& P(a) \\
& T P(f(f(a))) .
\end{aligned}
\]

The connection graph of \(S\) is shown in Fig. 3. Using literal names, Fig. 3 can be represented by Fig. 13.


Fig. 13
Using Fig. 13, we can generate a deduction of a total plan shown in Fig. 14.

\[
\left(\mathrm{Cl}, \mathrm{~A} 2^{\prime}\right)\left(\mathrm{A} 1^{\prime}, \mathrm{A} 2\right)(\mathrm{A} 1, \mathrm{~B} 1)
\]

Fig. 14
Note that two copies of ( \(A \mid \vee A 2\) ) are used in the deduction, and we use ( \(\mathrm{A} I^{*} \vee \mathrm{~A} 2^{1}\) ) to represent the second copy. By linking literals belonging to the same copy of a clause, we obtain


Substituting the real literals for A1, A2, A1', A2', B1 and C1, we obtain


Renaming the variables so that no clauses share variables in common, we obtain


Unifying the two expression,
\[
\begin{aligned}
& (P(f(f(a))), P(y), P(x)) \text { and } \\
& (P(f(y)), P(f(x)), P(a)),
\end{aligned}
\]
we obtain a substitution
\[
\theta=\{f(a) / y, a / x\} .
\]

This substitution is a solution of the set \(M\) of the following clauses,
\[
\left\{\begin{array}{l}
\urcorner P(x) \vee P(f(x)) \\
\urcorner P(y) \vee P(f(y)) \\
P(a) \\
\neg P(f(f(a))),
\end{array}\right.
\]
because MO is
\[
\left\{\begin{array}{l}
\neg P(a) \vee P(f(a)) \\
\urcorner P(f(a)) \vee P(f(f(a))) \\
P(a) \\
\urcorner P(f(f(a)))
\end{array}\right.
\]
and MO is truth-functionally unsatisfiable.

\section*{7. CONCLUSIONS}

We have defined various resolution plans These plans are obtained from the connection graph of \(a\) set \(S\) of clauses. To generate resolution plans, no unification needs to be performed. Therefore, it is faster to generate a resolution plan than to generate a resolvent. Unification is performed only at the end of a proof. One of the advantages of using the resolution plan method is that all the strategies proposed for resolution can be directly applied to generate resolution plans.
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\begin{abstract}
The solution to a number of Artificial Intelligence problems depends upon Knowledge representation. The theory of Co-ordinite Squires is a frameworK for representing the relevant ideas in a large class of King and pawn endings. Some endgame problems which require twenty to thirty plies of analysis using a more traditional representation, a branching tree of
\end{abstract} moves, can be efficiently solved using this theory, which is analogous to Waltz* scene analysis algorithm.

The Co-ordinate Squares theory, which has received considerable attention in the chess literature over the last half century, is Implemented using a constraint propagation technique. The constraint is that the defending King must precisely co-ordinate with the attacKing King to avoid losing. For any particular square the attacKing King occupies, there are only a few possible (co-ordinating) squares the defending King could occupy without transposing into a Known lost position. As the attacking king moves from one square to another, the defending king must co-ordinate, move from a co-ordinate of the one square to a coordinate of the other. We will give a reduction algorithm which propagates this constraint in order to determine the coordinate squares.

\section*{Introduction}

We will begin by defining a simplified version of King and pawn endgames, which we will call COORD. Although this game can be solved by traditional methods, it is a good example for demonstrating co-ordinate squares. Then we will explore some aspects of King and pawn endgames which are not included in COORD.

COORD is played on a chess board with Kings and pawns which move in the usual way. In the initial position, the pawns are all locked against each other so there are no pawn moves. White wins if he captures a black pawn. Black draws if white never wins. The task is to find the next move and prove that it is optimal. Consider the following COORD problem which will be used throughout this paper.'*

\section*{Figure 1}


\section*{white to move wins; black to move draws}

This famous problem has a rich history in the chess literature ([Fine, problem *70], [AverbaKh, problem *671], and many others). Computer chess researchers have also studied this problem. Newborn, the author of Peasant***, estimates that this problem would require 25,000 hours of cpu time [Newborn, page 129\} Chess 4.5 has more recently found the solution with a 26 ply search [Frey2\}. Using co-ordinate squares, we can find the solution in about thirty seconds on a Lisp Machine [Weinreb).
* This report describes research done at the Artificial Intelligence Laboratory of the Massachusetts Institute of Technology. Support for the laboratory's artificial intelligence research is provided in part by the Advanced Research Projects Agency of the Department of Defense under Office of Naval Research contract N00014-75-C-0643.
** All chess moves and squares within this paper are given in Algebraic Notation, the most common notation in the world. Each square is referenced with a letter, a through \(h\) and a number, 1 through 8 as shown below figure 1. In this notation, king moves and captures are denoted by a capital \(K\) followed by the destination square. Pawn moves are denoted by the destination square. A square followed by an \(x\) followed by another square denotes a pawn capture.
*** Peasant, one of the few chess program designed to play only king and pawn endgames, uses a depth first alpha-beta branching tree strategy.
\({ }^{* * *} t\) More careful analysis of the program performance can be found in [Church]. The co-ordinate squares approach is solution is at least as good as Peasant's on 16 problems from [Fine). The time cost is shown to be bounded by a constant for king and pawn endgames where pawn moves are irrelevant. Algorithmic analysis of the pawn moving heuristics have not been performed. In practice, the time costs are well within normal chess tournament constraints.

Most chess programs, including Peasant and Chess 4.5, use a depth first search (DFS) which can be hard to contain. DFS might, for example, explore a queen endgame that could follow from a long series of blunders.

Another problem with a DFS is that there are often a large number of paths between any two positions. The DFS algorithm has recently used a transposition table to catch positions that have been previously explored. For solving COORD problems, a transposition table is more expensive than necessary.

A DFS transforms the search space into a tree. A better representation is probably a graph of positions connected by full moves (a half move for each side). In COORD there are only 4096 positions since the pawns are fixed and there are only 64 ways to place each King. Furthermore, the maximum out-degree is 64 since each king can make at most 8 legal moves. This very regular graph is probably more efficient than a more general transposition table.

Given any position, it is theoretically possible to determine who will win. This determination can be made independently of the context, the moves that have been played previously. A position has no memory. A DFS maintains this context on the stack. Perhaps this is a mistake.

To conclude this section, we have motivated that the traditional method, a DFS, may not be optimal for solving COORD problems. In the next section, we will consider an alternative approach which does not suffer from the drawbacks stated above.

\section*{An Alternative to DFS}

What does determine the value of a position, whether or not white will win? A winning position either is obviously winning (inductive basis) or can be forced into another winning position in'exactly one move (inductive step). The decisions are local; they could be performed by a parallel machine consisting of 4096 gates comparing each of the 4096 positions with its neighbors. The locality is important because it allows us to resolve the positions in any order without changing the results.

To determine whether a position is obviously winning requires chess domain heuristics which will be discussed later. We will assume for now that an obviously winning position is one where the white king has captured a pawn. Although these domain heuristics strongly influence the results, this paper is more concerned with the inductive reasoning. Demonstrating that this induction is correct requires showing that any unresolved position which leads to a known winning position in exactly one move is itself winning (easy) and that any unresolved position, which doesn't lead to a resolvable winning position in exactly one move, isn't winning (more difficult). Due to space considerations, the demonstration will not be given here.

Even though we may be able to compute the value of every position, we still don't know which move is best. However, we do know that the best move will preserve the value. This provides a very strong constraint for selecting the best move.

We may still need a DFS to choose the best move, but the DFS is over a much smaller search space. The implemented program calculates these constraints, without performing the final DFS to choose a move.

We have motivated an alternative to the traditional DFS. Before describing the algorithm more specifically, we would like to show how this relates to the chess notion of co-ordinite squires.

\section*{Co-ordinate Squares}

We have defined drawing positions to be those positions from which white cannot force a win. In other words, no matter what white does from a drawing position, black has a adequate reply. The black king is co-ordinating with the white one. White can more this way or that, left or right, but he cannot out maneuver the black king. The chess technique of coordinate squares as advocated by Averbakh and Maizelis [Averbakh] locates many of the co-ordinating squares, using some unspecified procedure, in order to simplify the search process. In this work, we have refined the procedure to an algorithmic process.

\section*{The Reduction Algorithm}

If black is co-ordinating at one time and a move later he is not, then he must have made a mistake. Similarly, if white is winning and a move later, black is back defending successfully, then white must have missed an opportunity. Co-ordination is invariant. The end result cannot change if both sides play perfectly. Consequently, to decide if white is going to win, all we have to do is decide if he is winning in the initial position.

To decide the value of the initial position, we have to decide the value of the neighboring positions. Chances are that this procedure will request the value of every position. So far this is very similar to a DFS. The difference is that this procedure does not specify the order in which the positions are considered. How can we efficiently classify the 4096 positions into winning and losing? We will use a reduction algorithm. Initially, classify the 4096 positions into one of two categories: either obviously winning for white or unknown. Each snapshot depends upon its neighbors. That is, if an obviously winning position can be forced from an unresolved position, then it too is obviously winning for the attacker (white). The algorithm keeps checking positions with their neighbors until no more unresolved positions can be classified winning. At that point, the unresolved positions are classified co-ordinating because the attacker cannot force a win from them.

\section*{The Triangulation Criterion}

We use the chess term triangulation loosely for the comparison of a position with its neighbors. This step accounts for arbitrarily complex king maneuvers, some of which chess players call triangulation, opposition, distant opposition, coordination, tempo-ing, or zugzwang*. The constraint is that the defender must have a reply to any move by the attacker. Assume that the attacker is on \(a_{\text {attack }}\) and the defender is on \(a_{\text {defend }}\) IF the attacker can move to \(b_{\text {attack, }}\) then the defender
must be able to reply by moving to a square \(\mathrm{b}_{\text {defend }}\) which defends \(b_{\text {attack. }}\). If the defender doesn't have such a reply, then his defense on \(a_{\text {defend }}\) has been refuted.

Since all defenses of an attacking square (placement of the attacking king) must meet this constraint, we can optimize the comparison procedure with the following reformulation. If the attacker can move from one square to another then all defenses of the former must be a move from a defense of the latter. This formulation of triangulation motivates the notion of a defense set (dset), the set of squares which defend against an attacking square. A implementation is given below using the primitives fetch-dset (to retrieve the dset of an attacking square) and remove (to remove a defense from a dset). The predicate can-move? decides if a player (either white or black) can move from square a to square \(b\) when the other king is on square oking
```

can-move? (player, a, b, oking) .
adjacent (a, b) \& legal (player, b, oking)
triangulate:proc (attacker, afllock, balleck)
A :- fetch-dset (attacker, asllock)
B :- fetch-dset (attacker, botlock)
defender :- other-side (attacker)
for all adofond in A do
if ~3b dafond}\mp@subsup{|}{}{B
[can-move? (attacker, amitack, bolleck, a
can-move? [defender, a
then remove (adofend. A)

```
- The following are common chess terms.
triangulation - Taking a longer than necessary route toward a target so that the position will recur with other side on the move.
opposition - The state where the two kings are on the same rank or file and there is exactly one square in between.
diagonal opposition - The state where the two kings are on the same diagonal and there is exactly one square in between.
distant opposition - The state where the difference in ranks of the two kings and the difference in files are both even.
co-ordination - (relatively new term) The state where there exists a defensive reply to wherever the attacking king moves.
tempo-ing - A catch-all term to cover arbitrarily complex attempts to repeat the position with the other side on the move. Although triangulation is the most common method, there are other possibilities such as pawn maneuvering. zugzwang - A state where the side to move has only bad moves and would be well off if only he didn't have to move.

Figure 2


The black kings mark the possible defenses (before triangulation); everything else obviously loses since the white king is closer to a black pawn. (This computation is described later in more detail.) Since the white king on c4 (left) is threatening to move to bS (right), all defenses of c4 ( \(\{a 7, b 7, c 7, a 6, b 6, a 3\}\) ) must either prevent the threat or respond to it. a6 and b6 prevent the white king from moving to bS. None of the other defenses work because black cannot respond to the threat by moving from one of them to a defense of \(b S\). At this point \(\mathrm{A}-\{\mathrm{a} 6, \mathrm{~b} 6\}\).

These reductions tend to propagate. Now that a number of defenses of c4 have been eliminated, it is possible that one of c4's neighbors might require further reduction. This process is defined to terminate when no more reductions are possible. The propagation effect explains why a6 is eventually removed from the defense set of c4. If black were on a6, white could beat black to the f5 pawn. 1. Kd3, Kb6; 2. Ke3, Kc7; 3. K13, Kd7; 4. Kg3, Ke7; 5. Kh4, Kf6; 6. Kh5, Kf7; 7. Kg5, etc. The algorithm determines this by triangulating the dset of g5 with that of h 5 and then the dset of h 5 with that of f 6 and so on. The propagation continues until the map has settled.

\section*{A Solution to Figure 1}

Since the order of triangulating will not change the final results as long as we keep triangulating until the propagations have settled, we will adopt the following non-optimal implementation for expository purposes only:

Initialization: assign the first guess dsets (using chese domain heuristics):
Do until no dset changes
triangulate each dset with all its neighbors
The firs' guess dsels are shown below. For the sake of
brevity, we will show only the more interesting sets.
b5 \{
c4 \(\{a 6, b 6, a 7, b 7, c 7\}\) (ignoring defenses like a3)
b3 \(\{a 6, b 6, a 7, b 7, c 7, d 7, a 8, b 8, c 8, d 8\}\)
c3 \{a6, b6, a7, b7, c7, d7, a8, b8, c8, d8\}
d3 \{a6, b6, a7, b7, c7,d7, a8, b8, c8, d8\}
e3 \{b6, b7, c7, d7, e7, b8, c8, d8, e8)
13 \{ \(16, \mathrm{c} 7, \mathrm{d7}, \mathrm{e} 7,17, \mathrm{c8}, \mathrm{d8}, \mathrm{e8}, 18\}\)
\(83\{16, \mathrm{~g} 6, \mathrm{~d} 7, \mathrm{e} 7,17,87, d 8, e 8,18,88\)
h4 \(\{16, \mathrm{~g} 6, \mathrm{~h} 6, \mathrm{e} 7,17, \mathrm{~g} 7, \mathrm{~h} 7, \mathrm{e}, 18, \mathrm{~g} 8, \mathrm{~h} 8\}\)
85 1)
h5 \{ \(16, \mathrm{e} 7,77, \mathrm{~g} 7, \mathrm{~h} 7\}\)
h6 \(\{16,07,97,87, h 7\}\)
b2 \{a6, b6, a7, b7, c7, d7, e7, a8, b8, c8, d8, e8\}
c2 \{a6, b6, a7, b7, c7, d7, e7, a8, b8, c8, d8, e8\}
d2 \{a6, b6, a7, b7, c7, d7, e7, a8, b8, c8, d8, e8\}
al \{a6, b6, a7, b7, c7, d7, e7, f7, a8, b8, c8, d8, e8, 48\}
b) \(\{a 6, b 6, a 7, b 7, c 7, d 7, e 7, f 7, a 8, b 8, c 8, d 8, e 8,18\}\)
c! \{a6, b6, a7, b7, c7, d7, e7, f7, a8, b8, c8, d8, e8, 18)
d) \(\{26, b 6, a 7, b 7, c 7, d 7, e 7,17, a 8, b 8, c 8, d 8, e 8,18\) \}

\section*{Triangulate the above sets with their neighbors.}

\section*{Iteration 1 \\ c4 \{a6, b6\} (constrained by the dset of b5) \\ h4 \(\{66, \mathrm{~g} 6, \mathrm{h6}\}\) (constrained by the dset of g 5 ) \\ h5 \{16\} (constrained by the dset of g5) \\ h6 \{16\} (constrained by the dset of g5) \\ all others unchanged}

On the next iteration, by triangulating all the dsets again, the constraints propagate another square away from the targets.

\section*{Ileration 2}
b3 \(\{a 6, b 6, a 7, b 7, c 7\}\)
c3 \(\{a 6, b 6, a 7, b 7, c 7\}\)
d3 \(\{a 6, b 6, a 7, b 7, c 7\}\)
h4 \(\{\mathrm{g} 6, \mathrm{~h} 6\) \}
h5 \{\}
n6 \{\}
B3 \(\{86, h 6,07,47,87, h 7\}\)
This process continues until no more defenses can be removed. These iterations have been deleted for brevity.

\section*{Summary}
b5 \{\}
c4 \{b6\}
d3 \(\{c 7\}\)
c3 \{b7\}
b3 \(\{a 7, c 7\}\)
d2 \{c8\}
c2 \{b8\}
\(b 2\{a 8, c 8\}\)
dl \{c7\}
cl \{b7\}
b) \(\{a 7, c 7\}\)
a3 \(\{68, b 7, d 7, d 8\}\)
\(2\{\{68, b 7, d 7, d 8\}\)
al \(\{b 8, b 7, d 7, d 8\}\)
White wins if he has the move because because black's King on a7 does not defend al. Me must play moves which prevent black from co-ordinating. One winning line is: \(1 . \mathrm{KbI}, \mathrm{Kb7} ; 2\). \(\mathrm{Kcl}, \mathrm{Kc7}\); 3. KdI, Kd7; 4. Kc2, Kc7; 5. Kd3 and black has to move. If he plays \(\mathrm{Kb} 8, \mathrm{Kc} 8, \mathrm{Kd8}\), or \(\mathrm{Kd7}\) white wins the a5 pawn with Kc4. On any other black move, white wins the f5 pawn with Ke3. The algorithm does not tell us how to win; it only decides which moves preserve the win. In this case, white has only one move (1. Kbl) which preserves the win. Black can reply to \(1 . \mathrm{Ka} 2\) or \(1 . \mathrm{Kb} 2\) by moving to a co-ordinate, \{b7, b8) and (a8), respectively. From these co-ordinating positions, no matter where white moves, black will be able to move to another co-ordinating position.

In the same position with black to move, black can co-ordinate by moving to either b7 or b8, since both defend al. Neither Fine nor Averbakh suggest Kb8 because that defense is somewhat "anti-theoretical" probably because it gives away a twisted distant opposition*. Kb8 may look unusual because it unnecessarily moves away from the action.

\section*{The Order of Triangulating Dsete}

Even though the order will not change the final results, it can influence the running time. For best efficiency, the most constrained sets should be compared with their neighbors first because they are most likely to shrink their neighbors. We can assure that the most constrained sets will be considered first if we keep a sorted queue" of sets to be considered. Initially all the sets are on the queue. In each iteration, pull a set off the queue and triangulate it with its neighbors. If triangulation should remove any elements from a neighboring set, then check for the propagations by re-queuing those neighboring sets.

Mow do we decide if one set is more constrained than another?
One answer is to employ some domain restricted knowledge. For example, we might use a heuristic which suggests that attacking squares closer to pawns tend to have more constrained defense sets. However, in this work, we have chosen a much simpler and domain independent ordering heuristic. The smaller dsets are more constrained than the larger ones. This completes the description of triangulation.

\section*{The Triangulation Criterion Viewed as a Waltz Filter}

It is useful to compare this approach to previous work in other areas of Al In this section, we will show that this reduction technique is very similar to Waltz' filter. Waltz [Winston, chapter 1] developed a filtering process to search a line drawing scene. The problem is to find all possible ways to label the lines (- for concave, for convex, and either <-- or --> for a boundary) in a scene so that lines meet in physically realizable vertices. Waltz's algorithm first assigns each vertex a set of possible labels, i.e. physically realizable. The next and final step is the filtering process which assures that connected vertices are labeled consistently, that two vertices connected by a line are labeled the same way at both ends. The procedure is to iterate through the vertices checking each possible label for consistency with each connected neighbor. If any possible label is found to be inconsistent with a neighbor, that label is removed from the possible labels. It is possible that the effects of removing a label might propagate to other vertices. After every removal, the possible propagations are immediately considered.
t Opposition can be twisted by certain pawn formations. Since the opposition is usually an asset, it is understandable why both Fine and Averbakh might overlook the fact that the opposition is not necessary for black to draw.
tt See [Meckworth).

The triangulation procedure is analogous to Waltz's filter. The vertices correspond to the possible locations of the attacking king. A defense set can be thought of as a set of physically realizable ways to label a vertex. Two attacking squares are connected iff the attacker can move from one attacking square to the other. Just as two vertices connected by a line must be labeled consistently, the defense sets of two attacking squares must be consistent. That is, the defender must be able to move from any square in one defense set to a square in the other defense set.

This analogy shows us that we can apply the triangulation constraint in time proportional to the number of vertices ( \(\sim 64\) ) times the number of possible labels (~64). Using the queue mechanism discussed previously, it is possible to improve the average cost. In Waltz's filter, since the propagation possibility is checked immediately after a set is reduced, it is unlikely that they will be checked in the best order. (The order wasn't as important to Waltz because the line drawing world has only 4 possible labels whereas the chess endgame world has 64.) Another advantage of the queue is that it can avoid considering some vertices multiple times. The Waltz filter will check a set for propagations that it will have to check later anyways. The queue mechanism avoids this by preventing • set from appearing twice on the queue. It is very difficult, though, to see exactly how good the queue is.

\section*{Finding Possible Defenses}

In this section we will discuss the chess domain heuristics involved in deciding the "obvious" cases. These are only heuristics; although the more complete heuristics discussed in [Church] have no known limitations for COORD examples, they do not solve all king and pawn endgames. That work illustrates the limitations in more detail.

One criterion which will work for COORD, but will be difficult to extend to practical chess endgames, is the following: Target positions (the white king occupies the same squire as a black fawn did) a re obviously winning. All others might defend. In this subsection, we will define a more useful criterion.

For now we will assume that the defender will lose unless his king is as close to every target, black pawn, as the attacking king. This definition uses the notion of distance. White's distance between two points is the number of white king moves it would take to travel the distance. Black's distance measures black king moves. The two are not the same because a king cannot move on top of a friendly pawn or into an enemy pawn's zone of control. There is an algorithm for computing the distance from one point to all others.

\section*{Closeness}

A player's king (on square a) is closer to the larget than the other player's king (on d) if his distance to the target is less than the other player's.
```

closer (player. a, d, t) =
distance (player, a, t) <
distance lother-side (player), d, t)

```

\section*{Defense Set}

\section*{A square d possibly defends an attacking square a it it is legal for the the defender and close enough to the targets.}
```

dset lattacker, al .
Id I legal (other-side (attacker), d, a) }
\forall\mp@code{largots ~ closer (attacker. a, d, t)l}

```

Getting back to Figure 1, let us find the defense set of c4 where white is the attacker. c4 is two moves from target a5, three squares from d6 (c5 is illegal for white), and five from f5. According to this first criterion, black can defend c4 from a7, b7, c7, a6, b6, or a3. (See Figure 2 shown above.) In other words, if white's king is on c4, then black's pawns are safe only if the black king is on one of the above defenses \(a 7, b 7\), c7, a6, b6, or a3. We have seen that triangulation wilt remove many of these defenses.

\section*{Extended COORD}

As we have said, COORD is simpler than chess king and pawn endgames. In this section, we will explore methods to extend co-ordinate squares. One problem with COORD is that black cannot win. One solution is to do the calculation twice, once where white is the attacker (as in COORD) and once where black is the attacker. The game is drawn if both sides are coordinating with each other. It should be impossible for neither side to be co-ordinating with the other. If only one side is coordinating with the other, then he is winning. There are probably more attractive solutions.

There are quite a few other differences between COORD and chess king and pawn endgames which must be considered. We have two basic strategies to extend co-ordinate squares. The first, which is untested, increases the search space. Coordinate squares is very good in manipulating the kings in one pawn configuration. However, there are ways to jump into another pawn configuration, by either capturing or moving a pawn. Once a player jumps into another pawn configuration (hyper-space), he can never return because there is no way to move a pawn backwards or to bring back a captured pawn from the dead. The graph of hyper-spaces is therefore acyclic. We could solve each hyper-space one at a time, starting with the leaves until we have solved the root space (the initial position.) The problem with this idea is that the number of hyper-spaces can be very large, one for each possible pawn configuration. Five pawns on the second rank would generate \(5^{7}\) spaces. There must be heuristics to reduce the number of hyper-spaces.

The other approach augments the existing search with the necessary chess heuristics. We [Church] have solved a large class of king and pawn endgames with this approach although there are problematic endgames for which the heuristics do not apply. The optimal solution is probably a compromise between the two approaches. It would be worthwhile to experiment with the hyper-space approach.

\section*{Conclusion}

In conclusion, although this work has shown that co-ordinate squares can solve several endgames otherwise requiring 2030* plies of analysis, the question remains, what are the limits to the approach? At first, the algorithm appears to be exponential with the number of potential pawn moves. That is one way to solve problems with pawn moves is to map the coordinate squares for any pawn structure that could result. However, if we think about what the pawn moves mean, then we can do considerably better. For example, a tempo, having one more pawn move than the opponent, is an option to pass. We can show how to incrementally modify the co-ordinate squares map to account for the tempo [Church]. Similarly, the effects of a passed pawn can be considered without building separate co-ordinate squares maps for each square the passed pawn could occupy before it queens. It should be possible to state exactly how pawn moves and king moves are coupled.

At first it was believed that the strategy would break down when more pieces are introduced. Even that is not so clear; pieces, especially slow ones such as knights, in many cases must avoid zugzwang by co-ordinating with each other. In fact, Averbakh has written another book about knights [Averbakh, Knight Endgames].

The key observation that the strategy depends upon is that all these positions have a very limited number of terminal nodes, distinct positions that could result after an arbitrary number of moves. Since there are so few terminal nodes, It is possible to apply a static evaluation function to each one and then observe how the nodes are connected (triangulation).

Using the queue improvement to Waltz's algorithm, co-ordinate squares starts with the most constrained nodes and works backwards toward the least constrained. It happens that the constraints tend to be centered near the targets, and that the initial placements of the kings tend to be relatively far from the targets, in the more difficult endgame problems such as Fine *70 (Figure 1). Working backward from the target positions to the initial positions, co-ordinate squares is somewhat similar to backward reasoning, just as a depth first tree search from the initial position toward the target positions is forward reasoning. The usefulness of this analogy is in the observation that it is often possible to halve the exponential growth of a search by building backwards from the terminal nodes and forward from the initial position simultaneously. If this could be applied to co-ordinate squares as described above, then the defense sets would not contain a number of unobtainable defenses. [Church] describes some heuristics for quickly removing such useless defenses.

We have designed a system that thinks about the chess domain more as a regular graph of possible positions than as a tree. Consequently, when the number of positions is small, as it tends to be in king and pawn endgames, the procedure works surprisingly well. In general, as the number of interesting positions grows, the space tends to look more and more like a tree. In a general chess position, co-ordinate squares is not the optimal representation. Within our restricted endgame domain, which has long been a weak point of chess machines,
the co-ordinate squares procedure shows great promise. As e generalization of Waltz's filter, this work may have tome implications in other domains besides chess endgames.
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\begin{abstract}
Mixed-initiative discussion requires that a tutorial program have the means to manage its share of the dialogue. Dialogue management includes operations ranging from record keeping and context focusing to heuristics for directing the dialogue economically according to the needs of the student. This paper illustrates how knowledge for generating remarks in a tutorial dialogue about rule-based domain knowledge can be represented conceptually as a network consisting of transitions between dialogue situations in which the links are various kinds of management heuristics. The chief finding is that a network of procedures is a useful representation for organiiing heuristics for carrying on a structured dialogue.
\end{abstract}

\section*{1 Introduction}

This paper discusses a kind of mixed-Initiative tutorial dialogue that concerns a single, complex task to be solved by a student under a program's guidance Sequences of student/tutor remarks can be grouped into "discourse situations" or recurrent patterns In the discussion, making the mixedinitiative nature of this tutorial more complex than in previous work Typical discourse situations are: examining the student's understanding after he asks a question that shows unexpected expertise, relating an inference to one just discussed, giving advice to the student after he makes an hypothesis about a subproblem, and so on

The general problem of sharing initiative and making provisions to carry out one's discourse goals is here termed 'dialogue management" We illustrate principles for taking initiative that are desirable for tutoring rule-based diagnostic problems An important consideration is the possibility of 'alternative dialogues" We focus on the problem of making appropriate, prolonged presentations that go beyond interruption and repetitive question/answering, but use them as components in a larger scheme

Most research with Intelligent Computer Aided Instruction (1CA1) programs has emphasized the use of an underlying expert artificial Intelligence program for generating subject material to present to a student and for modelling his understanding. Indeed, researchers call this work "generative" CAI to underscore the constructive operation of creating questions or tasks for a student and creating a differential model that relates the student's behavior to the program's model of expertise [18] While one distinguishing feature of these programs is frequently cited to be their capability to engage the student in a mixed-initiative dialogue [I6J [17], we find that the "natural language understanding" In these programs Involves parsing student Input [5], not conversational interaction

In the "reactive environment" of the early SOPHIE lab [2], the tutor never takes the Initiative at all; and in the games of WEST [6] and WUMPUS [13], the tutor's remarks are all Interruptions or reactions to the immediately preceding move taken by the student SCHOLAR [10] and WHY [22], the geography and meteorology tutors, follow a Socratic dialogue format of repetitive questioning using topic selection rules and
* This research was sponsored in part by grants from ARPA (Contract Title MDA 903-77-C-0322) and NSF (MCS 77-02712)
strategies for testing a student's understanding; the session itself Involves no overarching problem or shared task to be discussed Thus, ICAI research has emphasized the use of domain expertise for modelling the student and tutoring principles for correcting his misconceptions, but it has dealt only tangentially with the problems of carrying on a prolonged, purposeful tutorial dialogue that as a whole considers a single task.

The discourse problems dealt with here include maintaining and sharing context as solution of the task proceeds, and providing means for the student to express initiative as he unfolds the complexity of the problem and encounters limitations in his understanding. Researchers who specialize In Natural Language studies have reported various theoretical aspects of task-oriented dialogues, such as recognizing and generating Intentions and plans [12] [7] and focusing on objects and subtasks [II] [15]. We distinguish our work from other Natural Language research in two ways. First, we view the discourse problem as requiring (a) Interpretation of intent and (b) reasoning about this understanding in order to act. We have minimized the Interpretation problem by restricting the student to a command-oriented input, allowing us to concentrate on the tutorial knowledge for generating remarks and guiding the dialogue Second, we are formalizing tutorial knowledge In terms of specific performance rules for various situations, rather than studying human dialogues and enumerating general dialogue Interaction principles.

In this paper, after setting the scene by a short overview of rule-based tutoring, as exemplified by a particular system, GUIDON, we present a transition diagram that we find useful for illustrating dialogue management issues Examples of the system in operation are given The second half of the paper deals with the problem of topic relationships, for example, how the dynamics of the Interaction complicate separation of discourse knowledge Into modular procedures. A final section discusses potential applicability of GUIDON to other representations and problems

\section*{2 Rule-based Tutoring: GUIDON}

GUIDON [9] is a tutorial system that can be built on top of any MYCIN-like expert system [20], The knowledge base of a MYCIN-like system is in the form of situation-action rules, such as, "If the Infection that requires therapy is meningitis and the patient has symptoms of mumps, then this is weakly suggestive evidence that the type of the infection is viral' In this paper, all examples will be drawn from the MYCIN infectious disease consultation program, though the

GUIDON system is capable of tutoring any knowledge base of this form.

The purpose of a MYCIN consultation is to determine the organisms that might be causing an infectious disease and to prescribe antibiotic therapy for them. The MYCIN interpreter invokes Its rules in a goal-directed way, chaining backwards to evaluate the predicate of a rule The program requests information (case data") from the user as it becomes appropriate in order to apply a rule The result of a consultation Is a record of rules that were applied, acquired case data, and conclusions inferred by the application of rules This record is configured into an explicit AND/OR tree for use in tutorials AND nodes are rules and OR nodes are the goals hanging below them.

In a GUIDON tutorial a student plays the role of a consultant In a diagnostic game The dialogue deals exclusively with a particular consultation that has previously been stored in the MYCIN system. The student is presented this same case That Is, he is given some information about a patient suspected to have an Infectious disease, and Is expected to request case data, as he sees necessary, to draw conclusions about the cause of the infection. The topics of this dialogue are precisely the goals that are determined by applying MYCIN rules, e.g., the type of the infection As the dialogue progresses. GUIDON is able to collect Information about the student's knowledge of the case and Its domain. The purpose of a GUIDON tutorial is to make the student aware of any gaps or inconsistencies in his knowledge with respect to the underlying rule base, and to correct these deficiencies Note that the course of the dialogue need not pursue the exact sequence of rule invocation and question-asking that MYCIN used in this case, and in general it does not.

The GUIDON system has already been described in some detail In [9] in which a framework was established for the development of the program. Briefly, the framework Incorporates: I) discourse knowledge in the form of sequences of domain-independent tutoring rules (hereafter, "t-rules") organiied Into stylized discourse procedures (patterns for tutorial Initiative); 2) domain knowledge In the form of the MYCIN-like rule base and records from the consultation to be discussed with the student; and 3) a communication record for recording dialogue goals and the dynamic state of the tutorial In this paper we will show how this framework has been Instantiated. The dialogue transition diagram presented in Section 3 represents the calling structure of the discourse procedures (comprising 200 t-rules) currently implemented in the program. Section 4 gives several examples of the topic relationship problems In dialogue management.

GUIDON is an example of an ICAI tutorial system. The central feature of such a system is the presence of an underlying "expert program" that can solve the problems that are posed to the student. A "differential student model" (6) is formed by comparing the student's problem-solving actions to those of the expert program. From this comparison of behavior the tutorial program infers whether the student knows about and uses the problem-solving knowledge incorporated in the expert program's actions. Thus, the model of the student's knowledge is an "overlay" [8] on the expert knowledge base. In a rulebased system like GUIDON, this consists of a marked subset of expert rules that the student is thought to know.

Tutoring consists of posing problems and/or making remarks that are Intended to bring the student's knowledge into alignment with the expert system; thus apparently missing rules are presented and misconceptions are corrected One of the major research problems is the design of tutorial remarks: when
to say something and what to say [4] GUIDON'S discourse procedures are designed to deal with this problem

Dialogue management Involves coordinating tutorial goals with the constraints Imposed by; I) time available for the session, 2) student initiative and conversational (social) postulates [14], 3) the communication channel, and 4) human memory and learning capability In early development of GUIDON, the limitation of time and verbosity have been the chief forcing functions: It is not possible to explicitly discuss every Inference that the expert program attempts By using heuristics developed for economical presentation and the student initiative options presented below, the crux of dialogue management in GUIDON, session time for relatively simple cases has been reduced from about five hours to less than one (for students who know how to use the program).

The main Issues of dialogue management discussed below are.
- On what basis does a tutor select alternate presentation techniques?
- How does a tutorial program maintain and share dialogue context?
- How can we provide for and cope with student Initiative?
- How can we ensure dialogue connectedness and comprehenslbllity?

\section*{3 The Dialogue Transition Diagram}

In this section we present the concept of alternative dialogues, different ways something can be said and possible subdtalogues that can occur. The concept is illustrated by a state transition diagram that represents the invocation structure of the discourse procedures In GUIDON. The links represent control expressed by tutorial rules within the procedures. These links signify choice points that lead to alternative dialogues, dictated by domain logic, economy, or tutorial considerations Thus, these represent the management decisions In which the tutor takes the initiative to control dialogue situations

Fig. I illustrates a portion of a dialogue with GUIDON. After a case was chosen (the current system requires that the user select a case from the on-line library), the student was given Initial Information, such as the fact that there is a pending culture in the laboratory and no organisms have been reported The discussion has reached the point of considering clinical Information (non-laboratory data) to determine the organisms that might be causing the Infection

The student asked whether the patient has a rash, and the tutor gave the reported case data (lines 9-11) (Student input is In the form of keywords or simple sentences) At this point several remarks were made by the tutor: I) lines 13-24, the datum requested by the student was related to the current topic by reciting the path that connects them in this case rash -> Herpes Zoster virus -> infection type -> organisms; 2) lines 2628, the tutor focussed on the topic "Herpes Zoster virus." and stated a final conclusion; 3) lines \(30-31\), the tutor explicitly returned the student's attention back to the original topic of determining the organisms causing the infection.

You should now proceed to ask questions that will enable you to make an hypothesis about the organisms tnat might be causing the infection.

Pt538 does not have a rash.
Your question is indirectly relevant:
Whether Pt538 has a rash can be used to determine whether Pt538 has symptoms of Herpes Zoster virus... which can be used to determine the type of the Infection...
and this will enable us to determine the organisms that might be causing the infection.

The fact that Pt538 does not have a rash is evidence that Pt538 does not have symptoms of Herpes Zoster virus (RULE3691

Back to our discussion of the organisms that might be causing the infection...

Fig I Relating a factor to the current topic ("Pt 538" replaces the name of the patient.)

It now may be helpful to look at the dialogue transition diagram (Fig 2). Each node In this diagram stands for a discourse procedure, or sequence of \(t\)-rules. For example, when lines 5-9 were printed In Fig. I, the procedure GOAL was being followed, the basic procedure for discussing any MYCIN goal which appears In a domain rule. To answer the question about rashes, the DATA procedure was applied. Whether or not the patient has a rash is a "deeper subgoal" In that it does not appear in any rule that can determine the current goal, but appears deeper in the AND/OR tree of goals and rules. The DATA procedure printed line 11 and set up the second-deepest subgoal as the new current topic (whether the patient has symptoms of Herpes Zoster virus). An arrow that loops back to a node signifies that the procedure that labels it is called one or more times, as one might expect. For example, we see that one or more "related rules are presented at the end of discussion of a given rule. The Italicized labels stand for the basis of the transitions-economy, domain logic, and tutoring goals-these distinctions are described below.


Fig 2 Dialogue Transition Diagram
Returning to our example, the tutor observed that the new topic (Herpes Zoster-see lines 15-17 in Fig. I) was "completed" because all of the case data that the expert needed to make a final conclusion had already been given to the student Here a choice had to be made. Should the tutor present the final conclusion (as It did in lines 26-28)? Or should a summary of evidence be offered? Or should the tutor ask the student to make an hypothesis (as to whether or not the patient has symptoms of Herpes Zoster)? Fig 3 and Fig. 4 show the procedure COMPLETEDCOAL. We see that T-RULE5.02 was applicable: a single domain rule was used by the expert program to make a conclusion and the student model indicated that the student knew this rule, so it was simply stated The fact that the dialogue could have taken a different form at this point, at the tutor's Initiative, illustrates the possibility of alternative dialogues. There are many more alternative dialogues than those lllustrated by the different paths in Fig. 2. For example, the procedure for discussing a rule (shown here as RULE) incorporates 18 different methods, e.g., clause-by-clause discussion, supplying case data and then asking for an hypothesis, and discussing a failed subgoal and then mentioning the conclusion that can't be made.

\section*{COMPLETEDGOAL.PROC005}

Purpose: Discuss final conclusion for a goal
Step I: <Decide whether to finish with a summary>
Step2: <Discuss the final hypothesis for the goal>
Step3: <Wrap up discussion or record completion>

Fig. 3 A Discourse Procedure

Apply the first rule that is appropriate:
T-RULE502 <Directly state single, Known rule>
If; I) There are rules having a bearing on this goal that have succeeded and have not been discussed, and
2) The number of rules having a bearing on this goal that have succeeded is I, and
3) There Is strong evidence that the student has applied this rule
Then: Simply state the rule and its conclusion

\section*{T-RULE5.03 <Request hypothesis when rules may} be unknown>
If: You have examined the rules having a bearing on this goal that have succeeded and have not been discussed, and have found a rule under consideration for which there is not strong evidence that the student has applied the rule under consideration
Then: Substep i.
If: I) An Introductory remark is to be made before requesting an hypothesis from the student, and
2) The student has not requested help for forming an hypothesis
Then: Say: hypothesis-ready
Substep II. Discuss the student's hypothesis for the goal currently being discussed [ProcO14]

Fig. 4 T-rules for Deciding How to Discuss • Final Hypothesis (Fig. S, Step 2)

The COMPLETEDCOAL procedure illustrates two Important constraints for choosing among alternative dialogues on the basis of the principle of economy. Specifically, "surface complexity" features of the knowledge being discussed (e.g., the number of rules involved, whether a rule is definitional, that all relevant rules fail, and how many subgoals remain to be completed before an Inference can be drawn) and the student model combine In these tutorial rules to select a presentation method that affects how extensive the discussion will be.

When a conservative programmed tutor Is not sensitive to the complexity of a situation or the student's knowledge, tedious, overly detailed discussion results; the program belabors topics that can be dealt with swiftly by a single remark or simply skipped over. For example, a striking Improvement to GUIDON tutorials was based on the recognition that many MYCIN topics are "definitional," so the usual process of discussing all of the evidence explicitly and asking the student to make an hypothesis can be bypassed when the model Indicates that the student knows the relevant rule.

Besides economical considerations, the dialogue transition diagram illustrates two other kinds of transitions: logical and tutorial The links leading from the DATA procedure are distinctions based on domain logic, as are the three straight links leading from GOAL. These links are based on domain facts and relations (e.g., that a topic Is the name of a block of case data) and decisions made by the expert program (e.g., why a question need not be asked). In following these transitions, the tutor is reasoning about the subject material.

Tutorial transitions are based on the tutor's goals for teaching particular material to the student and/or refining its model of his knowledge. The examples in Fig. 2 are: 1) quizzing the student about rules that "recently" succeeded or failed because of case data Just given to the student ("recentsuccess" and "-failure" in Fig. 2); 2) providing initial orientation to get the student started on a topic that is new to him ("orient"); and 3) quizzing about rules related to the one Just discussed ("related-rules ). We call these instances of opportunistic tutoring because they signify initiative taken by the tutor at "appropriate" times with the purpose of fitting as much information into the session as is practical These quizzes constitute subdlalogues that can be quite similar in motivation and format to SCHOLAR [10], WHY (22), and A BLOCKS [3] tutorials.

The appropriateness of the interruption is determined by lts consideration within the sequence of a discourse procedure, a conventional dialogue pattern, and by heuristics that determine whether a remark should be made The basic idea is that the program has certain topics that it wants to bring up (eg., a couple of rules relevant to the current case that the student may not know), so it checks to see if the kind of remark that is appropriate at a given time provides the opportunity to raise a particular topic Thus, after the tutor returned attention to the previous topic In Fig. I (lines 26-28), it checked to see if there were any rules that it wanted to mention that had Just then been applied by the expert program (there were none).

\section*{4 Managing Topic Relationships}

A number of complications have been glossed over in the previous discussion, primarily problems of relating topics to one another during the dialogue. The subsections below deal with I) maintaining and sharing dialogue status information; 2) providing for and coping with student initiative; and 3) making situation transitions coherent and arguments clear.

\subsection*{4.1 Dialogue Status Information}

GUIDON's dialogue status Information is in two parts: I) records of Inferences associated with each topic and rule, and whether they have been discussed in the current session; and 2) a simple record of the context of the dialogue.

Recall that every topic In the dialogue is a goal for which a conclusion is drawn from MYCIN rules and/or case data has been reported. GUIDON has to keep track of how MYCIN gained information and correct the student if he asks questions that are not related to the current topic or whose answers can be Inferred from what has been given.

Associated with each goal pursued by MYCIN, and hence each potential topic in the tutorial dialogue, is a dynamic inference and discussion record of data given to MYCIN and the student, conclusions made by MYCIN and conclusions believed to have been made by the student, and whether a rule or topic has been discussed in the current session. This information is combined to fill in the AND/OR tree to maintain models of the expert's and student's current knowledge; for example a rule is marked as "fired" when

MYCIN has marked all of its subgoals as known. Some of the information is used in fairly complex tutorial strategies, such as providing assistance according to an hypothesis revision strategy.

Various options make it possible for the student to access this record to keep track of the evidence that has already been discussed and what remains to be considered. For example, the PENDING option causes GUIDON to state subgoals that remain to be discussed, case data that can still be requested, and subgoals for which the student has enough Information to form a final hypothesis.

Another student-controlled means of sharing status Information directs the program to indicate when a conclusion can be made, e.g., "MYCIN just made a conclusion about the type of the infection." In terms of teaching strategy, this kind of remark is Intended to encourage the student to examine his own understanding at this point, perhaps leading him to request more information However, note that some students may not care what MYCIN is doing, preferring to proceed on the basis of their own knowledge.

The focus record consists of variables that are set when the student uses various options and when the tutor makes hints about topics for the student to pursue. By using this record when providing subsequent assistance to the student, the tutor's choice of topics is connected to what has gone on before. This method for keeping the dialogue "focussed" is admittedly simple, but because of the other constraints on the dialogue (i.e., stacked topics and the option-oriented format), it seems to be sufficient.

\subsection*{4.2 Student Initiative}

An essential part of tutorial dialogue management is making provision for the student to express himself. When one first sets out to construct a mixed-initiative program, it may not be clear that provision must be made for every potential kind of initiative that the student will be allowed to make. This includes being able to refer back to an early topic and provide more details (given that explicit presentation of evidence may be non-exhaustive), allowing the other participant to change the topic, and so on We might summarize this by saying that we must allow the student to specify what he knows, what he wants to know more about, and what he wants to ignore.

GUIDON provides for student initiative by making available a variety of student options and by indexing tutorial remarks so that the student can easily refer to them later (use them as arguments to options). Options are grouped by the kind of initiative, some examples are shown in Fig. 5.
\begin{tabular}{ll} 
Option type & \multicolumn{2}{c}{ Examples } \\
Get Case Data & BLOCK ALLDATA \\
Information Retrieval & PENDING DETAILS \\
Dialogue Context & RULE TOPIC \\
Say What You Know & IKNOW HYPOTHESIS \\
Request Assistance & HELP HINT TELLME \\
Change the Topic & DISCUSS STOP \\
Special & \(?\) PROFILE JUSTIFY
\end{tabular}

Fig. 5 Options Available During GUIDON Dialogues

Fig 6 illustrates the typical use of options Each option generally has a discourse procedure associated with it For example, the procedure for IKNOW invokes HYPOTHESIS if the expert program hasn't made a final decision yet; otherwise COMPLETEDGOAL is invoked. T-rule5.02 was applied in Fig. 6 when the student used the IKNOW option.

\section*{** FACTORS}

The following factors will be useful to determine the type of the Infection:

3a. whether the meningitis is partially treated
3b. whether a lumbar puncture has been performed on Pt538
3c the duration of the neurological signs
3d the CSF protein
(*) 3e. whether Pt538 has a rash consistent with Herpes Zoster

Factors marked with \(V\) have already been stated. Based on what we have already mentioned, you should be able to conclude about: 3b.
** USE 3C
The duration of the neurological signs is 7.2 hours.
Using other Information available to you now, the duration of the neurological sigm enables you to conclude that the type of the infection is bacterial (.2) viral (.2) fungal (-.4) tb (-.4) [RULE524J.
** IKNOW 3B
Good MYCIN has also made a decision.
The site of CULTURE-1 is evidence that a lumbar puncture has been performed on Pt538 [RULE1121

Back to our discussion of the type of the Infection...

\section*{Fig 6 Sample Use of Options}

GUIDON allows a student to explicitly change the topic by the DISCUSS option. However, student requests for data can also (implicitly) change the topic if the datum requested is not relevant to the current topic (cannot be used directly in any Inference). Fig. I illustrated a dialogue that occurred when the requested Information was relevant to a deeper sub goal If requested Information is relevant to a previous, shallower subgoal, the tutor states this relation so that it is clear to the student what topic Is currently being pursued (Fig. 7).


\section*{** DOES THE PATIENT LIVE IN A CROWDED ENVIRONMENT?}

Pt538 does not live In a crowded environment.
Whether the patient does live in a crowded environment is not relevant to determining the type of the infection. It Is a consideration we can use later when we return to our discussion of the organisms that might be causing the infection.

\section*{Fig 7 Crossing Topic Paths in a Tree of Subgoals}

\subsection*{4.3 Situation Transitions}

Clarity of presentation is critical In productive teaching, as in any dialogue. In GUIDON tutorials this involves providing coherent transitions between dialogue situations and comprehensible summaries of inferences

Providing clear transitions requires that discourse procedures take Into account the context in which they are invoked, so that the tutor's remarks are not disconnected or redundant The chief design principle we have followed Is that a tutorial rule that Invokes a new discourse situation provides transition to the new situation and return to the former context. For example, T-RULE 503 prepares the student for the request for an hypothesis Note that the predicate "an Introductory remark is to be made..." is a flag set by the calling discourse procedure, e.g., it is false if the student has explicitly requested the opportunity to make an hypothesis.

Fig 8 illustrates the kind of disconnected dialogue that arises from Inadequate communication between discourse procedures Following the procedure that Is Invoked after an hypothesis ("advice" in Fig 2), the tutor asks the student if he wants to continue discussion of this topic or if he would like to wrap It up at this point. The student wishes to continue, so the dialogue shifts to discussion of this topic (the procedure GOAL), and the first thing the tutor remarks about Is that the topic is essentially done (attempting to make an economical transition based on a comparison of the expert program's current hypothesis to the final conclusion it will reach after all evidence has been considered).

A smoother dialogue would result if the procedure for giving advice after an hypothesis looked to see if the topic was substantially completed and so the student would only be asked once If he wanted to go on. The interaction shown here is typical, and many of the changes made to the system after each trial tutorial session are designed to improve the dialogue In similar ways. While we are constantly allowing for more subtle variations in the dialogue, the framework of rules organized Into procedures is working well
** HYPOTHESIS 3A

Is the meningitis partially treated?
** YES

\section*{You're right}

The time since therapy with thf cephalothin was started Is evidence that the meningitis Is partially treated (.95)

\section*{[RULEI45]}

It remains to collect further evidence for determining whether the meningitis Is partially treated.
Would you like to see a summary of all of the evidence that can eventually be collected (as opposed to working it out yourself)?
** NO

Would you like to see a summary of the evidence we have discussed before going on to ask more questions? ** NO

We have substantially completed our discussion of whether the meningitis Is partially treated Would you like to make an hypothesis now (as opposed to gathering more Information)?
** NO

\section*{Fig. 8 A Disconnected Dialogue}

Finally, when tutorial remarks are limited to lines of print on a teletype page (a constraint this research has adopted), there is no opportunity to pause or to emphasize words (by changing voice volume or inflection) Therefore, it is worthwhile to incorporate visual keys that help to organize presentations, and provide clear transition between segments of the dialogue. For example, when summarizing evidence, GUIDON regroups goal/subgoal relations, separating "key factors" from contextual information The usual, MYCIN-style listing of these same rules could require several pages.

\section*{5 Limitations and Scope}

As stated previously, GUIDON is not intended to be a complex natural language converser, such as GUS [I] In order to concentrate on formalizing specific discourse procedures, we have avoided the problem of recognizing new dialogue situations In free text by providing the student with an optionoriented vocabulary. Moreover, generation of remarks is on the level of choosing the course of the dialogue, rather than building up output from grammatical components. We devote just a small amount of computation towards determining the student's Intentions, chiefly by relating student requests for data to the current topic. However, we do Intend to build a more complex model of the student's strategies, and this might Involve parsing complex Input (as in Sleeman's program for understanding student explanations [21]) Furthermore, the AND/OR tree of topics and rules strongly constrains the tutor's choice of dialogue situations In less rigidly pedantic dialogues, generation of conversation Is sensitive to considerations such as the social context of the participants and emotional connotatioa
(Some of Burton and Brown's kibitzing strategies are like this [6])

Second, besides the limitations of GUIDON's mixedInitiative conversation capability, It can only discuss rule-based knowledge It is clear that not all domain knowledge can be expressed as topics that are determined by applying situationaction rules; but it Is plausible that this will be an adequate framework for discussing a wide variety of diagnostic problems For example, suppose that the representation of knowledge consisted of relations that were inference triggers (as in INT FRNIST [19]), we still might find It convenient to think of the dialogue as being structured into goals (something to find out), case data, possible outcomes (alternative hypotheses), and inference relations it seems probable that many of the Issues of dialogue management we have discussed will be important, though we may need to augment the situations we have formalized (Fig. 2) For example, for an hypothesis-oriented discussion we would refine the GOAL procedure to focus on one outcome value at a time, and Incorporate transition t-rules for detecting and discussing shifts to another outcome (hypothesis revision)

Third, some aspects of our work have been motivated and aided by the particular rule bases available to us The design of GUIDON's dialogue implicitly makes use of the fact that MYCIN'S AND/OR tree is never more than five topic levels deep and the current topic Is usually only two levels below the top goal of determining therapy for the patient. A significantly deeper tree might prohibit a stacked topic" design. Moreover, the success and usefulness of GUIDON's tutorial ability depends to some extent on the universality of the rule set, i.e., how the subject matter has been structured by the rule authors. The domain rules were designed to be comprehensible to potential users of the consultation system who are not experts, but it is Inevitable that some of the concepts represented in the rules are artifacts of the particular representation and the requirements of making everything explicit.

\section*{6 Closing Remarks}

While most ICAI research has focussed on representation of domain expertise and construction of a student model, we have shpwn that there Is a group of issues that center about the problem of carrying on a coherent, task-oriented mixedinitiative dialogue with a student We have named this collection of issues the dialogue management problem and discussed it in terms of tutorials based on MYCIN-like rules. We presented a representation of dialogue knowledge in the form of a transition diagram in which the nodes are discourse situations and the links represent selection of alternative dialogues based on domain logic, economy of presentation, and tutorial objectives. Other issues were described in terms of managing topic relationships and sharing initiative.

We stated that the main forcing function behind improvement of the program was the impossibility of explicitly discussing each inference made by the expert program. Verbosity continues to be a problem for GUIDON. It is interesting to note that the most effective "pruning" of topics in the current version of the program is a result of the student's initiative. Perhaps it is not necessary or desirable for the program to attempt to manage the dialogue too severely; deciding what should be discussed is naturally a shared task. We hope that a proposed "case lesson plan" [9] will give the tutor additional leverage for non-exhaustive discussion by providing reasonable, time-sensitive goals for the session.
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\begin{abstract}
A particularly expressive many sorted logic is presented along with an outline of an implementation. The logic allows functions and predicates to be sorted polymorph!cally and the sortspace to be partially ordered. It is shown that truth values may sometimes be inferred solely on the basis of sort information.
\end{abstract}

\section*{1. INTRODUCTION}

A problem arising in many Al systems is that of matching two structures. The simplest form of matching is a purely 'syntactic' comparison of nested patterns organised hierarchically, see [6]. Tips of the patterns are either constants (which match only if equal) or variables (which match any pattern in which they do not occur). We consider matching processes which utilise sort information; these are still relatively simple and syntactic (and thus cheap) but offer considerable selectivity, since the mismatch of sorts can prevent unifications which lead to useless inferences (contrast, e.g., KRL [I] where 'matching' covers arbitrarily complex inferencing). Moreover, it is sometimes possible to infer the truth value of an expression merely on the basis of the sorts of some of its subexpressions. E.g., if \(c\) is female then FATHER(c) is definitely false,

\section*{2. ASSIGNING SORTS TO EXPRESSIONS}

Mechanized sorted logics are not new (e.g., [2] [8], but typically their expressive power has been limited by the restrictions on how expressions may be sorted; in particular, variables must usually be quantified over a single sort thus precluding polymorphism (though [8] allows a very limited polymorphism).

Defining polymorphic functions is a common and useful style of programming. We want to use polymorphism in axiomatisations. Hayes (V) describes a logic allowing polymorphically sorted relations and functions, (In [7] Strachey distinguishes 'parametric polymorphism' in which, e.g., maplist has sort \((a+3)+\operatorname{list}(8)\), from
'adhoc polymorphism \({ }^{1}\) or overloading; our implementation only handles overloading). Rather than variables having sorts, each relation and function \(h\) has an associated sorting function \(h^{\prime}\) which specifies which sorts are legal arguments and for each legal combination of argument sorts, the sort of the value of the function. [5] makes heavy use of this logic.
Thus the sort restrictions are specified once only for every non-logical symbol and the sorts a variable may have in any wff are determined by context. This is more convenient than specifying the sorts locally in every wff.
As a simple example consider the following naturally polymorphic relation spouse: (MANXVOMAN "+ U) + (MOMAN*NAN \(\rightarrow\) u) (the choice of \(u\) as the range is explained in sec. 4).
In a monomorphically sorted logic, we must define spouse: HUMNXHMMN \(\rightarrow\) U which fails to capture all the constraints of our earlier definition; alternatively, if we allow a partial ordering on sorts (see sec, 3) then it it possible to define SPOUSE in terms of WIFE and HUSBAND with tighter sort restrictions, at the expense of forcing a two way split in the search space, depending on whether we assume WIFE( \(x, y\) ) or HUSBAND \((x, y)\). Our implementation allows the or-branching implicit in a polymorphic function to be maintained internally in a single derivation rather than forcing a split into several derivations, increasing the searchspace branching rate.

However, contrary to Hayes' claim in [4], mechanizing such a sort structure is not trivial. E.g., if g:(SIxS2 -»SI)+(S2xSI -->S2) then ( \(P(g(x, y), g(y, x)), P(u, u)\}\) should fail to unify,
as should \(\{Q(y, g(x, y), g(w, x)), Q(u, v, g(v, u))\}_{t}\) because the resulting terms \((g(x, x)\) in the former and \(g(g(x, y), x)\) in the latter) both violate g's sort constraints. The difficulty occurs when merging two variables, because the checks cannot be kept local to the part of the proof tree being operated upon, as the scope of a variable is that of the whole proof tree. E.g., merging \(x / u\) would mean the erstwhile legal proof tree containing the terms \(g(x, y), g(y, z)\) and \(g(z, u)\) would become illegal; locally each terms looks correct; inconsistency is only detected when the three terms, which may be widely separated in the proof tree, are considered together.

We need to be able to check the sort restrictions globally. For every well formed expression (wfe) b, we can define a partial function \(B: F-+S\) where \(F=V->S, V\) is the set of variables and \(S\) the set of (for the moment) disjoint sorts, such that \(B(f)\) is defined and gives the correct sort for the wfe for the combination of sorts on variables specified by f. We can regard fcF as specifying an environment in which every variable is bound to some sort. B then specifies which environments are permissible for \(b\), and what the sort of \(b\) would be in that environment.

In our implementation, we choose to represent \(B\) as an \(n\)-dimensional square array called a sort array(SA), with as many rows and columns as there are sorts and \(n=|v|\). Thus every position represents an fc \(F\). We define dom \(B=\{f: B(f) € S)\). If sorts are being used to good effect then dornB| will be small and thus the array sparse. If" domB=Ф then no combination of sorts of variables is legal: \(b\) is informed.

We can compute the SA for a proof tree incrementally as the tree is built; the operations on SAs that we need to perform mirror the operations on the tree: substituting for variables and attaching new expressions to the proof. The primitive building blocks are the SAs representing the sorting functions of nonlogical symbols.

The following example illustrates two of the basic operations that we need to perform on SAs. Suppose the SA for term \(g(x, y)\) is as in Fig. 1, then binding \(x\) to \(g(u, v)\) gives the SA for \(g(g(u, v), y)\) in Fig. 2. Binding a variable to a a term with \(k\) new variables increases the dimensionality of the SA by k-1. Merging two variables decreases the dimensionality by one, by taking a diagonal slice through the array. So substituting \(u / y\) picks out the rows on the \(y=u\) diagional, giving the \(S A\) for \(g(g(y, v), y\) ) (see Fig. 3). Binding \(v\) to a constant \(c\) of sort SI gives a vector with no defined entries; thus \(g(g(y, c), y))\) is not a wfe.


\section*{3. NON-DISJOINT SORTS}

A sort specifies a subset of objects in the universe. If we allow non-empty intersections then we naturally induce a partial ordering (i.e.. set inclusion) on \(S\). Matching the sorts of two terms when unifying is then set intersection.
Inclusion induces a partial ordering on \(F\) and \(F \rightarrow S\) in the usual way, e.g.:

We require \(B\) in \(F \rightarrow S\) to be monotonic: fl 〕 \(\mathrm{f} 2 \mathrm{~A} \mathrm{~B}(\mathrm{fl}) \geq \mathrm{B}(\mathrm{f} 2)\)
and sensible:
 With these (natural) restrictions, the implementation sketched above can be extended to the case of non-disjoint sorts. Considerable computational and space savings follow from the observation that one can often calculate some entries in a SA, given others. Thus only part of each SA - already sparse - needs to be explicitly stored in memory. Details of such normal SAs are in [3].
4. SORTING WFFS.

The value of a wff is true or false. Defining a single sort \(u=\{\) true,false \(\}\) leads to problems: we can only sort MOTHER and FATHER loosely as (HUMANXHUMAN \(+\boldsymbol{q}\) ) to make sense of \(\forall x, y \operatorname{PARENT}(x, y) \equiv \operatorname{MOTHER}(x, y) \vee \operatorname{FATHER}(x, y)\) otherwise \(x \in M A N u\) WOMAN: We shall define the functionality of SAs for wffs as \(\mathrm{F} \rightarrow \mathrm{BOOL}\) where BOOL \(=\{\varphi, F, \boldsymbol{L}\}\) and \(F=\{\) false \(\}\) and \(\boldsymbol{P}=\{\) true \(\}\) We can induce a lower semi-lattice on BOOL as we did on \(S\). We now sort MOTHER and FATHER as (MANxHUMAN \(\rightarrow F)+(\) WOMAN \(\times H U M A N ~+U)\) and
(MANX:HUMAN \(\rightarrow \boldsymbol{U}\) ) \(+(\) WOMANXHUMAN \(\rightarrow \boldsymbol{F}\) ) respectively.
An advantage of this technique is that characteristic predicates need no special treatment by the inference machine; e.g., we can sort MAN: \((\) MAN \(+\varphi)+(\perp \backslash M A N \rightarrow \sigma)\).
To demonstrate a second advantage let \(r=\{B(f): f \in F\}\) where \(b\) is some wff; if \(r=\{F\}\) then \(b\) is a contradiction (e.g., MOTHER(John, \(x\) )) and if \(r=\{\varphi\}\) then \(b\) is a tautology ( \(0 . g\)., MOTHER(John, \(x\) )). Similarly if we are trying tc prove \(\forall x, y \operatorname{MOTHER}(x, y)\) and we resolve against the above assertion then we need only resolve away the subgoal PARENT \((x, y)\) since \(\operatorname{FATHER}(x, y)\)
can be inferred false by the sort structure. This technique generalises the concept of insignificant literal in [2].

\section*{5. THE EFFECT OF SORTS ON THE LOGIC}

We can only sketch this interaction: full details and proofs, including completeness and soundness results will be found in [3].
Every SA represents a set of axioms which would otherwise have to be explicitly asserted; e.g., if b: \((S 1 \times S 2+53)+(S 4 \times S 5 \rightarrow S 6)\)
then the missing axioms are (assuming disjoint sorts): \(V x, y \operatorname{S3}(b(x, y)) \equiv S 1(x) \wedge S 2(y)\) and \(\forall x, y \operatorname{S6}(b(x, y)) \equiv S 4(x)\) and \(S 5(y)\)
We must take account of these implicit axioms if we are to prove (say) \(\mathrm{S} 2(\mathrm{c}\) ), for a proof of S3(b(c,y)) would imply S2(c). That a given SA B is correct may be shown by proving that the equivalent axioms follow from the sort lattice axioms, the primitive SAs for all the nonlogical symbols and from b itself.

The axioms which define the structure of the sort lattice are eliminated in two ways.
(1) Use of lattice theoretic operations (e.g. 3. \(\boldsymbol{U}\) ) on SAs (see definitions below).
(2) By extending resolution in the following way. We must allow \(\mathrm{Si}(\mathrm{c})\) to match with any positive literal \(\mathrm{Sj}(\mathrm{t})\) (where \(\mathrm{SjuSc} \mathrm{Si}, \mathrm{t}\) unifies with \(c, S c, S i, S j \in S\) and \(S c(c))\). This includes the conventional case where \(\mathrm{Sj}=\mathrm{Si}\). It must also match \(\operatorname{Sj}(t)\) where \(\mathrm{SjuSc} \varepsilon \mathrm{Si}_{\mathrm{Si}}\) provided we also prove \(7\left(S_{j} S i\right)(c) \sigma\), where \(\sigma\) is the substitution unifying \(t\) and \(c\). Similar but dual techniques apply when trying to prove \(2 S i(c)\).
We now present a formal definition of how to compute the new SA \(D\) after substituting \(e\) for \(x\) in a proof tree \(b\). We need only consider the modified \(S A B\) for which \(\{B(f): f(\operatorname{domB}\}=\{\mathbb{U}\}\), since for all other \(f \in \operatorname{dom} B\) we can already infer b's truthvalue. So clearly if fedomD then \(D(f)=4\). There are two cases to consider
(1) e is a variable then

Vf \(\operatorname{domB} \exists z=f(x) 山 f(e)=>\)
( \(\lambda \overline{v . v}=e \rightarrow z, v \nmid x \rightarrow f(v)) \in\) domD
(2) \(e\) is not a variable

Vfedomb, gedomE \(f(x): E(g)=>\)
\((\lambda \overline{v .} \cdot \nmid x+(f+g)(v)\) )e domD
If necessary \(b\) and \(e\) must be standardised apart before computing \(D\). Subsequently the erstwhile shared variables must be remerged, diagonalizing in each case.
(Both the above operations have to be modified slightly to propogate normalityd Definition (2) only allows a term to match a variable of a lesser sort, though we can remove this restriction by replacing the left hand side with ' \(3 z=f(x) \cup E(g)\) ', providing that wo also prove that \(e\) is of the more restricted sort; the re-
sulting logic is more expressive (noticed first by Plotkin). E.g., suppose we wish to prove \(3 \times P(x)\) where \(P\) is only defined on abelian groups. If we know that \(R(g)\) and that \(\forall x R(x)=>P(x)\) (where \(R\) is defined on groups and \(g\) is some group) then we can complete the proof providing we also prove that \(g\) is abelian (clearly abelian-group \(\mathcal{I}\) group). Polymorphism complicates the precise definition of this extension so we do not give it here.

\section*{6. CONCLUSION}

The difficulty experienced in mechanizing a theory or language is usually proportional to its generality or expressiveness. We have proposed a particularly general many sorted logic: allowing polymorphic functions and a partially ordered sortspace; furthermore, the sort of an expression may sometimes be determined solely from sort information.
A pilot implementation which works for the basic theory is currently being extended. At present SAs have to be ground instances, i.e., sort metavariables, allowing parametric polymorphism are not permitted. It is hoped to include this facility.
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\begin{abstract}
Program synthesis from exemplary data is employed as a context for the design of trainable robots. A method for inferring programs from sample execution traces is illustrated. The method provides a possible model of a way humans are trained-by-exaraple. The convergence characteristics and the conditions sufficient to ensure them are briefly discussed.
\end{abstract}

\section*{1. INTRODUCTION}

When training another human, we frequently demonstrate, by example, how the first few of a sequence of similar problems are solved. The trainee induces a program from such a demonstration. For example, a program to insert shims in an assembly might be as follows:
1) Test fit and exit If within tolerance.
2) Select largest shim not overcompensating.
3) Insert selected shim. Go to step (1). An industrial trainee would likely learn this by repeatedly
a) observing the Initial state of an assembly.
b) observing a sequence of actions by a trainer which modify this state. And perhaps, c) hearing comments such as, "Always use the largest shim possible.

This paper proposes a model for such an interface between a human trainer and a computer. The most general context, program synthesis, is employed. The input for the i-th problem is assumed to be as follows:
a) an initial state, \(s_{i}\), of data in the memory of a computer.
b) an execution trace, \(t_{1}\), of a hypothetical program to be induced. This is the sequence of instructions executed by the program in transforming \(s\) to a final state, from which control commands are deleted. And perhaps,
c) identification by the trainer of those variables of significance at decision points. This reduces combinatorial explosion and is not required by the example to follow.
A training sequence, as follows, is assumed:
\(T_{N}=\left[\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right), \ldots,\left(s_{N}, t_{N}\right)\right]\)

\section*{2. MANIPULATION EXTRAPOLATION}

The process to be presented will employ two subsystems, both well-deiined in the literature elsewhere. Grammatical inference, the problem of inducing a grammar from a sample of sentences, is solved by a variety of published methods for regular languages [4]. One by the author has convergence characteristics especially suited to this application [l]. The calculation of discriminant functions for numerical vectors has also been extensively studied [2], An algorithm for the linear functions sufficient for the following is found in [5]. More general polynomial functions may use linear programming as demonstrated by the author [l].

\subsection*{2.1 The Process}

In the following, \(G\) is a formal grammar induced to generate the set of execution traces. Alternative productions in this grammar (productions with identical left parts) are selected by discriminant functions defined over the set of partially transformed states occurring at the associated point in the calculation.

The process is specified in detail by specifying the inference procedures to be used for \(G\) and the discriminant functions. This is done in (1) where convergence is established.

A micro-processor controlled manipulator is envisioned, communicating interactively with a large computer where its program would be induced as follows:

0 ) INITIALIZE: Set grammar, \(G\), to generate the empty language, \(\mathrm{T}_{\mathrm{o}}=\mathrm{nil}\) and \(\mathrm{i}=0\).
1) INCREASE SAMPLE: \(\operatorname{Set}^{\circ}{ }_{1}=1+1\) and \(T_{1}=T_{1-1} \cup\left[\left(s_{1}, t_{1}\right)\right]\)
2) TEST G: If \(t_{i}\) is in the language generated by G, go to step 4.
3) INFER GRAMMAR: Reform \(G\) to generate at least \(t_{j} j=1,2, \ldots, 1\) and go to 5.
4) TEST STATE DISCRIMINATORS: If discriminant functions involved in processing \(s_{i}\) select the correct path to generate \(t_{i}, g o^{1}\) to 1 .
5) COMPUTE DISCRIMINANT FUNCTIONS: Reform discriminant functions for each set of productions altered in step 3 or found to be improperly selected in processing \(s_{i}\). Go to 1 .

\section*{3. ILLUSTRATIVE EXAMPLE}

The computation of \(N\)-factorial will provide a simple illustration. Let the data state consist of two elements, \((x 1, x 2)\), with \(x\) initialized at i-1 for the i-th problem (the computation of (i-I)-factorial) and let \(x 2\) be initialized at 1. Associated with each such starting state will be the shortest sequence of instructions possible to transform x2 into the factorial of the initial value in \(x l\). The training sequence for the first three problems is as follows:
\[
\mathrm{T}_{3}=[((0,1), \mathrm{nil}), \quad((1,1), \text { nil }),
\]
\(((2,1)\), load-x|-store-s2)]
Each \(t_{i}\) will be treated as a 'sentence \({ }^{1}\) over the 'alphabet' of commands shown in figure 1.

\section*{CHARACTER}
1. load \(x 1\) (load \(\times 1\) into accumulator)
2. load \(\times 2\) (load \(\times 2\) into accumulator)
3. store \(x 1\) (deposit accumulator in \(\times 1\) )
4. store \(\times 2\) (deposit accumulator in \(\times 2\) )
5. decr \(x 1\) (decrement contents of \(x 1\) )
6. decr \(\times 2\) (decrement contents of \(\times 2\) )
7. mul \(x 1\) (multiply accumulator by \(x 1\) )
8. mul \(x 2\) (multiply accumulator by x 2 )

Figure 1: EIGHT 'CHARACTERS' IN ALPHABET OF G

A grammar generating this language, \{nil, load-x|-8tore-x2\}. is shown in figure 2. The language is more concisely represented using the numbers of the commands in figure 1 , \(\{n i l, 14\}\), instead of the commands above.
```

<start> ::= < l >
<1> ::= < end>
<1> : := <2>
<2> ::= load-xl-store-x2 <end>

```

Figure 2: PRODUCTIONS OF GRAMMAR INDUCED FROM T3

The fourth and fifth problems yield the training sequence:
\(T_{5}=T{ }_{3} \cup[((3,1), 145184),((4,1), 1451845184)]\)
Each of these new sentences is found to be absent from the language generated by the grammar induced from the preceding training sequence and a new grammar is induced. The resulting grammar induced from T is shown in figure 3. This grammar will be seen equivalent to the flowchart in figure 4 . It generates a solution for each of the infinite set of problems, \(N\)-factorial for \(N=0,1,2, \ldots\). Branches in the flowchart correspond to alternative productions in the grammar. These must now be associated with discriminant functions to transform this grammar into a program.
```

<start>::= <l>
<1>::= <end>
<1>::= <2>
<2>::= 1 4 <3>
<3>::= <end>
<3>::= <4>
<4>::= 5 1 8 4 <3>

```

Figure 3: PRODUCTIONS OF G INFERRED FROM \(T_{5}\)


Figure 4: FLOWCHART EQUIVALENT TO GRAMMAR

Figure 5 shows the data states associated with each of the branch points in the flowchart. Each of these sets of states is dichotomously partitioned into mutually exclusive subsets associated with a particular alternative production in the grammar. A linear discriminant function, \(F(x 1, x 2)-A^{*} x l+B^{*} x 2+C\), is adequate tor both branches. For branch 1, \((A, B, C)=(3,-2,-2)\) will cause \(F(x 1, x 2)\) to be negative for states associated with rule, <!>::«= <end>, and positive for states associated with its alternative, \(<1>:\) :- <2>. For branch point \(3,(A, B, C)=(2,0,-5)\) will similarly select the correct 'sentence' for each problem. An algorithm exists, guaranteed to find such linear separators if they exist [5],
\begin{tabular}{ll}
\begin{tabular}{l} 
ALTERNATIVE \\
PRODUCTIONS
\end{tabular} & \begin{tabular}{l} 
ASSOCIATED \\
STATES
\end{tabular} \\
\begin{tabular}{ll} 
Branch Point 1 \\
\(\langle 1\rangle::=\) <end \(\rangle\) & \((0,1),(1,1)\) \\
\(\langle 1\rangle::=\langle 2\rangle\) & \((2,1),(3,1), \ldots,(1,1), \ldots\) \\
Branch Point 3 & \\
\(\langle 3\rangle::=\langle\) end & \((2,2),(2,6), \ldots,(2,1:), \ldots\) \\
\(\langle 3\rangle::=\langle 4\rangle\) & \((3,3),(3,12),(4,4),(4,20), \ldots\)
\end{tabular}.
\end{tabular}

\subsection*{3.1 Interaction with Trainer}

Trainees often ask questions. Some grammatical inference methods use interrogation to determine sentences to be excluded from the language generated by the grammar. This is not appropriate to the application represented here and the grammar inference process used in [I] avoids a need for this by assuming that the training sequence contains all sentences shorter than the longest sentence present. The trainer would, however, likely have insights about which variables in the state vector are irrelevant at decision points. Interrogation of the trainer for this purpose, while not yet implemented, would greatly reduce the complexity of the discriminant function calculations.

\section*{4. CONVERGENCE}

While flowcharts are equivalent to regular grammars, execution traces, representing a subset of all possible paths through the flowchart, are often a proper subset, selected by predicates at decision points, and are not regular languages. The regular grammar induced
from such execution traces will, in general, generate a language larger than the solutions to all problems under consideration. A convergence criteria "approach from below," captures the notion appropriate here [l]. A eneral discussion of such convergence is in [3].

Convergence of the grammar inference process is necessary but not sufficient. Separability of states at decision points in the induced grammar must be assured. The assumption that the training sequence could have been generated by a program with separable decision points is not sufficient since the induced grammar may be structurally dissimilar to the hypothetical generator.

A constructive grammar inference process devised by the author has been shown to preserve polynomial separability under the assumption of the existence of such a hypothetical program (1). Polynomial separability is reasonably general but excludes some frequently used tests such as "branch if variable \(x\) is even."
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Planning is a crucial aspect of many applications which are naturally suited to the use of distributed processing hardware. Use of a centralized planner is generally incongruous with effective distributed problem solving systems, motivating generalization of centralized planning techniques to accomodate multiple and distributed centers of planning control

Such a generalization of Sacerdoti's NOAH (Nets of Action Hierarchies) planning system is described. This generalization involves distribution of NOAH's criticism and world model mechanisms.

\section*{1. INTRODUCTION}

Planning is a crucial aspect of many applications which are naturally suited to the use of distributed processing hardware. These applications often occur in situations where sensory devices, processing capability, and devices to be controlled have wide spatial distributions and are even mobile.

Use of a centralized planner in these applications is incongruous with the development of distributed problem solving methodologies, Due to the high cost of interprocessor communication, transmitting environmental information to a centralized planner and distributing completed plans to appropriate processors is potentially expensive. The inappropriateness of centralized planners in most distributed applications motivates generalization of centralized planning techniques to accomodate multiple and distributed centers of planning control.

\section*{2. A DISTRIBUTED NOAH SYSTEM}

\section*{2. 1 NOAH as a Framework for Distributed Planning""}

Sacerdoti's NOAH [1] is a suitable candidate for generalization to a multiple center distributed planner for several reasons:
a. Plan expansion is already localized to the expansion of individual actions. Distribution of plan expansion is simply a matter of locating plan expansion (SOUP) procedures at each processor. Separation of plan expansion from consideration of action interdependencies (criticism) allows expansion to be performed locally, prior to the necessarily non-local analysis of interactions.

This research was supported by National Science Foundation Crant MCS78-04212.
b. The integration of nonlinear and hierarchical planning techniques reduces the combinatorial growth of planning. This reduction in the size of the planning space potentially lowers the amount of interprocessor communication required in the distributed system.
c. The generated plans retain their- nonlinear representation, allowing for parallel distributed execution without additional processing to detect potential parallelism.

Intelligent allocation of planning task responsibility among individual processors is an important aspect of distributed planning. In the distributed NOAH system, certain high-level conjunctive subgoals are allocated to individual processors. Division between conjuncts is appropriate because conjunctive goals are initially assumed independent by NOAH. To the degree that the conjuncts are indeed independent, there, is no need for interaction between processors to linearize the subplans, and the subplans can be executed in parallel. However, this approach does not guarantee a close correlation between the spatial distribution of the planning process and the spatial distribution of environmental information and of effectors required during plan execution. In the following sections, a suitable subplan to processor allocation mechanism (a Decompose Plan critic) is assumed.

To complete distribution of NOAH's planning phase, the world model and general criticism mechanisms must be distributed. The distributed critics are extensions of NOAH's original general purpose critics. The centralized versions of these critics are retained in the distributed NOAH system and are used to operate on the local plans, with interprocessor criticism performed by the distributed criticism techniques.

\subsection*{2.2 Distribution of Resolve Conflicts}

To show how a distributed Resolve Conflicts critic can be implemented, we look at a simple problem involving three blocks and two planning processors. Althouph illustrative of the interactions between distributed planning elements, blocks world problems have a high degrec of interaction betwern actions, and the resulting plans tend to be linear in nature. The initial state of this problem (which is assumed to be known by both processors) and the goal state are:


Goal state: (ANO (ON A B
(ON A C)

A single processor, \(P 1\), is given the goal state, which is entered on Pi's local procedural net (Fig. la) and expanded into a conjunction at the second hierarchical level (Fig. lb).

Pi's Decompose Plan critic allocates one of the conjuncts, (ACHIEVE(ON B C), to a second processor, P2 (Fig. Pa). The other conjunct, (ACHIEVE(ON A B)), remains P1's responsibility (Fig. 1c). The subplan which P1 will generate to achieve (ON A B) is modelled by P2 as the MODEL node (PLAN:1a). MODEL nodes are similar to PHANTOM nodes, except that their add and delete lists represent expressions that are to be made true by actions of another processor. In this case, (PLAN:Ia) contains (ON A B) on its add list. The subplan which P2 will generate to achieve (ON B C) is modelled by PI as (PLAN:2a).

P1 expands (ACHIEVE (ONA B)) to the third level, as shown in Fig. ld. * Since (PUT A ON B) deletes the expression (CLEARTOP \(B\) ), \(P\) must inform \(P 2\) of this change by sending the message (DENY(CLEARTOP B)).
?2 performs an analogous expansion (Fig. 2b), sending (DENY(CLEARTOP C ) to PL *

P1 receives (DENY(CLEARTOP C)) from P2 and enters it into the delete list of (PLAN:2a). P? does likewise with (DENY(CLEARTOP B)),
- For expository ease, we assume that the distributed processors do not proceed to more detailed planning levels until all messages relating to the current level have been received. Although such coordination is not required, it does simplify the planning process. Planning activity without such level synchronization is described in [2].
** Such DENY messages can be eliminated by having each processor infer the changed world state from the high level subgoal specification of the other processor. In this way, only (transparent) effects which cannot be inferred need be communicated.
entering the expressilon on the dellette list of ( BLAN : ila) :

P2's Resolve Conflicts critic notices a conflict between the denied expression (CLEARTOP B), in (PIAN:1a), and the PHANTOM node (CLEAR B). In effect, the expression (CLEARTOP \(B\) ) is a resource that will be used by both processors during plan execution. ?2 will require temporary use of (CLEARTOP B), while PI will require permanent use (deletion). Therefore, the distributed planning system must allow P2's temporary use before granting P1's deletion. Resolve Conflicts establishes this ordering by synchronizing the distributed conjuncts, to insure that (PUT \(B\) ON C) will be executed before (PUT A ON B). This synchronization is performed by inserting a signalling action, (SIGNAL:2a), into the plan (Fig. 2c) and sending (WAIT:2a(DENY(CLEARTOP B))) to PI. When PI receives this message it inserts a wait action, (WAIT:2a), preceding (PUT A ON B), as shown in Fig. le. *

During execution, (SIGNAL:2a) causes P2 to transmit a proceed message to P1. After transmitting the message, P2 continues execution. The effect of (WAIT:2a) is to suspend Pi's plan execution until a proceed message is received from PP. If the message has already been received when (WAIT:2a) is executed, plan execution resumes immediately.

In addition to (SIGNAL:2a), P2's Resolve Conflicts critic inserts a second MODEL node, (PLAN:Ib), into the net (Fig. 2c). This node models those actions planned by P1 which will be executed following the (WAIT:2a)/(SIGNAL:2a) synchronization. The denied expression (CLEARTOP \(B\) ) is copied from (PLAN:1a) into (PLAN:1b), indicating that it will occur after the synchronization. Temporally unrelated (incomparable) model nodes model actions to be executed by other processors in relation to actions in parallel portions of the local plan. Therefore, incomparable model nodes can overlap (even totally) in the actions they model.

P1 inserts a similar MODEL node, (PLAN:?b) (Fig. le), to model those actions planned by P2 which will be executed prior to the synchronization. There is an ambiguity on Pi's part as to when the denial of (CLEARTOP C) occurs in relation to the (WAIT:2a)/(SIGNAL:2a) synchronization. (PLAN:2b) represents those actions which must execute before the synchronization. (PLAN:2a) also represents those actions, as well as actions that are unsynchronized. Without additional information, P1 must leave (CLEARTOP C) on the delete list of (PLAN:2a), because that MODEL node is the least temporally specified. The expression is tagged to indicate the ambiguity.
* In these problems, certain node names are identified by processor and an index (a, b, c, etc.). The same processor/index identification is coincidental-except with WAIT and SIGNAL actions which are paired using this identi fication.

P1 finds no additional criticism to perform at the third level, and expands the plan as shown in Fig. If. The MODEL nodes are copied into level four in the same manner as PHANTOM nodes are copied. P1's Resolve Conflict critic notices a (CLEARTOP C) conflict between (PLAN:2a) and (PUT C ON OBJECT:1a). Resolve Conflicts inserts (SIGNAL:1a) into the plan and sends (WAIT:1a(DENY(CLEARTOP C))) to P2 and places (CLEARTOP C) on the delete list of (PLAN:2c) (Fig. 1g).

From P2's viewpoint, its planning has been completed at level three. However, when it receives the message (WAIT:1a(DENY(CLEARTOP C))) from PI, P? must insert (WAIT:1a) before the violating action (PUT B ON C). This is shown in Fig. 2d.

At this point, both planners have completed all expansions and criticism. The plan has been completely "linearized" (synchronized) as the block movement actions:
(PUT C ON OBJECT:1a)(PUT B ON C)(PUT A ON B).
A look at the completed plans (Figs. 1 g and 2d) shows that (PLAN:2a), (PLAN:2b), and (PLAN:?c) model P2's action (PUT B ON C). (PLAN:1c) models P1's action (PUT C ON OBJECT:1a), and (PLAN:1b) models (PUT A ON B). (PLAN:1a) models both (PUT C ON OBJECT:Ia) and (PUT A ON B).
2.3 Distribution of NOAH's Global World Model

In the above problem, a complete and correct inital world model was assumed at both
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Figure 1. Three Rlocks Problem: Processor Pi

One approach to obtaining additional world model expressions is for each processor to announce (broadcast) relevant portions of the partial world model generated from its local sensory data to processors which are known to require this information during planning. Each processor then integrates the information it receives from other processors into its own partial world model. This integration may be as simple as taking the union of the world model expressions or as involved as a complete problem in distributed interpretation (such as described in [3)). This approach is appropriate when there is a good chance the announced expressions will be used by the receiving processor(s).

A second approach to obtaining additional initial world model expressions is to transmit requests for them. If a planner is unable to determine the value of an expression locally, it broadcasts to other processors a request for
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Figure 2. Three Blocks Problem: Processor P?

Spatial awareness of the planning areas of the various processors is also important in reducing the communication of expression changes during planning. If a processor knows that the areas of direct and indirect effects of its actions and those of another processor do not interact, there is no need to communicate the effects of its actions.

Synchronization by Resolve Conflicts leads to expression ambiguity in MODEL nodes and can require additional processor interaction in its resolution. In the problem of Section 2.2, P1's Resolve Conflicts critic inserted (PLAN:2b) into the net as a result of the (WAIT:2a)/(SIGNAL:2a) synchronization. Planning then proceeded with the denied expression (CLEARTOP C) assumed to be in only (PLAN:2a). This was an incorrect assumption: the denying of (CLEARTOP C) actually precedes the (WAIT:2a)/(SIGNAL:2a) synchronization in P2*s plan and therefore also belongs in (PLAN:2b). Fortunately, the incorrect assumption did not effect the need for a second synchronization because (PUT C ON OBJECT:Ia) is temporally incomparable with both (PLAN:2a) and (PLAN:2b).

However, if P1 had an interacting action following the (WAIT :2a)/(SIGNAL:2a) synchronization, it would have been necessary to determine if (PLAN:2b) should, in fact, contain (CLEARTOP C) on its delete list. Without such a determination, P1 would generate an incorrect synchronization which would lead to an unnecessary double cross.

To handle these ambiguities, processors issue conditional requests for synchronization. In the problem, \(P 1\) would send the message:
(IF(AFTER(DENY(CLEARTOP C))
(SIGNAL:2a))
(WAIT:1a(DENY(CLEARTOP C)))).
If (CLEARTOP C) is time-ordered after (SIGNAL:2a), then (WAIT:la) is inserted by P2. Otherwise, P2 returns the message (BEFORE(CLEARTOP C)(SIGNAL:2a)). Notice that the choice between conditional and unconditional synchronization requests is made locally by P1.

\subsection*{2.5 Distribution of Resolve Double Crosses}

A second problem illustrates implementation of a distributed Resolve Double Crosses critic. The initial state and goal state for this problem are:


Processor \(P i\) is given the goal state and expands the plan to level 2 (Figs. 3a) where (ACHIEVE(ABOVE C B)) is given to P2 (Fig. 4a).

Both processors expand the plan to level 3 (Figs. \(3 b\) and \(4 b\) ). Pi's Resolve Conflicts
critic requests synchronization to protect the PHANTOM node (CLEARTOP D) (Fig. 3c). P2 does likewise to protect (CLEARTOP C) (Fig. 4c).

Once two temporally related (comparable) WAIT and SIGNAL actions occur in a plan, it is necessary to insure that they are not part of a double cross. Attempting to synchronize such a double cross leads to deadlock during plan execution. In this problem, P1 will not arrive at (SIGNAL:1a) because it is waiting at (WAIT:2a) (Fig. 3d). P2 will not arrive at (SIGNAL:2a) because it is waiting at (WAIT:1a) (Fig. 4d). To detect this deadlock situation during planning, * Pl must determine if (WAIT:1a) is time-ordered before (SIGNAL:2a) in P2's plan. PI already "knows" that (SIGNAL:2a) is the last action in (PLAN:2c), that it cannot execute (WAIT:la) because of (WAIT:2a), and that no other processors can issue a (SIGNAL:Ia) proceed message. If (WAIT:Ia) is also in (PLAN:2c) there will be an execution deadlock.

P2 needs the analogous information about (WAlT:2a).

This ordering information is obtained by announcing the location of any wait actions that are time-ordered before a signal action. In this problem, P1 sends the message (BEF0RE(WAIT:2a)(SIGNAL:Ia)) and P2 sends the message (BEFORE(WAIT:1a)(SIGNAL:2a)). Once these messages are received, both processors detect the double cross (deadlock) and take steps to avoid it.

PI can determine locally (because WAIT:2a synchronizes the use of (CLEARTOP C)) that the denying of (CLEARTOP \(C\) ) formed its contribution to the double cross. As in the centralized NOAH system, an examination of variable bindings shows that ( \(O N C A\) ) should not be true when (PUT D ABOVE A) is executed. Pl inserts a new GOAL node, (ACHIEVE(NOT(ON C A))), into the plan in an attempt to eliminate the double cross. The (WAIT:2a) synchronization requested by P2 to protect the denying of (CLEARTOP C) is now inappropriate and is removed from the plan. The MODEL node (PLAN:2c) is merged into (PLAN:2a), and PI sends the message (UNDENY(CLEARTOP \(C\) ) to \(P 2\). These actions are shown in Fig. 3e

P2 proceeds similarly, as shown in Fig. 4e.
When the UNDENY messages are received, the superfluous signal actions are removed (and the appropriate MODEL nodes are merged) by both processors (Figs. \(3 f\) and '4f), and the plans are expanded to completion (Figs. 3 g and 4 g ).

If more than two time-ordered synchronizations are required between processors, double cross (deadlock) detection may involve following chains of synchonization orderings. This may
* In the general case, deadlock detection is undecidable [5]. However, the loop- and condition-free nature of these plans allows for straightforward deadlock detection.

Involve a combination of synchronization orderings and local linearization orderings. Consider the tlocks world equivalent of a circular shifting of the contents of three registers:


Initial state:
(ONDA)

Cleartop of
(Cleartop ef
(Cleartop f)
(Cleartop f)


Final state:
(and(above F A)
(AbOVE O \(\quad\) )
(above E C)

If three processors are each assigned one of the conjunctive goals, the following synchronization pattern develops:

\begin{abstract}
P1: (WAIT: 3a) ... (SICNAL:1a)
P2: (WAJT:1a) ... (SIGNAL:2a)
P3: (WAIT:2a) ... (SIGNAL:3a)
Double cross detection by pi requires the knowledge that (WAIT: la) is time-ordered before
knowledge that (WAIT:la) is time-ordered before
(SIGNAL: 3a). P3 requires the knowledge that (WAIT:2a) is time-ordered before (SIGNAL: 1a). This problem can be generalized to a circular shifting of the contents of \(N\) registers.
No attempt was made to modify the double cross resolution mechanisms of the centralized NOAH system. Development of more sophisticated distributed double cross resolution techniques remains an important issue.
\end{abstract}
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Figure 3. Swapping Blocks Problem: Processor pi

\subsection*{2.6 Distribution of Eliminate Redundant Preconditions}

In order to detect redundant precondition achievement, it is necessary for processors to know of assertions made by other processors in a manner analogous to the use of denial information in conflict detection. Therefore, both denial and assertional messages are exchanged. PHANTOM precondition assertions, however, are not exchanged. Unless converted to GOAL nodes, interprocessor redundancies between PHANTOM nodes are not eliminated.

As in conflict resolution, ambiguity in the location of assertional expressions may exist and synchronization of actions may be required. A longer version of this paper [6] further describes the distributed Eliminate Redundant Preconditions critic.

\subsection*{2.7 Distribution of Use Existing Obiects}

The distributed Use Existing Objects critic analyzes all uninstantiated formal objects contained in the local portion of the plan, based on incoming assertional/denial information. If a formal object can be instantiated to achieve the same effects sent by another processor--and if the action involving the formal object can be time-ordered no later than the non-local action that achieves these effects--Use Existing Objects performs the instantiation and transmits a PHANTOMIZE request to the other processor.

As with Eliminate Redundant Preconditions, additional synchronization may be required to insure that subsequent actions by the other processor do not proceed until the instantiated action has been executed.
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Figure 4. Swapping Blocks Problem: Processor P2

Integrating a distributed NOAH system into a complete distributed problem solver involves a number of additional issues: plan to processor allocation; planning versus execution-time criticism and synchronization; distributed detection of plan completion followed by plan execution versus integrated planning and plan execution; and distributed monitoring and plan modification. These issues are addressed in [?].
3. CONCLUSION

NOAH is suitable for generalization to a distributed planning system. The generalization requires introducing mechanisms for criticism and world model distribution.
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\begin{abstract}
This paper describes briefly a general notation that has been constructed for representing information about propositions! attitudes, and a method that is being developed for using this notation to reason about such Information. The notation Is Fregean in spirit, and Is based on McCarthy's first-order theory of individual concepts and propositions, extended to permit adequate representation of Iterated propositlonal attitudes, and with a semantically simpler representation of quantified propositions and "definite-description" concepts of Individuals. The notation provides a systematic and Intuitively motivated way of dealing with apparent failures of extensionality and quantification Into Intentional constructions. The reasoning method is knowledge-based, and uses a program's own ordinary inferential apparatus to "simulate" the reasoning of other intelligent organisms. The method thus avoids any need for redundant rerepresentation of Information about propositions at higher levels in the hierarchy of concepts, and provides a natural approach to making realistic inferences about the propositions! attitudes of others.
\end{abstract}

Topics and Key Words: Representation of knowledge, formal representations, propositional attitudes, Intentional contexts, reasoning about knowledge and belief.

Human beings are able (unconsciously) to represent and use effectively a wide range of information concerning people's beliefs, knowledge, preferences, and goals -both their own, and those of others. Just how they manage to do this, however, is not at all well understood. Investigators In artificial intelligence, for example, have just begun to confront seriously some of the more complex and subtle problems Involved in explicitly representing and reasoning about such information. These problems Include those of I) dealing with apparent failures of extensionality, II) quantifying Into intentional constructions, iii) representing Iterated propositional attitudes, and Iv) making realistic inferences about the reasoning of Intelligent organisms. This paper discusses an approach to these problems that is being developed by the author.* We shall Indicate the main desiderata that motivate our approach, describe briefly a general notation we have constructed for representing information concerning propositlonal attitudes, sketch a method that we are developing for the use of this notation in reasoning about such Information, compare our approach with some alternatives, and Indicate the present status and future direction of our research along these lines.

\section*{1 Desiderata}

Largely because we desire a representation and reasoning system of potentially great generality, we adopt the following, somewhat idealized, criteria to guide the system's development:
a. The primary representation employed should be declarative, should have at least the logical power of a first order predicate calculus, and (with suitable choice of vocabulary) should be capable of representing almost any Information concerning propositlonal attitudes that a person could understand or express.
* This research was supported by the Advanced Research Projects Agency of the Department of Defense under ARPA Order No. 2494, Contract MDA903-76-C-0206.
b. Reasoning sbout propositional attitudes should be based on separately represented knowledge concerning the organisms holding the attitudes; empirical assumptions should not be built Into either the top-level reasoning mechanism or the basic representation language.

\section*{2 Representing Propositlonal Attitudes}

Our representational scheme has Its roots In the semantic theory of Gottlob Frege [8], and stems more directly from John McCarthy's recent use of Fregean ideas In the construction of a first-order theory of Individual concepts and propositions [McCarthy 1977, 1979]. Our language Is a modification and extension of McCarthy's. In order to use most efficiently our limited space here, In this section we shall first describe the philosophical framework within which our own representation language is developed, then explain the main features of our language, and finally Indicate Its major points of difference from McCarthy's language and the reasons for them.

\subsection*{2.1 The Philosophical Framework}

The basic Idea of our representational scheme is that propositional attitudes are relations between people (or robots) and propositions, with both terms of the relation being taken as members of the domain of discourse. We regard propositions (and also concepts) as abstract entities, In much the same way as we do numbers, sets, etc. Unlike the latter, however, propositions (and concepts) are for us abstractions of things psychological; they are language-Independent (except for the language of thought) and person-Independent components of situations involving belief, knowledge, desire, and the like. Because It is possible for a person to discover that one of his beliefs is logically equivalent to a proposition that he has never believed, we are led to reject logical equivalence as a criterion of Identity for propositions. Though this criterion is often adopted for logical purposes, our acceptance of such an unrealistic idealization would violate the second desideratum mentioned above.

In general, we view the objective concepts that figure In our semantic theory as abstractions of possible subjective concepts, which are In turn possible configurations of Information and associated informationprocessing procedures In the memories of Individual organisms. Thus, organism O's having formed an objective concept C Is the same as O's having computed for itself a configuration of Information and associated procedures that Is an Instance of the abstraction C. Needless to say, details of the structures and contents of concepts, both objective and subjective, are very much In need of Investigation. This viewpoint is somewhat more psychologistic than anything that either Frege or even McCarthy has seemed willing to embrace. Nevertheless, we believe that this framework Is entirely appropriate as a basis for work in artificial intelligence and informationprocessing psychology, and expect it to be a fruitful source of heuristic insights for the development of technical details and the resolution of difficulties.

Since we take propositions to be composed of concepts in a structured way (and also to be themselves concepts of truth values), our representation scheme reflects this philosophical perspective: It Is only through the mediation of concepts that intentional attitudes bring those holding them Into relation with the (frequently nonconceptual) situations and objects with which those attitudes are concerned.

\subsection*{2.2 The Representation Language}

With Frege, we distinguish the sense (intensional meaning, connotation) of an expression from its denotation (extension). Thus, the expressions " \(7+6\) " and \(4 \times 3\) " differ In sense but have the same denotation, since they both denote the number 12. In general, we take the sense of an expression to be a concept of appropriate type,* and In particular we follow Frege In taking the sense of a sentence to be the proposition (for him, Gedanke) that the sentence is used to express. For example, consider the formula:
1. wants(mike, Meet(Mike, Wife Jim» [i.e., mike wants to meet Jim's wife as such.] Here, the subformula of the form "Meet<—>" Is a complex name of the proposition that mike meets jim's wife, compounded of simple names of the relation-concept Meet, the function-concept Wife, and individual concepts of mike and Jim. The proposition named Is the sense of the formula "meet(mika, wife Jim)", while the denotation of this latter formula is its truth value. In general, capitalized names denote concepts of the things denoted by the corresponding uncapltalized names. (In order to avoid confusion In the present discussion, we shall follow this rule even In the English sentences commenting on our formalism.)

It is well known that linguistic constructions describing propositional attitudes often create contexts within which substitution of equals for equals, a standard rule of Inference for Identity, appears to break down. Thus, the sentences
* Our employment of the term "concept" in this context conforms with a fairly standard modern usage, but it should be noted that Frege's use of "Begriff", the German equivalent, Is quite different [Frege 1891, 1892a]. An excellent overview of Frege's semantics Is provided by the editor's introduction to [8].
2. mike wants to meet Jim's wife.
3. Jim's wife Is sally's mother, might both be true, yet
4. mike wants to meet sally's mother. might under the same interpretation be false because of mike's unawareness that Jim's wife is a mother. However, on a Fregean analysis, such apparent failures of extenslonallty turn out to be Illusory; the rule of substitution in question simply does not apply In such cases, and the Inferences it seemed to sanction turn out to be fallacies of equivocation. Thus, In our Fregean formalism we have (in addition to 1) the following formulas:
5. wife Jim \(=\) mother sally
[I.e., Jim's wife is sally's mother.]
6. wants(mlke, Meet<Mika, Hothar Sally»
[i.e., mike wants to meet sally's mother as such.)
Note that 6 does not follow from 1 and 6, even though the contexts Involved are all extensional. The reason is that "Wife Jim" denotes, not the person denoted by "wife Jim", but only a concept of her, so there is no way here to substitute equals for equals. This is as It should be, given our Initial interpretation of the sentences 2-4. However, It Is worth noting that there Is a second Interpretation of 4 under which It can reasonably be Inferred from 2, 3, and appropriate background Information, though the logical structure of the Inference may not Immediately be clear. This inference Is explicated In our present formalism as follows: From 1, 6, and the presumably true
7. conceptof(Wifa Jim, wife Jim)
[I.e., Wife Jim is a concept of Jim's wife.] we may easily deduce the conclusion
8. 3P.wants(mike, Meet<Mika, P» A
concept of ( P , mother sally)
[i.e., mike wants to meet a specific person who Just happens to be sally's mother.]
In three steps by conjunction, substitution of equals for equals, and existential generalization. This conclusion Is our formalization of the second interpretation of 4; among other things, It shows the way in which our notation permits quantification into intentional contexts, and Illustrates the value of this kind of "quantifying \(\ln\) " as a representational technique.*

So far, our departures from [13] are relatively minor; the most significant differences arise only in connection with the representation of Iterated propositions! attitudes, a matter to which we now turn. As indications of the way In which our notation handles this phenomenon, we offer three quite different Interpretations of the ambiguous sentence:

0 . pat believes that mike wants to meet Jim's wife.

\footnotetext{
* One can imagine circumstances in which the formula 8 would be clearly true, but In which the truth of the indicated English Interpretation of it might nevertheless be questionable. The issue involved Is whether the truth of 4 (on the second Interpretation) requires that mike be represented as having a concept of a certain kind of the person he wants to meet (for discussion of such issues, see [9]). However, the refinements of 8 that might thus be suggested would not take us outside the basic representational framework that we have indicated, and could best be developed in the context of an application of the framework to a specific class of reasoning problems.
}
(In the formulas to follow, "Mikes" denotes a concept of Mike, while Mike is in turn a concept of the person mike. Also, Mike\$ is the sense of the concept-name "Mike", just as Mike is the sense of the personal name "mike". Analogous comments apply in the case of Meet \(\$\), Wife\$, etc. The symbol "Exist" is an operator that binds concept-variables to form names of propositions.)
9.1 believes(pat. Wants(Mike.

Meet \(\$(\) Mikes. Wifes Jims) \()\) )
[here, pat is represented as attributing to
mike a desire to meet Jim's wife as such.]
9.2 believes(pat. Exist Ps.Wants (Mike.

Meets(Mikes, P\$)\} And
Conceptof(Ps, Wife Jim))
[here, pat is represented as belleving that mike
wants to meet a specific person (e.g., his daughter's plano teacher) who Just happens to be Jim's wife.]
9.3 3P\$ P.believes(pat. Wants(Mike.

Meet \(\$(\) Mikes. \(P \$ 1)\) ) a conceptof(P\$. P) a conceptof(P. wife Jim)
[here, it is represented that the specific person whom pat belleves that mike wants to meet Just happens to be Jim's wife.]
StIII other readings of 9 are expressible in our notation, but we omit them here for the sake of brevity. The reader should note the relationship between the formulas 9.1 and 1, and between 9.2 and the result of substituting "wife Jim" for "mother sally" in 8.

\subsection*{2.3 What Is New to AI Mert, and Why}

The three readings just formalized provide a fairly stringent test of a notation's expressive power; the representational scheme of [13], for example, is Incapable of capturing all three. Since the contributions of our notation to representation theory He mainly In certain Improvements to McCarthy's scheme that are responsible for the expressive power just Illustrated in 9.1-9.3, we shall briefly outline the two main improvements, and Indicate why they are needed.*

\subsection*{2.3.1 A Hierarchy of Concepts}

The addition of a notational system for a potentially Infinite, multlbranched hierarchy of concepts is our major Improvement; It Is needed to enable McCarthy's language to adequately represent Information concerning iterated propositlonal attitudes. The language of [13] provides for propositions and for concepts of Individuals, but not for concepts of propositions or for concepts of concepts of Individuals. However, It turns out that concepts of the letter two sorts are in fact required for the adequate treatment of constructions containing propositlonal attitudes nested to a depth of 2 , as Illustrated above In 0.1 - 0.3. Moreover, the obvious Inductive generalization holds for propositlonal attitudes nested to depths of 3, 4, etc. Though the number of levels of concepts required is thus In principle Infinite, In the vast majority of applications

\footnotetext{
* A paper giving a much more complete and detailed account of our Improvements to McCarthy's representational scheme is currontly in preparation. It will Include precise statements of the syntax and semantics of the notations Introduced, and formulations of some aasoclated axioms. It will also Include discussion of some Improvements not mentioned here.
}
only a few of the lowest levels of the hlerarchy will actually be used. The nature of our notational hierarchy is lliustrated by the following initial sequence of formulas:

10a. teacher wife Jim (a sentence)
10b. Teacher Wife Jim (a name of a proposition)
10c. Teachers Wifes Jims (a name of a concept)
10d. Teacher\$3 Wifes3 Jims3 ( " )
10e. Teacher\$4 Wife\$4 Jim \$4 ( " )
Our language, like McCarthy's, is embedded In a multisorted first-order logic with functions and Identity. However, because of the hierarchy of concepts, we make a more extensive use of sorts than McCarthy does. Thus, we have different sorts not only for Individuals, truth values, concepts of individuals, and propositions (AS McCarthy does), but also for concepts of concepts of Individuals, concepts of propositions, and so on up the hierarchy. This aspect of our language has much in common with Alonzo Church's logic of sense and denotation [Church 1951, 1973, 1974], though In other respects there are major differences from Church's development. Church's logic Is presently one of the most fully Investigated formal treatments of concepts and propositions in the literature, and his papers are a valuable source of Insights and technical Ideas for those concerned with the application or development of Fregean Intensional logic.

One aspect of our language development that has not yet received detailed attention Is the matter of avoiding antinomies, especially semantic ones. The main reason for this is our desire to maintain flexibility In the formulation of axioms, rules of Inference, and other features, as our language is developed through a series of applications to specific reasoning problems in a computational setting. Unlike formal developments in pure logic, a language designed for use In artificial Intelligence must be convenient to apply and lend Itself to efficient computer implementation. Yet, It Is not possible to anticipate a priori what the optimal language organization will be for a given class of reasoning problems. When the lessons of developmental application have been learned, studies can then be undertaken to determine what technical means of avoiding antinomies is most appropriate.

\subsection*{2.3.2 Semantically Simpler Concept Names}

In order to provide for names denoting quantified propositions and "definite-description" concepts of Individuals, our language must contain some specialpurpose name-forming machinery. McCarthy ([1979], pp. 13-16) has Introduced such machinery, but In order to avoid any extension of the underlying logic, he has resorted to a notational system whose semantics is rather obscure and cumbersome, requiring that both possible worlds and "propositions with inner variables in them" be Included in the domain of discourse. We believe that the needed conceptual names can be supplied more simply and naturally through a small expansion of the underlying logic that Is completely extensional, preserves its essentially "first-order" character, and Is semantically and syntactically transparent. What we have added for this purpose are three variable-binding, term-forming operators "All", "Exist", and "The", together with associated axioms. The operators "AH" and "Exist" form names of quantified propositions and thoir higher-level relatives in the conceptual hierarchy, as Illustrated above for "Exist" In the formula 0.2. The operator "The" forms names of "definite-description" concepts of individuals and their higher-level relatives. Thus, "The P.Child of (P, Mike>"
denotes the concept expressed by the phrase \({ }^{H}\) the child of mike".

\section*{3 Reasoning about Propositlonal Attitudes}

Our approach to reasoning about propositions! attitudes has its source In a familiar common-sense heuristic that people often use when thinking about the mental states of others: they ask themselves "What would I believe (or Infer, or feel) in that person's situation if I were psychologically very much like that person?" The Idea behind this heuristic plays a central role in our current efforts to construct an effective and natural computational method for reasoning about knowledge, belief, desire, and the like. In this section we shall indicate the lines along which our approach is being developed, discuss its relation to what has been called the "data base approach," and explain the sense In which it Is simulative.

\subsection*{3.1 Characterization of Our Approach}

In accordance with the second desideratum noted earlier, our approach to reasoning is knowledge-based, with some of the required knowledge being represented as formulas, some as production rules, and some as LISP programs. The approach has these salient features:
a. A program's reasoning about the propositlonal attitudes of other organisms is facilitated by using the program's own "mental machinery" to "simulate" the thinking of these organisms. This avoids any need for redundant re-representation of information about propositions at the second and higher levels In the hierarchy of concepts, and, for example, permits logical relations among beliefs to be determined directly by the program's ordinary Inferential apparatus.
b. We require an access/maintenance system for an associatively indexed data base of logical formulas that has a CONNIVER-like context mechanism [16], and the ability to associate with each formula an indicator of its eplstemle status, together with the rules and other formulas on which this status is based. The context mechanism is to be used both as an efficient way to keep track, for specific inferential purposes, of what Is (or Is not) believed by a given person, and as an aid In presumptively Including common knowledge and opinion In the corpus of each person's beliefs.
c. As a supplement to deductive rules of the usual sort, we make use of "inference by evaluation," a procedure whereby a sub-expression of the form " \(f(a 1, a 2, \ldots . a n)\) " is replaced by the result of evaluating It as a LISP expression.* Thus, "believes<mike, Uncle<JIm, Sally>>" may be an immediate consequence of "belleves(mike, sense "uncle(jim, sally)")". This use of content-dependent inference rules can lead to substantial efficiencies in the reasoning process.

To illustrate the Intended style of reasoning, let us consider how a system \(S\) would use it to determine whether or not mike believes that Jim is sally's uncle. Interest Is thus focussed on the formulas
11. believestmike, Uncle<Jim, Sally)), and
12. believes<mike. Not Uncle<Jim, Sally)).

Having determined (we suppose) that neither 11 nor 12 nor their negations are either explicitly stored in or trivially
* Essentially this mode of inference has been implemented in the "semantic attachment" feature of the FOL proof checker; see [20].
inferrable from Its knowledge corpus, S then "pretends" that it is mike, and tries to figure out what Its state of belief is concerning the proposition that Jim is sally's uncle.* It does this as follows: S computes from 11 the sentential formula
```

11 b uncle(jlm, sally),

```
and then constructs two contexts: \(C_{b m}\), containing (sentential) formulas expressing the propositions that it initially thinks are believed by mike and relevant to 11.b, and \(\mathrm{C}_{\mathrm{bm}}\), containing formulas expressing the propositions that It Initially thinks are not believed by mike and relevant to 11 b . In constructing these contexts, S is guided not only by specific knowledge about mike's beliefs, but also by general principles concerning what people commonly do and do not know and believe, and by an explicitly represented corpus of such common beliefs. Wherever needed, sentential formulas are computed directly from the names of the propositions they express, as In the case of 11.b.

At this point \(S\) sets up two tasks, T1 and T2. In T1, 11.b is added to mike's belief-context \(\mathrm{C}_{\mathrm{bm}}\) and the resulting premise-set is taken as the starting point for an attempt to Infer either: i) a contradiction (in which case it might be concluded that mike believes that Jim is not sally's uncle), or ii) members of mike's non-belief context C_bm (In which case it might be concluded merely that mike does not believe that Jim is sally's uncle). In the companion task T2, the negation of 11.b is added to \(\mathrm{C}_{\mathrm{bm}}\) and a similar attempt is made to infer either: I) a contradiction (in which case It might be concluded that mike believes that Jim Is sally's uncle), or ii) members of mike's non-belief context C_bm (in which case It might be concluded merely that mike does not believe that Jim is not sally's uncle). Measures of the resources expended by the inference process are computed for use In conjunction with knowledge about the level of mike's reasoning abilities; the indicated conclusions about mike's beliefstate will actually be drawn if mike can reasonably be expected to see the logical relationships involved. At certain points in the reasoning, \(S\) may add a formula to C.bm after determining that there is no reason (for mike) to believe the proposition expressed by the formula.

The tasks T1 and T2 are to be pursued in parallel until either: l) a complete characterization of mike's state of belief with respect to the proposition in question has been inferred, or ii) the resources allotted to the tasks are exhausted. In many cases, a good initial heuristic for \(S\) will be to try to attribute some minor variant of S's own state of belief concerning the proposition In question (and the reasons for It) to mike. The combinatorics inherent In these tasks are to be controlled by using a knowledgebased theorem prover of the general sort envisioned In [19], and by keeping the contexts involved fairly small, allowing them to grow larger only when the theorem prover indicates a need for It, and then only by Judicious choice of relevant propositions. The overall simulative process must be callable recursively, in order to permit reasoning about iterated propositions! attitudes.
* We assume here that an organism believes that P If and only If It either has \(P\) explicitly stored as a belief that is readily accessible, or can easily Infer \(P\) from explicitly stored beliefs by a relatively routine inference procedure.
3.2 Relation to the "Data Bate Approach"

Our use of contexts, illustrated above, to represent subsets of beliefs and non-beliefs for Inferential purposes Is related to what Robert Moore has called the "data base approach" to representation and reasoning about knowledge, which he characterizes as follows:
[An] ... Idea which Initially seems very appealing Is to use the multiple data-base capabilities of advanced Al languages to set up a separate data base for each person whose knowledge we have some information about. We then can record what we know about his knowledge in that data base, and simulate his reasoning by running our standard inference routines In that data base. This Idea seems to have wide currency In Al circles, and I advocated it myself in an earlier paper [16]. Unfortunately, it doesn't work very well. ([17], p. 224.)
Moore goes on to point out some difficulties with the "data base approach" that he evidently regards as casting doubt on its viability. We shall discuss this matter here, in order both to clarify the degree of our own Involvement with the data base approach, and to rescue the Idea behind its second part from any presumption of guilt by association with the quite different Idea behind its first part.

Within the data base approach as characterized by Moore, sets of formulas (data bases) are assigned two distinct functions: they are to serve both as a general means of representing facts about knowledge, and also as premise sets for simulative Inferential processes. However, it appears that the difficulties raised by Moore for this approach cause serious trouble only in relation to the first function. The two main difficulties concern the representation, using multiple data bases, of logical compounds (disjunctions and negations) of knowledge attributions [17], p. 224; [18], sec. 2.2). These problems do not arise within our own approach in connection with the first of the two functions mentioned above (that of a general representation medium), since we use the Fregean formalism described In Section 2, not multiple data bases, to perform that function. We do make use of what are in effect small temporary data bases to perform the second of the two functions mentioned (that of premise sets), in the way Illustrated In Section 3.1. For this use of "data bases," however, the problems raised by Moore appear to be quite manageable.

One such problem concerns the use of separate data bases to represent what a given person does and does not believe. Moore (ibid.) Implies, without further explanation, that the problem of utilizing the information in a person's belief and non-belief data bases In a single simulative reasoning process Is not easily solved, The illustration in Section 3.1 is directly relevant to this problem, and shows that a solution lies In running the simulative theorem prover In the belief data base (context), while using the nonbelief data base in an appropriate way as a source of goal statements for the theorem prover.

A second problem concerns the combinatorlally large number of possibilities for mike's knowledge state compatible with a description of it containing multiple disjunctions of knowledge attributions. The resulting uncertainty can require that many different knowledge contexts bo constructed and Investigated in order to draw useful conclusions about what mike has inferred from his knowledge. However, this difficulty is not peculiar to our approach to reasoning, but rather Is inherent In the given
type of reasoning problem Itself. Our approach helps to mitigate such problems by using specific knowledge of the Inference task to minimize both the number and size of the contexts constructed.

\subsection*{3.3 Indirect Simulation}

While the type of reasoning about belief Illustrated In Section 3.1 may properly be called "simulative," It is not directly simulative. That Is, conclusions about mike's beliefs are not drawn simply by running a supposedly accurate simulator of mike and directly reading off the conclusion. Rather, an admittedly approximate simulator of mike is run, and then conclusions about his beliefs are inferred from from observed characteristics of the simulation, together with knowledge of the simulator and of mike. In this way the raw results of the simulation can be corrected on the basis of known differences between the simulator and mike. This sort of indirect simulation (as we shall call it) has the advantage that a single simulator can be used to learn about the beliefs of many different organisms. It has the obvious limitation that great differences between the processes of the simulator and those of the organism simulated can make it difficult to draw accurate conclusions.

\section*{4 Comparison with Some Alternative Approaches}

As Indicated earlier, our Progean approach to the representation of propositional attitudes is closely related to that of McCarthy [1977, 1079]. With the Improvements to McCarthy's scheme discussed above in Section 2, our representational method goes a long way toward satisfying the first desideratum of Section 1, though much more experience with it is needed to gain a clear Idea of its limitations. Unlike straightforward modal representations of propositlonal attitudes, a Fregean scheme permits the use of a fully extensional logic, and allows quantification over concepts and propositions, as In 9.3 and In the formalization of "All of mike's beliefs are well-founded."

When It comes to reasoning about propositlonal attitudes, our approach is quite different from the one currently taken by McCarthy, which relies heavily on principles relating statements about propositions! attitudes to the truth values of the propositlonal objects of the attitudes In various possible worlds. While this "possible worlds" approach provides a powerful tool for systematizing reasoning about knowledge [McCarthy 1976; Moore 1977, 1979], In Its simplest form It is committed to some quite strong idealizations that would preclude its applicability in many practical situations, and that violate the second desideratum adopted above in Section 1. For example, the following principle plays a fundamental role in this approach:

PW1: If a proposition \(P\) Is true In every possible world compatible with what a given person knows, then that person knows \(P\).
This entails (most implausibly) that a person knows all the logical consequences of his knowledge. Moore [1977, 1979] acknowledges this difficulty In principle, and proposes to solve it by regarding the conclusions sanctioned by PW1 as only presumptive in nature, to be overridden by better supported Information to the contrary. However, his technical developments thus far take no account of this caveat, and Instead assume PW1 In Its simple, unqualified form.

A similar assumption can serve to simplify our simulative approach to reasoning. In Its crudest form, the assumption
is that an Intelligent program's own reasoning mechanism, used to Investigate the beliefs of another organism, is sufficiently accurate as a simulation that it requires no correction. In the terminology of Section 3.3, this amounts to assuming that such a program can use a very convenient form of direct simulation to Investigate the beliefs of others. This simplified simulative approach would be on a par with existing possible-worlds reasoning methods with respect to our second desideratum. However, we suspect that a simulative system could be more readily and naturally extended to take realistic account of the reasoning abilities of other organisms than could a possible-worlds system incorporating the principle PW1. The reason Is that, since PW1 makes no direct reference to logical Implication or inference, the most efficient revision might be to replace PW1 outright rather than to reinterpret it as a merely presumptive rule. Of course, the correctness of our suspicion can be decided only when extensions of the sort It envisions have been seriously attempted.

\section*{6 Further Research}

Development of our approach Is presently proceeding on three fronts:
1. Epistemologlcal investigation to determine what knowledge and inferential procedures are appropriate for the solution of particular reasoning problems within the framework we have established.
2. Investigation of alternative designs for an Initial implementation of our Ideas in which all reasoning is deductive.
3. Studies leading to the design of a computational framework that Integrates deductive and non-deductive reasoning, and deals in a principled way with degrees of belief, and uncertainty of evidence and inference.

An Intermediate goal of our research Is the construction of a problem solver of the "advice taker" type [McCarthy 1960 ; McCarthy \& Hayes 1969], to serve as a tool for the detailed study of knowledge, beliefs, goals, and normative precepts, as they function in planning and decision-making.
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This paper examines quantification in relation to a typed three-valued logical system which was developed to serve as the internal query language for virtual data bases accepting natural language (NL) consultation. Such a svstem is capable, among, other things, of reflectinp certain NL presuppositions, handling relations among sets and coping with certain NL ambiguities, within a simple though natural and fairly vast NL subset.

In our approach, quantification is dealt with through a single mechanism by which all NL quantifiers introduce the formula "those(x,p)", denoting the set of all those x's in x's associated domain which satisfy statement \(p\). The meaning of each particular NL quantifier- including any presuppositions it may induce- is rendered through particular constraints upon the set (e.g., cardinality constraints).

\section*{1. INTRODUCTION}

The idea of using Logic as a conceptual framework in question-answering systems is not a new one. The fact that it can formally deal with the notion of logical consequence makes it particularly attractive to represent meaning.

Nevertheless, efforts in this direction had been more or less abandoned in Artificial Intelligence research, mainly because standard predicate calculus ( PC ) has been shown to be unsuitable for an accurate representation of NL. Its main inadequacies seem to relate to a general inability to incorporate relevant semantic features into the logical representation of a sentence.

Recent linguistic research (( 1] ,[2]) has arrived at interesting results concerning the extension of standard PC in order to provide a better formal model of language.

It is our thesis that research in this direction, together with the fact that programming in logic ([ 3] ,[ 4] ) has become possible since the development of the PROLOG programming language [5], is likely to yield some very good results concerning NL processing.

On the other hand, the evolution in data base technology has been drifting more and more towards the use of logic, both for data descrip-
tion and for queries l 6]. Consequently, it is tempting to explore the possibilities of using logic throughout a NL data base system, in the hope of reducing interfaces to a strict minimum.

These considerations have led us to develop a rigorous logical svstem with a clearly defined semantics, which has been successfully used as the internal query language into which a computer translates NL input in order to consult different data bases (| 7] ,| 8], (9] , [10] ).

In our approach, a data base is actually an interpretation according to which a wellformed formula in our logical system is evaluated. Its evaluation directly produces the answer, since it yields either a truth value, which corresponds to a yes-no question, or the extensional representation of a set, which cor responds to a wh-question.

This paper focusses on our treatment of quantification within this logical system. The most important theoretically related work is [ 1] ,[ 21 and [ 11). Related computer systems are mentioned throughout the paper.

Section 2 discusses the need of typing variables in connection with meaningfulness and ambiguity solving. Section 3 motivates our approach to quantification and the need of three logical values in connection with existential and number presuppositions, and then describes
the process of translating NL quantifiers into logical ones. Section 4 discusses the results obtained in concrete applications.

For space limitations, we are forced to omit a formal and complete definition of our logical system. Those of its features that are relevant to our subject, however, are intuitively described in Section 3.

Spanish is used throughout the paper as the concrete point of reference with which to exemplify our theoretical considerations.

\section*{2. MEANINGFULNESS, AMBIGUITY AND SEMANTIC TYPES"}

A NL processing system must have a means for checking semantic as well as syntactic accord, in order to reject anomalous sentences such as
"Which dogs speak Latin?".
A widely spread solution to this problem consists in first generating a "deep structure" of the sentence, taking only syntax into account, and then performing all the necessary semantic operations and checkups on it.

As has already been observed [ 12], this often implies a tradeoff between syntactic and semantic complexity, when it is overall simplicity and efficiency that are important.

Moreover, linguists themselves are not unanimous as to whether the semantic component should be separate or intermingled with the syntactic one | 13).

Where logic is concerned, there is a simple and elegant way of dealing with meaningfulness: by using types. Types, by the way, are also a useful means for associating the universe of PC to the relations in a particular data base. If we associate a type to each data base domain, and model the relations in a data base through predicates whose arguments are restricted to values in specific domains, the analyser can check that the arguments in each predicate generated by an input sentence are of the expected type.

Incidentally, types are also useful to improve efficiency: a) by narrowing the search space, since only those values in a variable s associated domain need to be considered, and b) by avoiding sterile data base consultations, since absurd queries can be rejected by the analyser on the grounds of domain incompatibility.

Types have been proposed by other authors (e.g. [ 14], [ 15], [ 16], [ 17]) in connection with efficiency and meaningfulness, but they have still another interest: they allow to automatically solve certain NL ambiguities. Take for instance the query:
tCual es el salario del empleado que vive en Lo-mas?-Which is the salary of the employee who Ilves in Lomas?

A priori, a machine has no way to decide whether the antecedent of the relative clause is "the salary of the employee" or "the employee". But in a type-checking system in which the first argument of the relation "live" is associated to the HUMAN domain, and in which employeesand not salaries - are known to belong to this same domain, the first alternative is not even possib1e.

Ambiguities concerning different aceptions of a word can generally also be. solved through domain checking. This is particularly true in our implementation, in which variables are associated to a type contextually, during the analysis of an input sentence (of. Section 3.1).
3. PRESUPPOSITIONS, QUANTIFIERS AND A THREEVALUED LOGIC

Typed calculus in itself is not enough to make all sentences meaningful. We actually need more than two logical values, since in NL there are two ways in which a statement may fail to be true: either because its negation holds, or because something presupposed by the statement fails to be satisfied. In the latter case, the statement is felt to be pointless rather than false.

There is another reason why it must not be considered false. Take for instance the statement:

El sombrerero loco odia a Alicia. The mad hatter hates Alice.

Tn a context in which no hatter is mad, it is obviously not true. However, we can not either consider it false, since then the statement

El sombrerero loco no odia a Alicia. The mad hatter does not hate Alice.
would have to be considered true.
The inexistence of a referent for the definite noun phrase makes the whole sentence meaningless. The existence of more than one referent
would also make it meaningless, since we could not tell which of the referents the sentence is talking about. This is because the Spanish singular definite article induces a presupposition of existence and unicity upon the noun phrase's referent.

Our treatment of quantification has been devised to account for those presuppositions induced by NL quantifiers. We prefer to call them "determiners", since they include all articles, cardinal numbers and words such as "some", "many", etc.

If a sentence contains a determiner, a quantification of the form "those(x, p)" is introduced, where \(x\) is a typed variable and \(p\) is a logical formula in our system. Its evaluation yields the set of all \(x\) 's in \(x\) 's associated domain which satisfy \(p\).

According to the determiner's meaning, number and existence presuppositions on such a set are represented within the output formula. For instance, "Three blind mice run" is represented as
card(those(x, and(and(mice(x),blind(x)),run(x))) ,3)
(the cardinality of the set of those blind mice who run is 3 )

Definite articles introduce the formula "if(fi , fi)", whose value is "undefined" whenever \(f_{i}\) fails to be satisfied, and has the same value as \(f_{2}\) if \(f_{1}\) is true. Here is an example, using the easier-to-picture tree representation:


Fig. 1 Representation of the sentence "The mad hatter hates Alice"

The formula represented in Fig. 1 will evaluate to "undefined" if the set of mad hatters does not contain exactly one element

\subsection*{3.1 Spanish determiners and their translations}

We can now examine the general process by which a determiner introduces a "those" formula. Let us consider a sentence consisting of a noun phrase followed by a verb phrase, in which the noun phrase contains a noun introduced by a determiner. We can first represent it through a three-branched quantification of the form:
\[
q\left(x, f_{1}, f_{2}\right)
\]
where \(q\) is a quantifier into which the determiner translates, \(x\) is a typed variable, \(f i\) is the noun phrase's translation, and \(f_{2}\) is the verb phrase's translation. Intuitively, \(f_{i}\) specifies the domain of quantification, and \(q\) states what portion of the domain \(f_{2}\) holds for.

Our previous example, for instance, can first be represented:


Fig. 2 A first representation of "The mad hatter hates Alice"

In our implementation, a variable's associated domain depends both on \(f_{1}\) and \(f_{2}\) in the following manner: each predicate known to the data base system has a domain associated to each of its arguments. For instance, "mad" and "hatter" could require its arguments to belong to the HUMAN domain, while "hate" could require its first argument to belong to the ANIMAL domain.

When a three-branched quantification is generated, the variable it creates is typed by the intersection of all those domains it has been associated with by the predicates appearing in either \(f_{1}\) or \(f_{2}\). In our example, \(x\) 's type would be HUMAN (the intersection between the HUMAN and the ANIMAL domains).

Instead of generating a different quantifier for each determiner, it is useful to represent all quantifications through a single one of
```

para( $x, p, c$ )
for

```
whose intuitive meaning is: " \(c\) holds for the set of all \(x^{\prime} s\) in \(x\) 's domain which satisfy \(p^{\prime \prime}\).

Each quantification is thus assigned an equivalent "for" expression, in which the determiner's meaning is represented. Here are the representations of the Spanish determiners "un" (a), "unos" (some), "el" (singular the), "los" (flural the), "ningún" (no) and "i" (any cardinal number). The rest are considered in Section 3.1.2.
\(\operatorname{un}\left(x, f_{1}, f_{2}\right)=\operatorname{unos}\left(x, f_{1}, f_{2}\right)=\) for \(\left(x\right.\), and \(\left(f_{1}, f_{2}\right)\), greater-than \((\operatorname{card}(x), 0))\)
\(\operatorname{el}\left(x, f_{1}, f_{2}\right)=\) for \(\left(x, f_{1}, \operatorname{if}\left(\right.\right.\) equal \(\left.\left.(\operatorname{card}(x), l), f_{2}\right)\right)\)
\(\operatorname{los}\left(x, f_{1}, f_{2}\right)=\) for \(\left(x, f_{1}, i f(g r e a t e r-t h a n(c a r d(x)\right.\),
1), \(f_{2}\) ))
ningun \(\left(x, f_{1}, f_{2}\right)=\) for \(\left(x\right.\), and \(\left(f_{1}, f_{2}\right)\), equal \((\operatorname{card}(x)\),
0))
\(i\left(x, f_{1}, f_{2}\right)=\) for \(\left(x, \operatorname{and}\left(f_{1}, f_{2}\right)\right.\), equal \(\left.(\operatorname{card}(x), i)\right)\)
Note that we have chosen to identify "un" (a) and "unos" (some). This is because "un" is frequently used to denote "at least one". In order to avoid ambiguity, " 1 " should be used to mean "exactly one". This convention is particularly useful when negation is involved. For instance, "No tengo un centavo" (l have not a cent) would have a wrong representation with the "exactly one" interpretation: it would state that the cardinality of the set of cents 1 possess is not 1 , which means it can either be \(0,2,3\),etc.

Finally, any formula of the form "para(x,p,c)" can be replaced by just the formula \(c\), in which all occurrences of \(x\) have been replaced by the formula:
aquellos( \(x, p\) )
those
representing the subset of \(x\) 's domain whose elements satisfy \(p\).

The reader can now verify that the representations shown in Figs. 1 and 2 are equivalent.

\subsection*{3.1.1 Quantifier hierarchy}

Quantifier hierarchy obeys three perhaps too simplistic rules, but which have proved to be useful within our NL subset *.
- Rule 1: A determiner in a verb's subject introduces a quantification which dominates all quantifications introduced by the verb's complement(s). For instance, "Toda rosa tiene (algunas) espinas" - Every rose has (some) thorns- is represented:
toda(x, rosa(x), algunas(y, espinas(y), tiene(x, every rose some thorns has
y) )

Note that the representation
some ( \(y\), thorn ( \(y\) ) , every ( \(x, \operatorname{rose}(x)\), has \((x, y)\) ))
would be incorrect, since it rather means:
"There exists a certain set of thorns which every rose has".
- Rule 2: Whenever a noun has a complement, the quantification introduced by the complement's determiner dominates the one introduced by the noun's determiner. For instance, "Sabato autografia el libro de cada visitante"- Sabato autographs the book of each visitor- is represented:
cada ( \(x_{2}\), visitante ( \(x_{2}\) ), el( \(x_{1}\), libro-de ( \(x_{2}, x_{1}\) ), each visitor the book-of
autografía(Sábato, \(\mathrm{x}_{1}\) )) )
autographs
- Rule 3: When a referential word (that is, a verb, a noun or an adjective) has more than one complement, quantification takes place from right to left: the rightmost complement generates a quantification which dominates the quan-
* As a formal characterization of our NL subset is beyond the scope of this paper, we shall informally state that it has a fixed vo-cabulary-determiners, prepositions, the conjunction "y" (and), relative and interrogative pronouns and the word "no"; and a variable vo-cabulary-nouns, proper names, adjectives and verbs in the third person of a simple tense Sentences are either declarative or interrogative, in the active voice, and restricted relative clauses are allowed and can be nested with no other limit than the computer's capacity.
tification(s) introduced by the leftmost complement(s). For instance, "Raúl regala un espejo a cada niño"-- Raúl gives a mirror to each child-- is represented:
cada( \(x_{2}\), niño ( \(x_{2}\) ), un( \(x_{1}\), espejo ( \(x_{1}\) ), regala(Raúl, each child a mirror gives \(\mathrm{x}_{1}, \mathrm{x}_{2}\) )) )

\subsection*{3.1.2 Determiners with a negative implication}

As a general rule, the negation introduced by "no" in a sentence is translated by placing the operator "no" (not) right after the quantification introduced by the subject. For instance, "Los chicos no conocen al padre de Martín" (The children do not know Martín's father) is represented:
\(\operatorname{los}\left(x_{1}, \operatorname{chicos}\left(x_{1}\right)\right.\), no(el ( \(x_{2}\), padre-de(Martín, \(\left.x_{2}\right)\), the children not the father-of conoce( \(\mathrm{x}_{1}, \mathrm{x}_{2}\) ))))
know
But negation is not always explicit. The Spanish determiner "ningún" (no) can be regarded as an implicit negation, since it expresses that no portion of the domain of quantification satisfies the statement involved.

In a non-inverted subject position (e.g., "Ningún elefante vuela"-- No elephant flies--), it generates a special quantifier called "ningún", whose representation takes this fact into account (see Section 3.1).

There are two other cases, however, in which "ningun" coexists with an explicit negation. These cases require a different quantifier, since otherwise the negation would be represented twice. These cases are:
a) In a subject position, plus subject-verb inversion: the "ningun" determiner is assimilated to the "every" quantifier. For instance, "No vino ningún hombre"-- No man came-- is represented:
todo( \(x\), hombre ( \(x\) ), no(vino( \(x\) )))
every man not came
b) In a position other than the subject: the "ningún" determiner is assimilated to the indefinite article's quantifier. For instance, "Carlos no tiene ningún hijo"-- Carlos has not any child-- is represented:
no(un(x,hijo(x), tiene(Carlos, \(x)\) ))
not a child has

Another special case is the negation preceding the "todo" (every) determiner (e.g. "No todo pájaro canta"-- Not every bird sings-- ). The analyser considers "no todo" as a single determiner generating its own associated quantifier:
no-todo \(\left(x, f_{1}, f_{2}\right)=\) for \(\left(x\right.\), and \(\left(f_{1}, \operatorname{not}\left(f_{2}\right)\right), g r e a t e r-\) than (card \((x), 0)\) )

\section*{4 SOME PRACTICAL CONCLUSIONS}

The ideas previously discussed have been confronted with several successful PROLOG minicomputer implementations of NL consultable data base systems, in which NL analysis is performed through a metamorphose grammar [ 18] , a powerful PROLOC tool for defining context-sensitive rewriting rules.

The first one concerned just one particular application: the representation of the hardware and software catalogues for the SOLAR 16 series of computers, in order to generate, from a user's question in French, the characteristics of a configuration suiting his particular needs ([ 7],[8]).

Our first conclusions were reinforced and improved by further research concerning a more general data base system implemented both for Spanish and French consultation ([ 9] ,[ 10]).The Spanish version of this system has been adapted to Portuguese by H. Coelho and L. Pereira (personal communication, 1978). Their work confirms our expectations regarding the generality of our ideas- and of our implementation-, since remarkably few modifications of the program proved necessary, and they were strictly related to lexical differences, whereas rules concerning structure remained unchanged.

Similar ideas to the ones discussed above concerning quantification have inspired other NL data base systems, namely LSNLIS [ 19] and PHLIOA1 ([ 17] ,[ 20]).But in spite of the points in common, our general approach is markedly different. We have tried to incorporate all relevant semantic as well as syntactic NL features into a single formalism, in order to do without intermediate sublanguages and have a single process perform the analysis of an input sentence. LSNLIS, on the contrary, first generates deep structures and then maps them into a semantic representation. PHLIQA1 has several successive levels of semantic analysis, each requiring a special formal language. Some of them are meant to deal with ambiguity, which in our approach, as we have seen, is dealt with through the contextual typing of variables during the quantification process.

Another important point in our approach, which for reasons of space we must be content with just stating, is a high degree of formalization through logic: because of the use of PROLOG, important theoretical aspects such as a rigorous characterization of our NL subset and of the syntax and semantics of our internal query language need not be dissociated, as is generally the case, from those practical aspects concerning the implementation.

From the performance point of view, no frustrating delays in answering have been encountered so far in the systems we have implemented, and the conciseness obtained is rather great: the complete listing of our Spanish analyser, including the vocabulary associated to a small sample data base, holds in just four pages.

Among our limitations, let us mention the fact that we have not attempted to use NL for data base creation or modification, and that interrogation is limited to the context of one isolated sentence which can not refer to other previous questions or answers.
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\begin{abstract}
The formation of data bases containing information on mechanical systems for troubleshooting purposes has become increasingly popular and important. Examination of these data bases by humans can be very costly. A system called BROWSER was developed to heuristically search a data base containing information on U.S. Navy aircraft with little or no human intervention. BROWSER searches the data base guided by models and heuristics looking for interesting patterns or configurations. The user is then notified of the existence of these patterns.
\end{abstract}

\section*{1. INTRODUCTION}

Consider the tasks of trying to find similarities between the causes of the crashes of several aircraft of a common type, the causes or early warning signs for various diseases, the characteristics of stocks with high growth potential or advanced warning signs of severe weather conditions. All of these tasks require a large amount of data and valuable time spent sifting through the data. Browsing or troubleshooting computer systems of the future will eventually perform these tasks. BROWSER is designed to be the prototype of such systems.

BROWSER is an automated system for troubleshooting with data bases. It is based on Douglas Lenat's automated discovery in mathematics [1] [2] and is designed with a modified production system architecture [3] [4]. BROWSER explores a data base using models describing the data and a large collection of data-dependent and data-independent heuristics.

An example of a BROWSER data base is a data bass containing information on maintenance actions performed on U.S. Navy aircraft [5]. Th3 data base is explored through the definition of data subsets and their examination using simple statistical techniques. Within a data subset BROWSER looks for regularities such a recurring sequences of data or unusually high occurrence rates of a particular datum. BROWSER attempts to find

This work was supported by the Office of Naval Research under Contract N00014-75-C-0612 while the author was at the University of lllinois at Urbana-Champaign.
sequences of maintenance actions which precede a particular maintenance action. Such an action might be the failure of a component in a system. If such a pattern can be found, it could be used to give warning of the possible failure of that component. When one of the preceding events occurs the part which is due to fail could be repaired or replaced eliminating possible adverse conditions which might later occur due to the failure of the component (e.g., the aircraft crashing).

When comparing two data subsets BROWSER looks for statistically significant differences in the occurrence rates of a particular datum. BROWSER can compare aircraft with very good maintenance histories to aircraft with very poor maintenance histories to find differences. Discovery of these differences might lead to modifications on the aircraft with poor histories which will improve their system performance.

All discoveries or facts about the data are reported to the user. The user could be given the option of creating alerters [6] [7], which would monitor for the occurrence of these facts in new data entering the data base. (Alerters are not currently implmented.)

\section*{2. IMPORTANT BROWSER FEATURES}

BROWSER contains three significant features. First is the representation of facts and knowledge known about the data base. This knowledge is contained in models and datadependent heuristics. Second is the controlled execution of tasks within the system. For this, BROWSER uses an agenda, an ordered list of all tasks which are to be executed, data-
independent heuristics, and a controller, which executes the agenda tasks. The final significant feature is the representation of new knowledge. New knowledge is represented and stored in concept trees. Each concept represents a subset of the data and contains several facets which describe the subset.

\subsection*{2.1 Data Base Knowledge}

Knowledge of the data base is stored in models and data-specific heuristics. Five general types of models exist in BROWSER. The first four model types provide detailed knowledge about the data in the data base while the fifth provides general knowledge on data structures useful for examining the data.

The lowest level models are the Data Base Models. One Data Base Model exists for each type of data file in the data base. Each model contains a description of the data fields which compose the data file, including the field's retrieval name (used in the data base query language), an equivalent English name, the starting position of the field in a data record, the length of the field, and the type of value contained in the field (numeric or character). The Data Base Models are used mainly by the data base management system for retrieving data from the data base.

The Data Specific Models provide information on how the various data fields are related to each other. These models show the semantics of the data fields. Again, one Data Specific Model exists for each type of data file in the data base.

The Specific Models are of two varieties. The first shows how the data records, described semantically in the Data Specific Models, combine to form larger units called Conceptual Units. For the aircraft data base an example Conceptual Unit is a maintenance action performed on an aircraft. Each performed maintenance consists of several actions, such as the removal of an aircraft part, the repair of a part or the installation of a part, where each action is described by a single data record in the data base. The second type of Data Specific Models describes the objects from which the data was gathered. For the aircraft data base these models are of the F-4 and A-7 aircraft.

Typical Models are the most general data specific models. They describe generalizations of the Specific Models. Generalized knowledge which applies across Specific Models is stored in the Typical Models. BROWSER'S Typical Models include a model of a typical aircraft and the model of an aircraft's history. The typical
aircraft model represents common knowledge known about all aircraft. The aircraft's history model shows how the Conceptual Units of performed maintenance combine to form the overall maintenance history of an aircraft.

The final model type is that of the General Models. They provide information on the typical types of data structures which exist within the data. Included are models of a network, a tree, and a list.

Data-dependent heuristics are contained within the models. These heuristics provide knowledge about the data values in the data fields and other knowledge not represented by the structure of the model. Interconections between models are provided so this heuristic knowledge can be shared.

\section*{2,2 Controlled Execution of Tasks}

The second significant feature of BROWSER is the use of an agenda to control the execution of tasks within the system. BROWSER'S basic operation is to define new subsets of data and explore them. At any one time BROWSER might have 50 or more subsets of data being considered for examination, many additional subsets currently being examined, and some subsets which have already been fully examined. The system uses an agenda to keep track of all of the tasks associated with the subsets which must be performed. These tasks are of two types: those which fill in the facets of a concept and those which explore and examine the data subsets associated with the concept.

The tasks on the agenda are ordered. This ordering is determined by several factors. Certain tasks must be executed before others: e.g., the definition of the data contained in a subset must exist before that subset can be retrieved from the data base, and the subset must be retrieved before it can be examined for regularities. Additionally, some tasks appear to be more interesting to perform than others because of the results of previous tasks. Each task has a list of reasons why it should be executed, each reason has a value and the sum of all of the values, the task priority, gives the position of the task within the agenda.

The basic procedure of BROWSER is as follows. All tasks are sorted according to their priorities. The highest priority task is removed to be executed. All heuristics, both data-dependent and data-independent, which are relevant to the execution of this task are gathered. These heuristics are then executed one by one. When all of the relevant heuristics have been executed the cycle is repeated. This
cycle is continually repeated until all tasks have been executed.

\subsection*{2.3 Representation of New Knowledge}

The final significant feature of BROWSER is the representation and storage of new knowledge. New knowledge consists of facts gathered by BROWSER from the data base and is stored as faceted concepts on concept trees. Initially the data base is described by a small set of concepts: ALL-PLANES (the entire data base), CRASH (aircraft which have crashed), NON-CRASH (aircraft which have not crashed), HI-MAIN (aircraft requiring excessive maintenance) and LO-MAIN (aircraft with good maintenance histories). BROWSER creates more subsets and their associated concepts by examining existing subsets of data and offering ideas on how the existing subsets might be restricted to form smaller subsets or, possible, generalized to form larger subsets. Each new subset is described by a concept in a concept tree with its facets holding the important and relevant information desired about the subset. Note that the subsets of data described by the concepts can intersect in their coverage of the data base, and that new subsets are always created from existing subsets.

The concepts hold the relevant information needed about the data subsets. They represent the subsets and show their relationship to the other subsets. Each concept consists of a number of facets or characteristic knowledge about the subset. Typical facets include: NAME - the name used to refer to the subset; DEFN the definition of the data contained within the subset; INTEREST - a numeric measure of how interesting the subset of data is; GENERALIZATIONS - pointers to more general (larger, containing) subsets; SPECIALIZATIONS pointers to more restricted (smaller, contained) subsets.

\section*{5. SUMMARY OF RESULTS}

The initial implementation of BROWSER was designed to test the feasibility of automatic browsing. It was implemented in MACLISP and ran on a KI DEC-10 computer, occupying a total of 400 pages of memory (this includes the data base management system). The data base consisted of one year of maintenance authorization records for six aircraft. For this initial implementation two of the data related models were implemented: the Data Base and Data Specific Models for the particular data files used.

The initial testing occupied 24.5 CPU hours. The data base management system used \(54 \%\) of this time retrieving the data. Approximately one half of the remaining time was used examining the data returned. The examination suggested the creation of 224 data subsets. I found 45 of the 115 subsets actually created to be of interest. Of the subsets suggested, 163 were suggested because data values occurred at statistically significant rates. \(T\) judged one half (82) of these subsets to be worthwhile to create. Several interesting differences were found between the data subsets, differences too complex to summarize here [8].

While the initial implementation of BROWSER was limited in its scope, it has provided some important ideas and insights for developing more complex systems. It is hoped that in the near future such systems will be able to provide valuable information to users, information which currently is not available or is very expensive to obtain.
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\begin{abstract}
Two pre-processors for theorem provers are described, which when applicable, will lead to search space simplification.
Both were implemented and integrated with an existing resolution type connection graph theorem prover.
Examples are provided which confirm our claim of search space simplification.
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1. Pre-processors for theorem provers in general.

The main paradigm in automatic theorem proving is or should be that search is to be avoided, postponed, or else to be minimized. This should be done by any means one can lay one's hand on while maintaining completeness, generality and not succumbing to the ad-hocness as advertised by the proceduralists.

Search space simplification has been a major goal in the resolution school. Exploiting 'larger' more numerous operators (derivation rules) is the main activity in the natural deduction school. There are however many more options to be developed with which the role of search can be limited to those circumstances where there is no sensible alternative

Already slumbering for some years is the application of multi-level search in theorem proving (Sacerdoti, 1973 [7]). it is incomprehensible that the support from a model technique (Gelernter, 1959 [3], has not been pursued. Search guidance with heuristic functions and automatic improvement of them is still inconclusive, although it has become clear that syntactic features can contribute only modestly to such functions. Chosing an appropriate representation (within one language say predicate calculus) is a wide open problem. Determining the right representation language is not yet a problem since it is not known whether multiple representation languages are necessary.

The former two issues belong to the preprocessing repertoire. We mention a few more. Selection of relevant axioms and/or definitions and/or already
proven theorem/lemmas to prove a conjecture; finding a counter example of a conjecture to make sure that a proof is impossible; finding a similar already proven theorem to see whether its proof can be generalized and/or modified to handle a conjecture; instantiating a second ordertheorem (e.g. induction scheme); reducing a conjecture to independent sub-problems (reduction to weakly dependent sub-problems can be done in the multi-level search framework); recognizing that a conjecture is an alphabetic variant and/ or an instantiation of an axiom or an already proven theorem; etc.

This paper reports the results of implementing the two last mentioned. The next section describes the independent sub-problem recognizer. Section 3 deals with the instance checker. Section 4 discusses how they are cooperating and how they should be related from a process point of view. Two examples are given in section 5 .

\section*{2. The independent sub-problem recognizer.}

The sub-problem recognizer we developed is based on components of a predicate calculus-conjunctive normal form translator. Our translator was inspired by the procedure as described in [Manna, 6]. A small improvement to this translator led to sub-problem decomposition. First we present the original translation. Then we expand one of the steps (as was also partially done in [Loveland, 5] page 34). A subset of these translator rules make up the sub-problem recognizer.

The translator in Manna, 6] omitting here irrelevancies, consists of the following steps:

1- Eliminate 'if ... then' and 'if and only if'. Replace \(A) B\) by \(V(\sim A, B)\), and \(A \equiv B\) by \(\Lambda(V(\sim A, B), V(A, \sim B))\).
2- Move 'not' inwards.
\begin{tabular}{rlrl} 
Replace & \(\sim(x) A\) & by \((\exists x) \sim A\), \\
& \(\sim(G x) A\) & by \((x) \sim A\), \\
& \(\sim \cup(A 1, \ldots, A n)\) & by \(\Lambda(\sim A 1, \ldots, \sim A n)\), \\
& \(\sim \Lambda(A 1, \ldots, A n)\) & by \(\vee(\sim A 1, \ldots, \sim A n)\), and \\
& \(\sim A\) & & by \(A\).
\end{tabular}

3- Push quantifiers to the right.
Let ( \(Q x\) ) be ( \(x\) ) or ( \((x)\), and let \(X X\) be \(\Lambda\) or \(V\); replace (Qx) \() \times(A 1, \ldots, A i, \ldots, A n)\) by \(X\{A i,(Q x) \times X(A l, \ldots, A i-1, A i+1, \ldots, A n)\}\) if \(x\) not free in \(A i\).
4- Eliminate existential quantifiers (introduction of Skolem functions). Pickout the leftmost well formed part ( \(3 y\) ) ( \(B(y)\) ) and replace it by
\(B\left(f\left(x_{i}, \ldots, x_{i n}\right)\right)\) where
a) \(x_{i}, \ldots, x_{i n}\) are the free variables of
(Gy)(B(y)) which are universally quantified to the left of ( \(\mathrm{G} y\) ) ( \(B(y)\) );
b) \(f\) is a 'fresh' n-ary function constant.

5- Eliminate universal quantifiers.
6- Distribute 'and' over 'or'.
Replace \(V(A 1, \ldots, A i, \Lambda(B 1, \ldots, B k)\), Ai \(+1, \ldots, A n\) ) by
\(\Lambda\{V(A\}, \ldots, B 1, \ldots, A n)\), \(\left.\ldots,{ }^{\prime}(A 1, \ldots, B k, \ldots, A n)\right\}\).
If step (i) can be reapplied it has precedence over step (i+1).
Remark: A sequence of say universal quantifiers should get special attention in step 3. E.g. ( \(x\) ) \((y)\{V P(x, y), Q(y)\}\) can be replaced by ( \(y\) ) \(\vee\{Q(y),(x) P(x, y)\} \cdot\)
Thus every universal (existential) quantifier in a sequence of universal (existential) quantifiers should be moved to the right of the sequence in its turn to check whether it can be pushed further to the right.

This procedure can be improved by expanding step 3 with:
3.1 Straighten out 'and's and 'or's.

Let \(X X\) be \(\Lambda\) or \(V\).
Replace X (A1, ..., Ai, X (B1, .... Bk), \(A i+1, \ldots, A n)\) by
W(A1, ..., Ai, BI, ...., Bk, Ai+1, ..., An).
3.2 Distribute 'and' over 'or' or vice versa. Replace
( \(x\) ) \(\vee(A 1, \ldots, A i, \Lambda(B 1, \ldots, B k)\), \(A i+1, \ldots, A n)\) by
\((x) \wedge(V(A), \ldots, B l, \ldots, A n)\), \(\ldots, V(A 1, \ldots, B k, \ldots, A n))\) and
\((A x) \wedge(A l, \ldots, A i, \vee(B 1, \ldots, B k)\), \(A i+1, \ldots, A n)\) by
\((\mathrm{Bx}) \vee(\Lambda(A 1, \ldots, B 1, \ldots, A n)\),
\[
\ldots, \Lambda(A 1, \ldots, B k, \ldots, A n)) .
\]
3.3 Distribute quantifiers over connectives. Replace
\((x) \Lambda(A 1, \ldots, A n)\) by \(\Lambda((x) A 1, \ldots,(x) A n)\) and
( \(\exists \mathrm{x}) \vee(\mathrm{Al}, \ldots, A n)\) by \(V((\exists x) A 1, \ldots\), ( \(\exists \mathrm{x}) \mathrm{An}\) ).
Example: Using the extended step 3 the formula:
( \(x\) ) \([P(x) \Lambda(y)\{Q(x, y) \Lambda(\exists z) R(y, z)\}\)
can be rewritten into:
\((x) P(x) \Lambda(y)(x) Q(x, y) \wedge(y)(\exists z) R(y, z)\).
Observe that this replacement simplifies the Skolem function that has to be generated for the elimination of the ( \(\exists \mathrm{a}\) )-quantifier.
Remark: It is worthwhile to check for redundancies (using the instance checker) after application of step 3.2.
E.g. \(V((x) A(x), A(a), \ldots)\) can be simplified to \(V(A(a), \ldots)\) while
\(\Lambda((x) A(x), A(a), \ldots)\) can be replaced by \(\Lambda((x) A(x), \ldots)\).
Remark: For easy readability we used in 3.3 the same variable ' \(x\) ' in all the terms of the connective in the replacement. This does not hurt the translator. The instance checker however can get confused and demands step 3.3 to be modified such that each term in the replacement has a new fresh variable.

The INdependent SUB-problem REcognizeR-INSURER consists of step 1 upto the modified step 3 and with step 6. It is obvious that in case INSURER applied on a problem \(P\) produces a form with leading connective 'and' its terms are independent sub-problems and if all sub-problems can be proven the \(P\) has been solved. The reverse statement that INSURER will find a maximal decomposition if \(P\) can be decomposed we leave as an intriguing task for Aiello/Weyrauch's program FOL [1].

We end this section with the 'real-life' example given in box 1.
```

(1) $(x)(y)(z) x(y z)=(x y) z$
(2) (x) $x=x$
(3) (x) ex=x
(4) $(x) x I(x)=e$
(5) ( $x$ ) $I(x) x=e$
(6) (H) (SUBGR $(H) \leftrightarrow\{(\exists x) H(x) \Lambda$
( $x$ ) $(y)[H(x) \wedge H(y) \rightarrow H(x y)] \Lambda$
( $x$ ) $(H(x) \rightarrow H(I(x)))\})$
(7) $(\mathrm{H} 1)(\mathrm{H} 2)\{\operatorname{SETEQ}(\mathrm{H} 1, \mathrm{H} 2) \leftrightarrow(\mathrm{x})(\mathrm{H} 1(\mathrm{x}) \leftrightarrow \mathrm{H} 2(\mathrm{x}))\}$
(8) $(\mathrm{g})(\mathrm{xx})(\mathrm{H})(\operatorname{COSET}(\mathrm{g}, \mathrm{xx}, \mathrm{H}) \leftrightarrow$
\{SUBGR(H) $\Lambda$
( x$)(\mathrm{xx}(\mathrm{x}) \leftrightarrow(\mathrm{y} y)(\mathrm{H}(\mathrm{y}) \Lambda \mathrm{x}=\mathrm{yg}))\})$
(9) (g) ( xx ) (H) ( $\operatorname{COSET}(\mathrm{g}, \mathrm{x} \mathbf{x H}) \rightarrow\{\mathrm{H}(\mathrm{g}) \leftrightarrow \operatorname{SETEQ}(\mathrm{xx}, \mathrm{H})\})$.
box 1 Axioms (1-5), definitions (6-8) and
a theorem (9) from group theory.

```
(1-5) are non-minimal axioms defining a group; (6-8) are definitions of respectively sub-groups, equality of subsets and of right-cosets; (9) is a theorem expressing a property of cosets. Observe that subsets are represented by 1-argument first order predicates, and that SEIEQ and COSET are 2nd order predicates. Direct translation of (1-8) and the negation of (9) into conjunctive normal form yields 39 clauses with together 109 literals.
INSURER however recognizes that (9) can be decomposed into:
(10)
\[
\begin{aligned}
& \text { (3) (H) }\{H(g) V(x x)[\sim \operatorname{COSET}(g, x x, H) V \\
& \imath^{\operatorname{SETEQ}(x x, H)]) \text { and }} \\
& \text { (II) (g) (H) }\{\sim H(g) V(x x)[\sim \operatorname{coset}(g, x x, H) V \\
& \left.\left.\left.{ }^{\sim} \operatorname{SETEQ}(x x), H\right)\right]\right\} .
\end{aligned}
\]

Working on (10) (not done by INSURER, but by another program component) the definition of COSET, SETEQ and SUBGR are respectively substituted. The result is negated and together with (1-5) translated into conjunctive normal form yielding 14 clauses with 23 literals. After each substitution of a definition \(\operatorname{INSURER}\) is called to check whether further decomposition is possible. When working on (11) this strategy is succesful after substituting away SETEQ. Two new sub-problems are found both ending up with 14 clauses and 21 literals.

Although our connection graph theorem prover COGITO is not yet able to handle these three sub-problems, the chance to find a solution has increased with an 'infinite' amount when compared to the non-decomposed situation.

INSURER also can handle the sorted predicate calculus that was introduced in [Champeaux,2]. The same coset example formulated in sorted predicate calculus - without decomposition - yields 28 clauses with 61 literals. INSURER finds here also three sub-problems each having 12 clauses with respectively 16,14 and 14 literals. A significant reduction again, possibly bringing this problem within reach of the with paramodulation extended COGITO.

\section*{3. The instance checker}

The instance checker (INSTANCE) we designed and implemented is in fact a special case theorem prover. It is an instrument with which a conjecture can be recognized as being an alphabeticvariant or as a special case of an already accepted theorem. Conjecture and theorem are expressed as closed, slightly restricted - see below - predicate calculus formulas.

Let \(T\) and \(K\) be respectively a conjecture and an accepted piece of 'knowledge'. The input of the
recursive INSTANCE consists of three elements:
- two forms T and K for which must hold that they do not share variables and that disregarding permutations of sequences of quantifiers and/or arguments of 'and' and 'or' it is the case that \(\mathrm{T}-\operatorname{INSURER}(\mathrm{T})\) and \(=-\) INSURER(K); and
- a list of variables, VR, to be explained in the sequel, which at the top level call is empty.
Although at the top level one is mostly interested in a yes-no answer, for reasons that should become clear in the description of INSTANCE, the output is more substantial in the positive case. The output of INSTANCE is:
- NO, signifying that T is not an instance of K , or else
- a list of triples, where each triple is of the form \{a, Ta, Ka\} with a a substitution, Ta a "without loss of generality substitution instance" of T being a logical instance of the special case Ka of K . It should now be clear that if NO \(\neq \operatorname{INSTANCE}(T, K, 0)\) then \(K K T\).

An example where more than one triple will be returned by INSTANCE is:
\(T=(B x) A x, x)\),
\(K=(y)(A(p, y) \Lambda A(q, y))\), with the output:
\[
\begin{aligned}
& \left(\left\{\begin{array}{l}
x+p \\
y+p
\end{array}, A(p, p), A(p, p) \Lambda A(q, p)\right\}\right. \\
& \left.\left\{\begin{array}{l}
x+q \\
y+q
\end{array}, A(q, q), A(p, q) \Lambda A(q, q)\right\}\right) \cdot
\end{aligned}
\]

We give a simplified description of INSTANCE omitting subtilities that have to do with the equality predicate. \(\alpha \in y\) stands for: the identifier \(\alpha\) occurs in the expression \(y\); \(s_{\beta}^{\alpha} y\) is the result of substituting \(\alpha\) for \(\beta\) in the expression \(y\); thus \(s_{\beta}^{\alpha} y=y \sigma\) when \(\sigma=\{\beta+\alpha\}\).

We assume that the employed unification algorithm is willing to accept also non-literal predicate calculus formulas and so we get for example \(\{z+a\}\) when calling
\(\operatorname{UNIFY}((x) A(x, a),(x) A(x, z),\{z\})] \cdot\)
INSTANCE (T, \(K, V R\) ) : =
if \(T\) and \(K\) are unifiable, taking into account \(V R\),
under substitution \(\sigma\)
then return with ( \(\{\sigma, \mathrm{T} \sigma, \mathrm{K} \sigma\}\) ) else
if \(K=(\alpha)(\) Form \((\alpha))\)
then \(U:=\operatorname{INSTANCE}(T\), Form \((\alpha), \operatorname{VRU}\{\alpha\})\)
if \(U=N O\) then return with NO
else (thus \(U=Y_{i}\left\{\sigma_{i}, x_{i}, y_{i}\right\}\) )
return \(\bigcup_{\tilde{i}}\left\{\sigma_{i}, x_{i}, \tilde{y}_{i}\right\}\),
where \(\tilde{y}_{i}=(\alpha) y_{i}\) when \(\alpha \varepsilon y_{i}\) or else \(y_{i}\)
else
if \(T=(\operatorname{G} \alpha)(\) Form \((\alpha))\)
then \(U:=\operatorname{INSTANCE}(\) Form \((\alpha), K, \operatorname{VRU}\{\alpha\})\)
```

            if U=NO then return with NO
                else return }\mp@subsup{Y}{i}{{}{\mp@subsup{\sigma}{i}{},\mp@subsup{\tilde{x}}{i}{},\mp@subsup{y}{i}{}
                where \mp@subsup{\tilde{x}}{i}{\prime}=(G\alpha)}\mp@subsup{\textrm{x}}{i}{}\mathrm{ when QExi
    else
    if T = (\alpha)(Form(\alpha))
then let c be a fresh constant
U:=INSTANCE (S S C (Form( }\alpha),\textrm{K},\textrm{VR}
if U=NO then return with NO
else return }\mp@subsup{H}{{}{{}{\mp@subsup{\sigma}{i}{},\mp@subsup{\tilde{x}}{i}{},\mp@subsup{y}{j}{}
where }\mp@subsup{x}{i}{}=(\alpha)S S\mp@subsup{}{c}{\alpha}\mp@subsup{x}{i}{\prime}\mathrm{ when c\$ \$ yi
or else xi
else
if K = (G\alpha)(Form(\alpha))
then let c be a fresh constant
U:=INSTANCE(T, S
if U=NO then return with NO
else return }\mp@subsup{|}{i}{{}\mp@subsup{\sigma}{i}{},\mp@subsup{x}{i}{},\mp@subsup{\tilde{y}}{i}{
where }\mp@subsup{\tilde{y}}{i}{}=(\exists\alpha)\mp@code{S S
when c\&\mp@subsup{x}{i}{}}\mathrm{ or else y (i
else
if K=V(K
then return }\mp@subsup{\}{i}{{}{\mp@subsup{\sigma}{i}{},\mp@subsup{x}{i}{},\mp@subsup{y}{i}{}}\mathrm{ where }\mp@subsup{x}{i}{}=T\mp@subsup{\sigma}{i}{},\mp@subsup{y}{i}{}=K\mp@subsup{\sigma}{i}{
and for all j }\mp@subsup{\textrm{x}}{\textrm{i}}{}\mathrm{ is an instance of }\mp@subsup{\textrm{K}}{\textrm{j}}{\textrm{O}
no such triple exists NO [see the appendix
for a more detailed description of this case]
else
if T = ^(T1, .. 0, Tn)
then return }\mp@subsup{i}{i}{{}{\mp@subsup{\sigma}{i}{},\mp@subsup{x}{i}{},\mp@subsup{y}{i}{}}\mathrm{ where }\mp@subsup{x}{i}{}=T\mp@subsup{\sigma}{i}{
yi=K\sigma}\mp@subsup{i}{i}{}\mathrm{ and for all j Tj }\mp@subsup{\sigma}{i}{}\mathrm{ is an instance
of yp or if no such triple exists NO [we omit
specification of this case since it runs
parallel to the former case]
else
if T = V(Tl, ..., T T )
then U: = \emptyset
for all T; do
U2:=INSTANCE(T, K, K, VR)
if U2\not=NO thus }H2=\mp@subsup{U}{i}{\prime}{\mp@subsup{\sigma}{i}{},\mp@subsup{x}{i}{},\mp@subsup{y}{i}{}}\mathrm{ then
U:=UU
if U=\emptyset then return NO else return U
else
if K = \Lambda( Kl, ..., K K )
then U: =
for all K; do
U2: = INSTANCE (T, Ki, VR)
if U2\&NO then U: = UU }\mp@subsup{\}{i}{M}{\mp@subsup{\sigma}{i}{},\mp@subsup{x}{i}{},K\mp@subsup{\sigma}{i}{}
else return NO.
As mentioned in the former section INSTANCE is called in INSURER after application of step 3.2. The effectiveness of doing so was proven by the conjecture of the second example in section 5: (x)0y)\{A(Equal(x,nil) ... Without INSTANCE INSURER will decompose this example into eight (8!) sub-problems of which six are redundant. When INSTANCE is incorporated the two nonredundant sub-problems only remain. INSURER and INSTANCE can also be coupled in another way as we will describe in the next section

```

\section*{4. Interplay between INSURER, INSTANCE and COGITO and what is_ to be desired.}

INSURER, INSTANCE, COGITO and the predicate calculus - conjunctive normal form translator were embedded in a 'fixed' regime. Input for the prover consists of axioms, supporting theorems, definitions and the conjecture. For the next description we want tp remind that activation of the connection graph theorem prover COGITO should be postponed at all costs.
Roughly a supervisor triggers the following activities:
step 1: If the conjecture is an instance of an axiom, a theorem or an already proven theorem (see step 2) then return with success.
step 2: If the conjecture decomposes into the sub-problems \(\mathrm{CI}, \ldots, \mathrm{Cn}\)
then for each Ci go (recursively) to step 1 if the value returned for treating

Ci is succesful
then add Ci to the collection of already proven theorems
else quit with failure return with success,
step 3: If the conjecture contains a predicate defined in one of the definitions then substitute for each occurrence in the conjecture the instantiated body of the definition and go to step 1.
step A: Translate the axioms, supporting theorems and the negation of the conjecture into conjunctive normal form, call COGITO and return the value returned by it. (COGITO gets a resource parameter ensuring termination).

The results reported in the next section have been obtained with this, slightly different, regime. Although this particular fixed connection between INSURER, INSTANCE and COGITO makes sense and is certainly effective we do not like it. We prefer considering INSURER, INSTANCE and COGITO as being members of a potentially larger family of deductive, cooperating, independent specialists This would require the supervisor to be implemented as a multi-processes scheduler. The overall structure would be more transparant, making more easily addition of a new specialist. Not having available language as QLISP, INTERL1SP and MAGMALISP prevented us of doing so.

\section*{5. Examples}

Our first example looks terribly simple but a straightforward treatment after translation, by COGITO had not yet found a contradiction after

Recursive definitions are not allowed
generating 35 clauses. It consists out of only: definition: (s) (t) \(\{\operatorname{SETEQ}(s, t) \leftrightarrow(x)(x \in s \leftrightarrow x \in t)\}\) and conjecture: (u)(v) \(\{\operatorname{SETEQ}(u, v) \leftrightarrow \operatorname{SETEQ}(v, u)\} \cdot\) INSURER immediately recognizes that the conjecture decomposes into two sub-problems of which INSTANCE shows that one is an alphabetic variant of the other.
Remains to be proven:
(u) (v) \(\{\sim \operatorname{SETEQ}(u, v) \operatorname{VSETEQ}(v, u)\} \cdot\)

After substituting away SETEQ with the definition INSURER finds again two sub-problems and - surprise - INSTANCE also finds that one is a variant of the other.
Remains this time:
(u) (v) \(\{V(\) gyl \()(y l \varepsilon v \wedge y l \not \ddagger u)\)
( ay 2 ) ( \(\mathrm{y} 2 \notin \mathrm{v} \wedge \mathrm{y} 2 \varepsilon \mathrm{u}\) )
( y 3 ) (y \(3 \varepsilon \vee \vee y 3 \notin u)\).
Negating this conjecture and translating into
C.N.F. yields four clauses. The 2nd clause generated by COGITO was already the empty one. Generating the non-solution with 35 clauses was 20 times more costly than finding this solution.

The next example was taken from [Green, 4] and was already worked on as reported in Champeaux, 2 . definition:
\((x)(y)\{R(x, y) \leftrightarrow(\) Same \((x, y) \wedge S d(y))\).
axioms:
(1) \((x)(y)\{\operatorname{Sd}(y) \rightarrow \operatorname{Sd}(\operatorname{merge}(x, y))\}\),
(2) \((x)(y)(u)\{(\operatorname{Sd}(y) \wedge \operatorname{Same}(x, y)) \rightarrow\)
\(\rightarrow\) Same (cons (u, x), merge (u,y))\},
(3) ( \(x\) ) \(\{\) Equal \((x, n i l) \rightarrow R(x, n i l)\),
(4) (x) \{'uEqual \((x\), nil \()\) '
\(\rightarrow\) Equal ( \(x, \operatorname{cons}(\operatorname{car}(x) \operatorname{cdr}(x)))\}\),
(5) (x) (u) (v) \(\{\) Equal \((x, u) \wedge\) Same \((u, v) \rightarrow\) Same \((x, v)\} \bullet\) conjecture:
\((x)(y y)\{(\) Equal \((x, n i l) \cdot R(x, y)) \Lambda\)
\[
\begin{aligned}
& (((\text { Equal }(x, \text { nil })) \Lambda \\
& \quad R(\operatorname{cdr}(x), \operatorname{sort}(\operatorname{cdr}(x)))) \rightarrow \\
& \quad \rightarrow R(x, y))\} .
\end{aligned}
\]

The conjecture - already mentioned in section 3decomposes into two sub-problems of which INSTANCE finds that one is an instance of axiom(3). The remaining sub-problem was solved as well as without definition substitution (by adding the definition to the axioms) as with substitution. In both cases a contradiction was found more easily than in the non-decomposed case as can be seen from the g-penetrance values in table 1.
\begin{tabular}{|c|c|c|}
\hline \begin{tabular}{c} 
program \\
and \\
strategy
\end{tabular} & \begin{tabular}{c} 
input + \\
generated \\
elauses
\end{tabular} & g-penetrance \\
\hline \begin{tabular}{l} 
QA3 Green, 4 \\
COGITO (plain)
\end{tabular} & 286 & 0.091 \\
\begin{tabular}{l} 
sub-problem \\
recognition
\end{tabular} & \(28(25)\) & \(0.579(0.680)\) \\
\begin{tabular}{l} 
definition \\
substitution
\end{tabular} & \(20(12)\) & \(0.785(0.882)\) \\
\hline
\end{tabular}

Table 1 Showing the effectiveness of INSURER and INSTANCE. The numbers between brackets refer to values obtained when the sorted predicate calculus is used Champeaux, 2]. (The g-penetrance is defined as \# clauses in proof/ \# (input+generated clauses).)

\section*{6. Summary}

Two algorithmic (always halting) components from the natural deduction realm are described. Both were implemented and integrated as pre-processors with a resolution type, connection graph theorem prover. Examples are given that illustrate augmented power of this complex with respect to the sole theorem prover.

Factoring out other algorithmic components and/ or adding plan/strategy generators to the preprocessor family (possibly leading to multi-level search [Sacerdoti, ], we consider a more promising future task than investing more intelligence deep inside resolution and/or natural deduction theorem provers.

Excellent typing was done by Pom van der Horst
Appendix
We give here a more detailed description of the sub-case
INSTANCE ( \(\mathrm{T}, \mathrm{V}(\mathrm{Kl}, \ldots, \mathrm{Kn}), \mathrm{VR})\).
INSTANCE \((T, V(K 1, \ldots, K n), V R):=\)
INSORK ( \((\{(K 1, \ldots, K n)(\emptyset, T, \emptyset\}))\)
So we have now to describe the procedure INSORK.
Its input consists of a non-empty list (Taskl,..., Taski, ...), where an element Taski is of the form:
\(\left\{\left(\mathrm{K}_{\mathrm{m}}, \ldots \mathrm{K}_{n}\right)\left(\sigma, \mathrm{T}_{\mathrm{T}},\left(\mathrm{K}_{1}, \ldots, \mathrm{~K}_{\mathrm{m}}-1\right)\right)\right\}\), with
\(R \mathrm{j}=\mathrm{Kj} \sigma, \tilde{T}=\mathrm{T} \sigma . \mathrm{T}_{\mathrm{R}}\) is already an instance with
respect to \(\left.V\left(\overline{K 1}, \ldots, K_{m-1}\right)\right]\)
INSORK ( \({ }_{1}^{ل}\) Taski) : \(=\)
Newtask: \(=\emptyset\)
for each Taski do \(\mathrm{U}:=\operatorname{INSTANCE}(\mathrm{T}, \mathrm{Rm}, \mathrm{VR})\) if \(U \neq N O\) thus \(U=U\left\{\sigma_{j}, x_{j}, y_{j}\right\}\) then for each element of \(U\) do \(N N:=\left\{\left(K m+1 \sigma_{j}, \ldots, K n \sigma_{j}\right)\right.\)
\[
\left(\sigma_{j}+\sigma_{j}, x_{j},\left(R 1 \sigma_{j}, \ldots, R_{m}-I_{j}, y_{j}\right)\right)
\]

Newtask: =Newtask UNN
if Newtask \(=\emptyset\) then return NO
if \(m=n\) thus all elements Ki have been treated then U2: \(\varnothing \varnothing\)
for each element of Newtask do (which have the form
\(\left.\left\{\emptyset,\left(\sigma, T,\left(R_{1}, \ldots, R_{n}\right)\right)\right\}\right)\)
U2: = U \(2 \cup\left\{\sigma, T, V\left(R 1, \ldots, R_{n}\right)\right\}\)
return U 2
else return INSORK(Newtask).
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\section*{P.S.}
W. Bibel brought under our attention the paper Ernst, G.W., The Utility of Independent Subgoals in Theorem Proving, Information and Control 18, pp. 237-252, 1971. A two level process is described where the first level corresponds with the sub-problem finder INSURER. The differences are: - rule 3.2 is missing; - the check for redundancy using INSTANCE inside INSURER is missing.

Recently we have extended INSURER with additional INSTANCE-checking such that the role of INSTANCE can be formulated as:
Let \(X=\Lambda(A, A l, \ldots, A i, \ldots, A n)\);
if \(\operatorname{INSTANCE}(A, A 1)\)
then replace \(X\) by \(\Lambda(A 1, \ldots, A i, \ldots, A n)\); if \(\operatorname{INSTANCE}(\) movenot \((\sim A), A i)\) then replace \(X\) by false; and similar rules for disjunctions. (See Quine, W.O., Methods of Logic, Holt NY, 1950, pp. 101107, which mentions special cases.)
INSURER thus fortified was capable to reduce to true:
\([\{(\exists x 1)(y \mid) P(x 1) \equiv P(y 1)\} \equiv\{(\exists \times 2) Q(x 2) \equiv(y 2) P(y 2)] \equiv\) \([\{(\exists x 3)(y 3) Q(x 2) \equiv Q(y 3)\} \equiv\{(\exists \times 4) P(x 4) \equiv(y 4) Q(y 4)]\).
(This problem was posed by P. Andrews at the Fourth Workshop on Automated Deduction, Austin, Feb. 1979.)

Question: Can INSURER - with these INSTANCE rewrite rules - recognize every valid formula from the monadic predicate calculus?
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\begin{abstract}
The causal arguments that people typically use to explain the behavior of physical systems contain ambiguities and hidden assumptions which result from imposing a particular point of view on the behavior of the system. The causality of such an argument is an artifact of imposing this point of view. Usually there exist other equally "valid" but conflicting arguments based on the same evidence. The inherent local nature of causal arguments makes it impossible for them to capture the more global effects that arc needed to resolve these ambiguities. However, their local nature makes causal arguments computationally simple to construct. This paper discusses these ideas in the context of electronics after first presenting a general theory of causal arguments. The causal rules that elcctncal engineers appear to use to reason about circuits are presented, and their use in constructing causal arguments for circuit behavior is discussed.
\end{abstract}

\section*{Introduction}

This research attempts to articulate the nature of the causal arguments which are so prevalent in human explanations of physical phenomenon. In particular, this paper is concerned with exploring "mechanism-like" explanations for the behaviors of physical systems. Although mechanistic or causal arguments arc ubiquitous, their structure and generation is rarely formalized. Both the knowledge and its associated calculus is usually tacit: there exists a shared body of common knowledge which is referred to when analyzing, explaining and understanding physical systems. Thus, this research can be viewed as articulating the tacit calculus used to understand and discover causal arguments.

This kind of research can have impact on education, cognitive science, and artificial intelligence. Ihis tacit calculus is part of what we are really trying to communicate in the classroom. If we understood it better this education process could be made more efficient. Furthermore, a formal model of the informal tacit calculus provides the foundations for computer-based instructional systems [Brown. Collins \& Harris 78]. From a cognitive science perspective, causal reasoning is an instance of a more general type of reasoning about physical systems, namely envisioning [de Kleer 77]. The study of causal reasoning provides another set of distinctions that helps clarify envisioning. This common sense tacit calculus is exactly what most modern problem solving systems have been lacking, and thus a better understanding of the tacit calculi can lead to more robust knowledge based systems.

In NEWTON [de Kleer 77] an initial theory of envisioning was developed which focused on a kind of qualitative simulation of the physical system of the rollercoaster. An example of a problem NFWTON could deal with was:


Figure 1 : Will the cart reach \(X\) ?
NEWTON approaches this problem by simulating the behavior of the cart utilizing only a few qualitative features such as the concavity of the surfaces and the direction of the velocity of the cart: "The cart rolls down the track and starts rolling up the inside of the loop. At this point it may roll back and oscillate. As it approaches the top of the loop it may fall off..." Since the specific values of the initial velocity and heights of the roller-coaster are not taken into account, the qualitative simulation cannot resolve the two critical ambiguities: (I) will the cart oscillate, (2) will the cart fall off. In order to resolve the ambiguities NEWTON analyzes their underlying assumptions and uses this information to reformulate the qualitative problem as quantitative one for subsequent quantitative analysis. For example, if the cart reaches \(X\) and docs not oscillate, it must be assumed that the velocity did not go to zero. This assumption then guides the quantitative analysis to look at the velocity of the cart on the initial segment of the loop. After these ambiguities have been resolved, the behavior of the loop-the-loop system of Figure 1 can be correctly simulated. The original qualitative simulation of the envisioning could not resolve the ambiguities and thus had to consider all the alternatives, which quantitative analysis had to later resolve. Therefore, envisioning can be viewed as the construction of a space of possible simulations which some other knowledge has to distinguish among.

A goal for this research is to develop a more sophisticated theory of envisioning. One of the serious problems that arises in extending the theory is that the behavior of more complex physical systems is typically
determined by a large collection of simultaneous constraints. For such systems, the fundamental difficulty is to determine what events are causing which others, unlike the roller-coaster domain where the only difficulties anse from the imprecision of the qualitative nature of the simulation. Since the primary source of ambiguities arises from potential ambiguities for the causes of events, envisioning for constraint systems is called causal reasoning. As we shall see the two difficulties in articulating this tacit calculus are: (1) the notion of causality that people appear to use to reason about constraint systems is mythical and bears little resemblance to what is actually the case, and (2) the resulting causal arguments are often rationalizations, since the ambiguities are resolved empirically rather than analytically.

Electronic circuits provide a rich domain to explore these issues since they are excellent examples of constraint systems (all of the network laws arc expressed as constraints), yet humans have extensive experience in dealing with them. Therefore after the general theory of causal reasoning is presented in the next sections a causal reasoncr for electronic circuits will be developed.

The use of this common sense tacit calculus leads to more powerful artificial intelligence programs. Causal explanations describe how the behaviors of the individual constituents contribute to the overall behavior of the system. This knowledge is important for understanding, designing and troubleshooting designed systems. For example, in the case of electronic circuits a complete algebraic analysis of even simple circuits can be computationally prohibitive, but knowledge of how the individual components contribute to the circuit's composite behavior can significantly improve the efficiency of the analysis [de Kleer \& Sussman 78). For example, an integrated circuit operational amplifier contains a large number of transistors, but few of them are situated on the main signal path. For many calculations, the effect of these auxiliary transistors on the signal can be ignored or accounted for by much simpler transistor models. The use of these simpler models significantly reduces the complexity of the algebraic analysis.

The causal explanation identifies which transistors are crucial to the behavior and which are not. Causal reasoning also plays a fundamental role in identifying the faults responsible for symptomatic behavior and in localizing faults at a shallower level of detail before entering the more expensive deep analysis [Brown 76] (de Kleer 76). Early designs can be checked to see whether they have any hope of achieving their desired behavior, and the sections which are critical to the desired behavior can be identified for special attention [McDcrmott 76).

This research differs from related work by Freiling [77] and Rieger \& Grinberg [77] by focusing on the distinction between the physical system that manifests the behavior and the abstract mechanism by which the system achieves that behavior. Ricgcr's theory has no representation of the system that his
cause-effect diagram is a description of. In my approach causal reasoning is, in effect, a method to construct a description of the abstract mechanism from the description of the physical system. This approach has a methodological advantage over Rieger's since it eliminates much of the arbitrariness from the representation of any particular mechanism. The current research has not progressed to the point that it is capable of producing CSA-likc description of the mechanism; this is a logical next step. In [de Klecr 79] the theory of causal reasoning outlined below is used as the basis for a recognizer, QUAL, which takes a description a circuit and produces a description of the mechanism by which the circuit achieves its behavior.

\section*{Theory}

The general form of a "mechanistic" argument is a sequence of events occurring in the functioning of the physical system where each event can be causally related to events earlier in the sequence. Each event is an assertion about some behavioral parameter of some constituent of the system (e.g. velocity at a point or current through a terminal). The sequential argument always reads as if it is temporally ordered.


Figure 2 : The Schmitt Trigger
"... An increase in \(\mathrm{v}_{1}\) augments the forward bias on the emitter junction of the first transistor, thereby causing an incremental increase in the collector current, \(\mathrm{iC}_{1}\) of that transistor. Consequently both the collector-to-ground voltage \(\mathrm{v}_{1}\) of the first transistor, and the base to-ground voltage of the second transistor \(\mathrm{v}_{3}\), decrease. The second transistor operates as an emitter follower which has an additional load resistor on the collector. Therefore, there is an decrease in the emitter-toground voltage \(v_{2}\). This decrease in \(\mathrm{v}_{2}\) causes the forward bias at the emitter of the first transistor to increase even more than would occur as a consequence of the initial inceasc in \(v_{1}\) alone...." [Harris et.al 66, p.68]

A causal argument consists of a sequence of assertions about system constituents each of which hold as the consequence of previous assertions. In a causal argument, \(A\) is a consequence of \(B\) means \(A\) is caused by \(B\). The causal
argument "... An increase in \(\mathrm{v}_{1}\) augments the forward bias on
the emitter junction of the first transistor, thereby causing an incremental increase in the collector current,...", is a sequence of two assertions: \(v_{1}\) increases, \(i_{C}\) increases. These are the two events of this causal argument. The deduction of one event from another is determined by the causal rules of the device models. In the above example the model for the first transistor is one in which increased emitter potential causes increased collector current.

The causal argument makes reference to an underlying device topology which describes the system's constituents and all possible interactions between them. Each event of a causal argument is an assertion conceming some constituent, and its antecedents refer to other events about constituents which are adjacent in the device topology. This is a consequence of the local nature of the causal models. A particular causal argument selects only a subset of the device topology as the information bearing connections. This subset is called the causal topology.

The local nature of the rules is the source of much of the power of causal arguments, as well as some of the problems. It ensures that every constituent (e.g. transistor, resistor, etc.) of a given type can be modeled the same way without regard to its surrounding constituents. Therefore the number of causal models is very small. This ensures that at least one and often many causal topologies can be constructed for any system constructed out of known constituents.

The potential ambiguities in a causal argument stem from (1) the qualitative nature of the rules, (2) the local nature of the rules, and (3) the inability to distinguish between the causes and effects among the events. Although the Schmitt trigger is inherently a constraint system and roller-coaster appears to be inherently sequential, the forms of the mechanistic arguments which explain their behavior are very similar. This was achieved by the engineer imposing a mythical causality on the behavior of the system which then admitted a temporal sequential argument.

The explanation for the Schmitt trigger made a number of unsubstantiated assumptions aside from the choice of transistor models. Why does the \(v_{1}\) increment appear across \(Q_{1}\) instead of \(R_{E}\) ?Why does the voltage \(v_{1}\) drop since \(Q_{2} S\) turning off should raise it? Why is the current contributed by \(Q_{2}\) turning off more than the current taken by \(Q_{1}\) turning on? There are many values for the parameters for which the circuit cannot function at all. The arguments arc only rationalizations of the observed behavior (observed by actual measurements or staled in the textbook). This does not detract from the usefulness of The explanations: no explanation ever accounts for every detail of the behavior. The usefulness of an explanation does not depend on how complete or correct it is, but whether the explanation is sufficient for the purposes it is applied to. One of the aims of this research is a taxonomy of different types of rationalization and when they are useful. With such a taxonomy, for example, we can hope to make some progress in the area of automatic summarization and
explanation of how complex systems work.
All of these ambiguities can be traced to assumptions made by the local rules. In order to sec this, the discovery, or generation, of causal arguments must be considered in more detail.

\section*{Generating Causal Arguments}

The apparent temporal order of the events of a causal argument allows it to be viewed as the description of a simulation of the system's behavior. This simulation can be easily repeated by applying the causal models to the underlying causal topology of the argument. The method for originally discovering a causal argument is also a simulation but without the knowledge of this causal topology. This generation simulation splits at every point where the device topology leads to different causal topologies thereby producing a collection of different causal arguments each with its own distinct set of underlying assumptions. The same causal models arc used in the resulting causal argument as in the generation process. This is a stronger locality claim than made in the previous section since it stales that the models used for the discovery of the original argument can only refer to information local in the device topology. This is surprising since one would expect that the generation simulation would require more detailed models.

This simulation method of generating causal arguments is computationally quite simple. The finite device topology ensures that the simulation must terminate, and the local nature of the device models makes the simulation of devices simple, as well as ensuring that every system constructed from the modeled devices can be analyzed. (The generation simulation can be compared with conventional forward deduction, except that the deductions are severely limited by the device topology and that there is no negation.)

In order to construct a causal reasoner for a given domain three issues have to be addressed:
(1) What is the device topology?
(2) What arc the rules of the device models?
(3) What arc the possible assumptions, and how should they be dealt with?
The remainder of this paper explores these three issues in the context of electronics.

In electronics, unlike most physical systems, the device topology can be determined directly from a circuit schematic. The choice of electronics as a domain to explore causal reasoning simplifies this first issue considerably. As the models are presented a number of different assumption types will become evident, but all the types of assumptions are dealt with in the same way.

\section*{Device Models for Electronics}

The classical engineering models that are used to model the behavior of electrical devices are widely agreed upon. However, the causal qualitative models that people use to reason about circuits arc not. In fact, these qualitative models
are rarely articulated, even though the tacit models that underlie people's arguments appear to be very similar. The following discussion glosses over the difficulties of identifying these heretofore tacit models. For a more detailed discussion of how these models were arrived at and alternative models see [de Kleer 79).

The causal explanation of how a circuit works is a qualitative description of the equilibrating process that ensues when signals are applied to the circuit. The behavior of the Schmitt trigger was described in this way. This will be called incremental qualitative (IQ) analysis. Since most circuits are designed to deal with changing input signals, it is not surprising that the main purpose of most circuits is achieved incrementally. For example, an amplifier must amplify changes in its input, digital circuits must switch their internal states as applied signals change, and power-supplies must provide constant current or voltage in the face of changing loads and power sources.

Incremental qualitative arguments rarely need to refer to more than the sign of the derivative which indicates whether the signal is increasing or decreasing. This requires an algebra of four values: "t" signal is increasing, "0" signal is not changing, "4" signal is decreasing, and "?" signal is unknown. The arithmetic of this algebra is very simple:
\begin{tabular}{cccccc}
\(\mathbf{x}\) & \(:\) & \(\downarrow\) & 0 & \(\uparrow\) & \(?\) \\
\(\mathbf{y :}\) & & & & \\
\(\downarrow\) & & \(\downarrow\) & \(\downarrow\) & \(?\) & \(?\) \\
0 & & \(\downarrow\) & 0 & \(\uparrow\) & \(?\) \\
\(\uparrow\) & & \(?\) & \(\uparrow\) & \(\uparrow\) & \(?\) \\
\(?\) & & \(?\) & \(?\) & \(?\) & \(?\)
\end{tabular}

Table 1:x+y

Only addition and subtraction are important, and no other operations are ever used.

The approach for constructing the models is to start with the classical constraint models, and reformulate them preserving only the sign of the derivatives of the variables. Ohm's law has a particularly simple formulation:

\(V=i R\)
\[
\partial r \Leftrightarrow \partial i
\]

Figure 3 : Ohm's Law for Resistors
\(d x\) refers to the sign of the derivative of \(x\). Currents are defined to flow into devices away from nodes. Kirchoffs Current Law (KCL) applies to components so that the current
into \#1 is equal and opposite the current through terminal \#2. The IQ model for Ohm's law is:

\section*{\(\partial v<a>\partial 1\)}

The rule specifies that the derivative of the current must be of the same sign as the derivative of the voltage. Since the resistor has no preferred causal flow direction this rule must be bilateral. This action is specified by the " < = >" operator.

The behavior of nonlinear devices can be modeled by a small number of linear regions, or states. Since the correct state cannot be determined when a nonlinear device is first examined by the simulation, the use of a causal rule for any state can only be made under the assumption that the device is operating within that particular region.


Figure 4 : Transistor
```

If Q is on : \partialv => \partialic, \partialv s> -\partialie, \partialv => \partialib
If Q is off: \partialib = 0, \partialic = 0, \partialie = 0
If Q is saturated : \partialic = 0

```

The " = > " action indicates a unidirectional causality, and the \("="\) action indicates that the circuit quantity is fixed at that constant value. Applied input signals can also cause the transistor to change its region of operation to another state. These possible state transitions require additional rules which make different kinds of assumptions. However, these will not be discussed here.

We now have enough rules to analyze some simple circuits:


Figure 5: Simple Inverter
The following causal argument is generated for this circuit (assuming the transistor is on):

Input voltage goes up (Given)
Collector current increases (Transistor rule)
Current through the resistor increases (KCI)
Voltage across the resistor increases (Resistor rule)
Voltage at output decreases (KVL)
In order to generate the causal argument the conventional

Kirchoffs Laws were utilized．Kirchoffs current law（KCL） specifics that the current flowing into any node or device is zero．Since there are only two devices connected to the output node，KCL states that the current flowing out of the collector equals the current flowing into the resistor．Kirchoffs voltage law（KVL）specifies that the voltage around any loop is zero． Since the supply voltage is unchanging，KVL states that the voltage change across the resistor must be equal and opposite the voltage across the transistor．

\section*{Heuristic Rules}

The rules discussed so far are sufficient to deal with many circuits．The only assumptions that are made involve state choices and therefore every causal argument that makes the correct state choices is guaranteed to be valid． Unfortunately，most circuits cannot be completely analyzed． One such case occurs when a transistor＇s collector is connected to a number of circuit fragments：


Figure 6 ：An Unanaly／．able Circuit Fragment
An increased base voltage causes an increased collector current．Since there arc a number of devices connected to the collector node，the current through these devices cannot be determined．Furthermore，the transistor model provides no information about the voltage at the collector node．Thus the simulation halts with the voltage and currents at the node left unassigned．In quantitative analysis this would be a point at which to introduce a variable［Stallman \＆Sussman 77］．

This situation arises quite commonly in engineer＇s analyses，＇The method for dealing with it can be summarized in one heuristic：the（IQ）value of the potential at the node（the voltage with respect to ground）is opposite to the（IQ）value of the current drawn from the node．An instance of this heuristic is：＂The increasing current pulls down the node．＂In the above circuit fragment，the increased collector current causes the voltage at the collector node to drop．This heuristic rule is makes the assumption that the circuit around the node is behaving as a positive resistance．This assumption can be violated．

A second unanalysable circuit fragment occurs at the input of the Schrnitt trigger：


Figure 7 ：Schrnitt Trigger Input
The input signal is applied between the base of the transistor and ground（i．e．across both the transistor and the resistor）．Since this voltage does not appear across any component in isolation，no causal argument is discovered for the behavior of this circuit．A second heuristic is used to deal with this case：whenever a voltage is discovered between a device terminal and ground，this value is applied directly to the device． This heuristic assumes that the first signal discovered at the input of some device dominates the signals at the other terminals．

The first heuristic is called the KCL－heuristic，and the second the KVL－heuristic．These two heuristics combined with the device rules arc sufficient to explain the behavior of most circuits．The central remaining difficulty is that this causal calculus docs not necessarily ascribe a unique behavior to the circuit being analyzed．These ambiguities result from assumptions made by the heuristic rules．The assumptions come from three different sources：
（1）The nonlinear nature of the devices．
（2）Transitions between the linear states．
（3）KCL－and KVL－heuristics．

\section*{Ambiguities and Assumptions}

A second phase of the analysis considers the different possible causal arguments（ambiguities in the behavior）that a circuit can have in order to determine which assumptions are relevant．In order to do this each event of a causal argument is tagged with the assumptions that were made in the simulation to get to it．This tagging is illustrated by the following more formal description of the causal argument for the Schmitt trigger．Each voltage or current is described by a short descriptor，a value，a list of assumptions，and a justification．The assumption list is enclosed within＂＜．．．＞＂． An assumption concerning a device＇s state is described as （ \(\langle\) device 〉 〈state 〉），a KCl－heuristic assumption is described \(a^{c}\)［〈Icrminal〉＜device＞］，and a KVL－heuristic assumption is described as \(\langle\langle\) device〉 〈terminal＞］．
（VOLTAGE INPUT GROUND）\(=\downarrow\) Premise．
（VOLTAGE B1 E1）\(=\downarrow\left\langle\left[\begin{array}{ll}\mathrm{Q} 1 & \mathrm{~B}\end{array}\right\rangle\right.\) KVL－heuristic［Q1 B］
（CURRENT C Q1）\(=\downarrow\langle(\mathrm{Q} 1 \mathrm{ON})[\mathrm{Q} 1 \mathrm{~B}]\rangle\) \(\partial V=>\partial I C\) for \(Q 1\)
（VOLTAGE C1 GROUND）\(=\uparrow\langle[C\) Q1］（Q1 ON）［Q1 B］） KCL．heuristic［C Q1］

These assumptions play a critical role in two rather complex kinds of qualitative reasoning, which are presented next.

\section*{Points of View}

This section and the next contain a very brief discussion of the roles of interpretations and teleology. Both involve surprising subtle and complex issues which are difficult to present in the space available. See [de Kleer 79] for a detailed presentation.

A collection of assumptions can define a point of view on the behavior of the circuit. Each different collection of assumptions suggests a different way in which the circuit can work by selecting a different set of events which depend on the assumptions. There a number of conditions that a collection of assumptions must satisfy before it can be reasonably considered a point of view. For this reason the notion of interpretation is introduced. An interpretation of a circuit's behavior is a collection of assumptions which:
(1) is noncontradictory - docs not select contradictory events.
(2) is maximal - every event that can be added must be added.
(3) justifies heuristics -- all the assumed positive resistances must behave as such.
These three conditions rule out most collections of assumptions, and the remaining interpretations are very few (never more than twice the number of transistors in the circuit). Often there is only one interpretation.

\section*{The Role of Teleology}

Every interpretation produced by this procedure describes a behavior that could be valid for some assignment of circuit parameters (i.e. specific resistances, gains, power supply voltages, etc.). The interpretations can usually be disambiguated by appealing to the teleology of the circuit. Since circuits are designed artifacts - systems whose behavior is to achieve some particular purpose - they have a teleology. By knowing the purpose of the device the interpretation whose behavior is consistent with this purpose can be selected as the correct one. For certain classes of circuits, just the knowledge that the circuit has some purpose can be sufficient to identify the correct interpretation.

In the case of the Schmitt trigger the analysis discovers four interpretations:
[1] correct.
[2] approximately interpretation [1] but without feedback.
[3] signal reversing the feedback path.
[4] approximately interpretation [2] and (3).
(Interpretations [2] and [3) do not violate the maximality condition for interpretations, but in order to see this a detailed examination of the assumptions involved is required.)


Figure 8 : Voltages in Interpretation [1]


Figure 9 : Voltages in Interpretation [4]

\section*{Conclusions}

The power of the causal reasoning (envisioning) comes from the fact that it is complete, limiting and articulate. Envisioning is complete for the class of circuits QUAL considers since it is capable of simulating every possible behavior. Therefore, any behavior which the envisionment does not predict as a possibility cannot happen. Envisioning is limiting in that it generates only a small number of ambiguities. Finally, envisioning articulates the source of the ambiguities so that other knowledge can be used to deal with them. In the case of electronics this other knowledge is Ideological. Without any one of these properties the calculus would be useless. For example, without the completeness property no necessary relation exists between the envisionment and what is actually the case. If the envisionment does not articulate the source of the ambiguities, other knowledge cannot be used to resolve them.

NEWTON [de Kleer 77], a program to solve physics problems in the roller coaster domain, is also based on envisioning. The envisionment for a roller-coaster problem consists of a sequence of qualitatively described scenes indicating how the roller-coaster moves along the surface. NEWTON invokes mathematical laws to quantitatively resolve
the ambiguities, while QUAL resolves the ambiguities quite differently by appealing to the teleology of the system. Both programs are based on the same theory of envisioning, but resolve the ambiguities in radically different ways. Although ambiguities appear at first to be an undesirable side-effect of a theory of envisioning, the examples from physics and electronics illustrate that they play an important role in understanding complex systems. The assumptions underlying the ambiguities provide the key to reformulating the analysis so that other knowledge can be profitably employed.

In the case of the roller coaster world the causal rules are quite obvious and are determined by the behavior of the roller-coaster cart through time. However, in the case of electrical systems it is very difficult to determine a time order on the events, and the causality between events is largely imposed by the understandcr. In this case the causal rules can only be determined by studying arguments that people actually use to understand circuit behavior.
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A method for scheduling laiowledge source instantiations in a Speech Understanding System is presented. It is based on the evaluation of linguistic probabilities and on approximate reasoning.

\section*{1. INTRODUCTION}

Searching for control strategies and methods for scheduling interpretation processes is among the most difficult tasks involved in designing Speech, Language and Image Understanding Systems. Remarkable efforts have been made in the area of Speech Understanding Systems (SUS), whose state of the art has been the object of a recent review by De Mori [l]. Sophisticated control strategies and scheduling polices are required when the world to be interpreted is very complex (for example for large protocols with big dictionaries in a SUS). For such cases, a paradigm of the type 'hypothesize-and-test' and knowledge representation by rules of the type "precondition -> action" have been proposed [2]. The first attempts to design and evaluate control strategies in such a conceptual framework and in an environment where the input informations are corrupted and redundant appear in papers by Woods et al. [3], Lesser and Hayes-Roth (4] and in the Ph. D. Thesis by Paxton [5]. They mostly use numerical probabilities or heuristic scores to evaluate the hypotheses emitted by the system and to assign priorities to the processes that have to be executed to verify new hypotheses or theories. Valuable as they
are, all these approaches leave room for improvements.
On the other hand, control strategies of systems designed for understanding non corrupted input messages are mostly based on non-numerical rules. The content of this paper tries to establish a connection between the numeric and the non-numeric approach to the design of control strategies.
An attempt has been made for evaluating interpretations of the speech signal by a-posteriori probabilities, using the Bayes theorem [3]. But, in these evaluations, a high degree of imprecision is involved, owing to the approximations made in extracting acoustic features and in evaluating a-priori probabilities. Moreover, an increase of the complexity of an interpretation corresponds very often to having more heuristic and subjective simplification introduced in the computation of probabilities. Thus the a-posteriori probabilities obtained by the Bayes theorem are affected by a degree of imprecision. There is little hope that this imprecision can be removed by refinements involving a practically impossible experimental work. The most realistic position is that of accepting imprecisions and representing aposteriori probabilities by linguistic variables. A mathematical framework in
which linguistic probabilities can be treated is the theory of fuzzy linguistic variables [6-9]. This theory not only allows one to deal with imprecise concepts, as the linguistic probabilities are, but also to combine probabilistic concepts with concepts of other types, using inference rules for developping an approximate reasoning• Furthermore, a-posteriori probabilities are not the only parameters on which scheduling of further interpretation actions have to be based. In fact, a control system should be designed on the basis of inference rules which take into account also considerations of action importance and suitability, that
are not probabilistic in nature.
2. ASSIGNMENT OF LINGUISTIC PROBABILITIES

Let \(\Omega\) he a portion of the input data to be interpreted. System knowledge is shared among levels and each level may have a knowledge source associated with it. The lowest phonctic foutures of the system are "Vocalic", "Non vocalic" and "Sonorant", "Non-sonorant". The latter two features are applicalle, in the system, only to consonants. 'The assignment of' linguistic probabilities to interpretations of \(\boldsymbol{\Omega}\) begins with the context-independent phonetic fealures, given the evidence of the acoustic features. For example, the assignment of the phonetic features "sonorant" and "non-sonorant" to \(\Omega\) is controlled hy two fuzzy grammars Gs and \(G_{M}\), described in details in [11]. Parsing the input string under the control of \(G_{s}\) and \(G_{N}\) leads to the evalluation of the compatibility values \(\mu_{s}(\Omega)\) and \(\mu_{N}(\Omega)\) between \(\Omega\) and the start symbols of (is and \({ }^{\boldsymbol{N}} \boldsymbol{N}\) respectively. Rather than on the exact values of \(\boldsymbol{\mu}_{\mathbf{g}}(\boldsymbol{\Omega})\) and
\(\mu_{\boldsymbol{N}}(\boldsymbol{\Omega})\), scheduling of subsequent processes depends on considurations that may be expressed by furyy propositions like the following: \(" \mu_{\mathbf{s}}(\boldsymbol{\Omega})\) and \(\mu_{\boldsymbol{N}}(\boldsymbol{\Omega})\) are approximately equal" or " \(\boldsymbol{\mu}_{\boldsymbol{s}}(\boldsymbol{\Omega})\) is much lurger than \(\boldsymbol{\mu}_{\boldsymbol{N}}(\Omega)\) ", etc.. These fuzzy propositions 1 cad to the definition of fuzzy sets on the intcrval \([-1,+1]\) of

Let \(A \in \boldsymbol{Q}_{\mathbf{X}}(\boldsymbol{\Omega})-\mu_{\boldsymbol{N}}(\boldsymbol{\Omega})\)
one of such fuzzy sets. Let \(J\) be the cardinality of \(\boldsymbol{\theta}\); the evidence of the features "sonorant" and "non-sonorant" in \(\boldsymbol{\Omega}\) will be represented by the fuzzy linguistic variable \(A\) such that:
\[
\boldsymbol{\mu}_{A}(\times(\boldsymbol{\Omega}))=M_{j} \mathbb{M} \times[1, j] \boldsymbol{\mu}_{\wedge_{j}}(\times(\boldsymbol{\Omega}))
\]

Let \(H_{S}\) and \(H_{N}\) be the hypotheses: \(\Omega\) is u sonorant consonant and \(\boldsymbol{\Omega}\) is a non-sonorant consonant respectively. By the Bayes theorem one gets:
\(\operatorname{Pr}\left(H_{i} \mid A\right)=\frac{\operatorname{Pr}\left(A \mid H_{i}\right) \operatorname{Pr}\left(H_{i}\right)}{\operatorname{Pr}(A)} \quad(i=S, N)\)
The evaluation of \(\operatorname{lr}\left(H_{i} \mid A\right)\) is rather complex because \(A\) is a furyy event instead of a precisely defined event. Given the probability density \(p\left(x \mid H_{i}\right)\) and the definition of \(A\) on the interval \([-1,+1]\) of the variable \(x\) and applying the extension principle and the definition of fuzzy integrals [10] it is possible to compute a possibility value \(\mu_{\operatorname{Pr}(1, \mid A)}(z)\) for every value \(z \boldsymbol{\sigma}[(0,1]\) of the probability \(\operatorname{Pr}(f i f(A)\). This possibility|probability distribution can he compared with linguistic prothabilities, defined as fuzzy sets on the interval \([0,1]\). Such definitions can be found in [10]. Let \(P\left(H_{i} A\right)\) be the fuzzy set obtained with the (3) and \(\boldsymbol{\lambda}_{\boldsymbol{j}}\) : linguistic probability value: the value \(\lambda_{j}(j \in[1, J])\) that best approximates \(P\left(H_{i} \mid A\right)\) is retained instead of an exact value of the left side probability in (3). The problem of linguistic approximation is treated in detuils by Bellman and Zadeh [13].
The computations mentioned so far are performed once forever and the results are represcnted by tables giving the best lingu:stic approximation for a probabilityl possibility distribution, given the evidence of the features in \(\Omega\) represented by fuzzy sets \(A_{i} \mathbb{Q}\).

\section*{3. PRIORITY ASSIGNMENT}

A Speech Understanding System is organized by levels; let \(\left\langle\boldsymbol{l}_{\mathbf{1}}, \ldots, \boldsymbol{l}_{\boldsymbol{J}}\right\rangle\) be the set of such levels. The knowledge of the system strategy may be represented in procedural form by rules of the type:

〈precondition \(\rightarrow\) action〉. For example, in the project referred to in this paper, the lexical knowledge is represented by frames, whose composition is described in another paper [14]. Each frame \(w_{i}\) contains a set of preconditions \(P_{i}\) and a set of actions \(A_{i}\). A precondition \(P_{i n}{ }^{6} P_{i}\), that allows the action \(A_{i n} A_{i}\) to be requested, is expressed in terms of items corresponding to hypotheses already verified.Combining the probability values of these items, it is possible to evaluate the linguistic probability value of the precondition \(p_{i k}\); let \(\boldsymbol{\lambda}_{i k}\) be such value. The assignment corresponds to the following proposition:
\[
\begin{equation*}
\text { Pik is } \boldsymbol{\lambda}_{\text {ik }} \tag{4}
\end{equation*}
\]

Priority assignment is performed by the understanding controller on the basis of two types of evaluation. The first refers to the possibility of the succes of an action, given the probability of the preconditions. The second refers to the suitability of the action with respect to a knowledge like computational complexity and goal sutisfaction. The latter evaluation is based on a proposition of the following type:
IF Pfre is likely THEN Ainis suitable (5) where"suitable is a fuzzy linguistic variable belonging to a dictionary \(\mathcal{E}\). The (5) is an example of the rules of in. ference of the understanding controller. Such rules may be learned by experiments or they may be initially settled by the designer. During the understanding process, the controller will assign a linguistic value to the process executing the action Aih according to the result of the following approximate reasoning:

\section*{Pik is \(\lambda_{i k}\) (premise) IF pik is likely THEN Afh is suitaple}

Execution of \(A_{i}\) is \(\boldsymbol{6}\)-suitable (conclusion) When more action compete for execution with different degrees of local suitability, the priority have to be assigned to them on the basis of a few general inference rules of the control strategy. Such rules establish general degrees of importance of possible actions, given premises that are assumed to be true or false.

\section*{4. AN EXAMPLE OF APPLICATION}

We defined the four fuzzy sets:
\(A_{s} \triangleq " \mu_{S}(\boldsymbol{\Omega})\) and \(\mu_{\boldsymbol{m}}(\boldsymbol{\Omega})\) approximatively equal"; \(A_{\boldsymbol{2}} \equiv " \boldsymbol{\mu}_{\boldsymbol{s}}(\boldsymbol{\Omega})\) slightly higher than
\(\mu_{\mu}(\Omega) " ; A_{s} \triangleq{ }^{\bullet} \mu_{M}(\Omega)\) much higher than
\((\boldsymbol{\Omega}) " ; A_{\boldsymbol{\mu}}=" \mu_{\boldsymbol{\Omega}}(\boldsymbol{\Omega})\) much higher than
\((\Omega)\) '. By the method described in [10] we computed the possitility|probability distrubution of the a-posteriori probabilities \(\operatorname{Pr}\left(H_{i} \mid A_{j}\right)((i \cdots, N), i \in[1,4])\), which we approximated by stiandard linguistic variables.
Table I and II show the results obtained By using suitability values as priority values for the competing processes "sonorant" "non-sonorant" the right action is scheduled with hisher priority in \(84.6 \%\) of the cases and in the \(14 \%\) of the cases the two actions have been scheduled with equal priority. Using a Bayes decision we obtained, in the most favorable case an error rite of \(0.8 \%\) with \(22 \%\)
underided cases.
\begin{tabular}{|c|c|c|}
\hline \(\mathrm{A}_{1}\) & \(\lambda\left(\mathrm{H}_{8} \mid \mathrm{A}_{1}\right)\) & \(\lambda\left(H_{N} \mid A_{j}\right)\) \\
\hline \[
-0.120 \stackrel{S}{x}_{A_{x}}^{A_{1}}<0.116
\] & Uncertain & Uncertain \\
\hline \[
{ }_{0.116 S_{2}^{A_{2}} \ll 0.369}
\] & Likely & Unlikely \\
\hline \[
\begin{gathered}
\mathrm{A}_{3} \\
-1.000 \leqslant x<0.120
\end{gathered}
\] & Extremely unlikely & \begin{tabular}{l}
Extremely \\
likely
\end{tabular} \\
\hline \[
\begin{gathered}
\mathrm{A}_{4} \\
0.369 \stackrel{ }{x} \cdot<_{1.000}
\end{gathered}
\] & \begin{tabular}{l}
Very \\
likely
\end{tabular} & Very unlikely \\
\hline
\end{tabular}

Table I - Definition of the fuzzy sets \(A_{1}\) and their a posteriori probability.
\begin{tabular}{|c|c|c|c|c|}
\cline { 2 - 5 } \multicolumn{1}{c|}{} & \(A_{1}\) & \(A_{2}\) & \(A_{3}\) & \(A_{4}\) \\
\hline\(S\) & 18 & 68 & 0 & 107 \\
\hline\(N\) & 33 & 4 & 128 & 1 \\
\hline
\end{tabular}

Table II - Assignment of priority according to the linguistic probability value.
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\begin{abstract}
A system which induces properties of functions is presented. Induction is performed by stepwise generalizing specific given elements of the function domains for which the system can test that the property holds. The system relies on symbolic computation, reflexivity lemmas, and an estimate of the behaviour of the functions. Finally, the paper gives a basis for an evaluation of the system by constructively defining a class of theorems which the system is able to induce.
"In mathematics as in physical sciences we may use observation and induction to discover general laws. But there is a difference. In the physical sciences, there is no higher authority than observation and induction, but in mathematics there is such an authority: rigorous proof." G. Polya How to solve it. Doubleday (New York, 1957).
\end{abstract}

\section*{1. INTRODUCTION}

Inductive reasoning has been a popular task in Artificial Intelligence since the very early beginning. It has been attempted in such domains as (just to mention a few) series completion, grammar inference, automatic programming, and theory formation \([5,6,9,10,14,17,19\), 20,22].

In deductive sciences, inductive reasoning play\(s\) a peculiar role in the process of knowledge development. In fact, the correctness of an induction can be confirmed by a rigorous proof, even though only a semi-decision procedure might be available, depending on the formal system complexity. Moreover, the rejection of an inductive hypothesis may bring forth explanations about the failure which help in refining the hypothesis.

It goes far beyond the scope of this paper to give a complete account of all the work on inductive reasoning in formal systems. We might mention just a few references. Meltzer [15], Michalski [16], Plotkin [18] and Vere [22] have tackled various forms of inductive reasoning tasks in the predicate calculus. Brown and Tarnlund [4] were concerned with finding a close form solution to difference equations. In the
context of program verification, Boyer and Moore [2], Brotz [3], and Aubin [I] generalize theorems which are then proven by a suitable induction principle. The problem domain we have chosen is akin to the latter.

The system we present induces properties of recursive functions. The properties are defined to the system as (boolean valued) recursive functions. The system can observe that a given property holds for given elements of the domains of the involved functions (called ground property), and examine the corresponding ground property computation. Since the computation is indeed a proof, the evidence the system starts from is that a very trivial theorem holds. The definitions of properties and functions are available and must be taken into account, because no relevant inductive reasoning can be made irrespectively of their nature. Secondly, induction can depend on the details about the flow of computation. We simply provide the system with the kind of information one might get from any tracing facility, i.e. which function, when and where, was applied during the computation.

Thus, inductive reasoning requires the system to grasp a notion of function definition and computation up to be able to formulate a theorem about functions at an expertise level. We
do not claim that a competent system which induces function properties does understand functions and computability. The system we present here is not at all able to develop a theory of computation, hence it does not compare with systems for scientific discovery, such as Lenat's AM [I2] . Nonetheless, it exhibits some competence in function property induction.

Again, let us stress the advantage we gain from addressing an inductive reasoning task in the framework of a formal system. The aptness of the inductive system can be precisely stated, confirmed by a formal proof, and anyway appreciated on firm grounds (as far as the observer understands the formal function and property definitions). In this prospect, we cared for providing a precise evaluation of our inductive method effectiveness, and we proved that the method is strong enough to induce formulae which are actually theorems if the involved functions and properties belong to a constructively defined class.

\section*{2A FORMAL CALCULUS ENVIRONMENT}

We use a simple recursive function formalism, TEL (Term Equation Language) which was introduced [I3] for proving program properties by symbolic computation (e.g. [2] ) and is similar to other independently developed formalisms [1,7]. For the present application we add types to TEL so that the resulting language is so similar to Aubin's that the formal treatment and all results of his carry over Typed TEL (later referred to as TTEL). We now briefly overview TTEL, borrowing some nomenclature from Aubin's.

Every term, i.e. every variable and function application, has a type. Each type is defined by a set of type equations which also define the type constructors. All the types and constructors occurring in the equation (apart from the type and constructor being defined) must be defined at a lower level. The language is quantifier free, because any variable occurring in an equation is implicitly universally quantified over its type. Examples are
(TYPE(TT())=B; TYPE(FF())=B)
( \(\operatorname{TYPE}(0())=\mathrm{N} ; \operatorname{TYPE}(\mathrm{S}(\mathrm{N}))=\mathrm{N})\)
(TYPE(NIL())=L; \(\operatorname{TYPE}(\mathrm{C}(\mathrm{N}, \mathrm{L}))=\mathrm{L})\)
(TYPE(LNIL())=LL; TYPE(LC(L,LL))=LL)

The constructor TYPE is used only to denote type equations. In the following we will omit the argument list of O-adic constructors. A type is called reflexive if it is defined in terms of itself (e.g. N,L and LL). Analogously, constructors like \(S\) and \(C\) are reflexive and the argument position where the type they construct occurs is called the reflection argument position. Non-reflexive constructors will also be called terminators of the type. Given a term \(c(t I\), \(\ldots, t n\) ) where \(c\) is a constructor, \(t l, \ldots, t n\) are terms, then \(\mathrm{ti}(\mathrm{I}<\mathrm{i}<\mathrm{n})\) is an immediate predecessor of \(c(t I, . . ., t n)\) if \(t i\) occurs in \(a\) reflexion argument position.

Defined functions are introduced by stages. A function definition is a pair, whose first component is a type equation which defines the types of the arguments and the type of the result. For example \(\operatorname{TYPE}(\operatorname{EQN}(N, N))=B\). The second component consists in a set of equations (rewrite equations), which allows a definition by cases \([7, \mathrm{II}]\). Rewrite equations obey the schema \(f(a l, \ldots, a n)=<r e w r i t i n g\) term) where \(f\) is the function being defined, and al,..., an are terms (formal arguments) which may consist either in a variable, or in a constructor applied to variables only (recursion arguments). The only variables which may occur in the <rewriting term> are the formal argument variables. If \(f\) occurs in the <rewriting term)(recursive equation), its recursion arguments must be immediate predecessors of the formal recursion arguments.

The definition by cases is restricted as follows. If an argument position is recursive in one equation, then it must be a recursive argument position for all the equations, and for each constructor of the required type there must be exactly one rewrite equation. If the function simultaneously recurs on two or more argument positions, then exactly one rewrite equatxon must be given for each tuple of constructors of the required types (see the example below).

The metalinguistic constraints allow the definition of total functions only. Nevertheless, all primitive recursive functions over the type of natural numbers N can be defined. This is concrete example.
\(\{E Q N(0,0)=T T\);
(ENbI)
\(\operatorname{EQN}(0, S(y))=F F\);
(ENb2)
\(\operatorname{EQN}(S(x), 0)=F F ;\)
\(\operatorname{EQN}(S(x), S(y))=\operatorname{EQN}(x, y)\} \quad\) (ENb)

The definition of computation of a TTEL term follows.
i) Specialize a rewrite equation so that its left-hand side becomes identical to a (sub)term of the evaluating term;
ii) Substitute in the evaluating term the specialized equation right-hand side for the (sub)term;
iii) Repeat from Step (i) until no equation left-hand side can be made identical to a (sub)term of the evaluating term.
The interpreter adopts the call-by-need computation rule.

Let us now extend the TTEL term definition by introducing free typed variables. A free variable can be instantiated to any term of its type, possibly introducing new free variables. A symbolic term is a term in which free variables occur, otherwise the term is ground. We can extend the definition of computation to handle symbolic evaluating terms. Step (i) only needs to be extended so that the involved test for identity can cause evaluating term free variables to be instantiated. The computation of a symbolic term may be non-deterministic, due to the inherent non-determinism of free variable instantiation. Thus, symbolic computations are (possibly infinite) trees. A concrete example is the following. The term \(\operatorname{EQN}\left(S(x), S\left(S\left(^{\wedge}\right)\right)\right.\) (free variables will be underlined) is reduced to \(\operatorname{EQN}(x, S(£))\) by (ENr) and then either to FF if \(x\) is instantiated to 0 by (ENb2), or to EQN ( \(\mathrm{x} \_\mathrm{l}, \mathrm{vj}\) if x is instantiated to \(\mathrm{S}(\mathrm{x} 1\) ) by (ENr). From this point on, all EQN equations can be applied.

We might provide the same inference rules available in Aubin's system. We omit them here since we are not interested in the deductive aspects of the formalism. It is only important to notice that ground property computations yielding TT can be seen as proofs of the property because the interpreter itself implements the tactics Aubin calls simplification.A theorem with universally quantified variables is proven by straight computation if when free variables are substituted for quantified variables, the obtained symbolic term computation yields TT without instantiating the introduced free variables.

\section*{3. An INDUCTIVE REASONING TASK IN TTEL}

The system accepts TTEL type and function definitions, and can ask the TTEL interpreter to compute a ground property. The interpreter provides the system with the resulting value and with a computation trace consisting of a sequence of pairs (rewritten subterm, applied rewrite equation). The goal is to induce from this evidence a formula which subsumes the ground property, and hopefully is a theorem itself.

First, the system finds the most general theorem whose proof consists in the given computation trace. This is a proper generalization and the system is able to check it. Secondly, the system exploits properties of predicates such as equality to further generalize the theorem. The system does not give a proof of the new theorem, but a proof could easily be obtained by simplification and induction. A final generalization is obtained on the grounds of few rules which might instead yield non valid results.

\section*{4. GENERALIZATION BASED ON PROOF}

The first clue the system starts from is the given computation trace. In fact, the very same computation trace may prove a theorem stronger than the given one. In the first place, if a function application term is never evaluated during the computation, the term can safely be substituted by a universally quantified variable and the given computation will still be a proof of the obtained theorem. A typical example is provided by the following ground property (function definitions are given in Appendix I) EQLN(A(C(PLUS(S(0), 0), NIL),
\[
\begin{gather*}
C(S(0), C(0, N I L))),  \tag{I}\\
A(C(S(0), C(0, N I L)), \\
C(P L U S(S(0), 0), N I L))) .
\end{gather*}
\]

Since the terms PLUS(S(0),0) are never evaluated, they can be sustituted by a universally quantified variable, yielding the theorem
EQLN(A(C(x,NIL), C(S(0),C(0,NIL)),
\[
A(C(S(0), C(0, N I L)), C(x, N I L))) .
\]

The same generalization can be done on those data terms (i.e. terms built on constructors only) whose structure is irrelevant to the computation. The system can distinguish the relevant part of the occuring data terms by resorting to the function rewrite equations, whose formal argument terms describe exactly the most general data term the rewrite equation can be
applied to. The required generalization is obtained by firstly substituting free variables for the maximal data terms in the theorem. Then the resulting symbolic term is evaluated by forcing the computation to exactly follow the given computation trace. The original free variables will turn out to be instantiated only as far as needed to obtain the given computation. Let us work out the above example to clarify the matter.

Suppose the maximal data terms are replaced as EQLN(A(vl ,v2) ,A(v2,vl ).
Since the computation trace reports that the recursive \(A\) equation was applied to the \(A\) terms, the variables v l and v 2 need to be instantiated to \(\mathrm{C}(\mathrm{vII}, \mathrm{vI} 2)\) and \(\mathrm{C}\left(\mathrm{v} 21 \_, \mathrm{v} 22\right)\) respectively. Analogously, \(\underline{12}\) is subsequently instantiated to NIL and v22 to C(v23,NIL). Collecting all instantiations, and substituting the still remaining free variables by universally quantified variables, we obtain the theorem
\(\operatorname{EQLN}(A(C(v I I, N I L), C(v 21, C(v 23, N I L)))\),
A(C(v21, C(v23,NIL)), C(vII,NIL))).
However, if the starting term isEQL(A(vl,v2), A(y_3,v£)) the forced computation is not able to reconstruct the identities of vl to v 4 , and of v2 to v3. Consequently, the substitution of free variables for input data terms must be done carefully.

The heuristic rule for free variable introduction adopted by the system is based on the following observation. In order to have interesting theorems, the variables occurring in one actual argument term of functions such as EQLN (called balanced functions) should occur in the other argument term as well. The system is able to recognize balanced functions from their definitions (basically because they recur simultaneously on both argument positions). Moreover, the user is allowed to tag functions as being balanced (e.g. the boolean functions AND and IMPLIES may conveniently be handled as balanced functions). Thus, the system substitutes identical data terms with different free variables in one argument term, and if the involved function is balanced, carries the introduced variables over the other argument term. For example, if the ground property is
\(\operatorname{EQLN}(\mathrm{A}(\mathrm{C}(0, \mathrm{NIL}), \mathrm{C}(0, \mathrm{NIL})), \mathrm{A}(\mathrm{C}(0, \mathrm{NIL}), \mathrm{C}(0, \mathrm{NIL})))\)
then free variables are introduced as follows \(\operatorname{EQLN}(\mathrm{A}(\mathrm{vl}, \mathrm{v} 2), \mathrm{A}(\mathrm{v} 2, \mathrm{vl}))\)
and forced computation yields the theorem
EQLN(A(C(vII,NIL), C(v21,NIL)),
A(C(v21,NIL), C(vII,NIL))).
Actually, vl and v 2 in the second A term could also be introduced the other way around, thus yielding a trivial theorem. The system produces all possible free variables introductions. Some of them are proven by a triviality checker, others are discarded by subsumption.

The limitation of the proof based generalization method stems from its strong dependence on the involved functions. For example, consider the following ground property.
EQL(A(C(0,NIL),A(C(0,NIL),R(NIL))),
\[
\begin{equation*}
A(A(C(0, N I L), C(0, N I L)), R(N I L))) \tag{3}
\end{equation*}
\]

No free variable introduction helps, because the forced computation will anyway yield back the ground property. In fact, EQL is a much more demanding equivalence relation than EQLN, because EQL accurately checks the list elements by means of EQN.

The generalization method presented in the next Section exploits the presence of equivalence predicates in the theorem, and it is a first start on generalizing the proof.

\section*{5. GENERALIZATION BASED ON EQUIVALENCE}

Let us describe the role of equivalence by means of example (3). The forced computation starts with the following term (called symbolic input term).
E0L(A(vl, A(v2,R(v3))),A(A(vl,v2),R(v3))).
The computation trace forces the instantiation of vl _ to let the outermost \(A\) terms produce (through the recursive \(A\) equation) two \(C\) terms. Thus the symbolic term is rewritten as follows EQL(C(vll, A(vl2, A(v2,R(v3)))
\[
C(v I I, A(A(v I 2, v 2), R(v 3))))
\]

The EQL recursive equation is applied yielding AND (EQN(vII,vII),EQL(A(vl2,A(v2,R(v3))),
\[
A(A(v / 2, v 2), R(v 3))))
\]

This is the first place where the notion of equivalence can help generalizing. The system notices the occurrence of the term EQN( \(\underline{\mathrm{vll}}, \underline{\mathrm{v} \| \mathrm{l}})\) whose corresponding evaluation in the computation trace yields TT. Since EQN is an equivalence relation, the reflexivity lemma \(\operatorname{EQN}(x, x)\) can easily be proven, and used to rewrite \(\operatorname{EQN}(\underline{\mathrm{vII}}, \underline{\mathrm{vII}})\) to TT.The part of the computation trace describing the evaluation of EON can be by-passed thus leaving the variable vll free.

More precisely, whenever an equivalence predicate application \(e(t I, t 2)\) is found during the forced computation, the system attempts to use the reflexivity lemma \(e(x, x)\). If \(t l\) and \(t 2\) are identical, and are sub-terms of the symbolic input term, a new free variable is introduced for both tl and t 2 .

In the given example, the computation proceeds with the evaluation of the EQL term, and by instantiation of \(v 12\) to NIL yields EQL(A(v2,R(v3)), A(v2,R(v3))).
The reflexivity lemma is not applied because the second \(A\) term is not part of the symbolic input term but it comes from the computation of the term \(A(v l, v 2)\). On the contrary, after a few steps the variable v2 ripples out and the evaluating term becomes EQL(R(v3),R(v3)).
Both \(R(v 3)\) terms satisfy the conditions above, and the system generalize them. Finally, collecting all instantiations, the induced theorem is the following
\[
\begin{align*}
& E Q L(A(C(v I I, N I L), A(C(v 21, N I L), v 4)),  \tag{4}\\
& A(A(C(v I I, N I L), C(v 21, N I L)), v 4)) .
\end{align*}
\]

The given computation trace is no more a proof of the induced theorem. Yet, a proof could easily be obtained by a simplification inference rule, and by use of reflexivity lemmas. Hence, the induced formula is actually a theorem.

Since the system exploits only the reflexivity property of the equivalence relations, any reflexive predicate can be handled this way. We did not attempt to let the system discover reflexivity by itself from the predicate definitions. However, the system is able to induce such a property.

Although the formula induced at this point is valid, it is a poor generalization, because the structure of the given data terms may still over-specialize the theorem. We would like for example the \(C\) terms in (4) to be generalized, thus obtaining the associativity theorem for \(A\).

\section*{6. GENERALIZATION BASED ON ESTIMATED FUNCTION BEHAVIOUR}

The data structures still present in the theorem mirror (part of) the structure of the given data terms. A further (and possibly bold) generalization is now required. The first problem is to select data terms as candidates for generalization. The second problem is to check that
candidate modifications do not change the computation structure.

The system looks for those data terms which are so general that they appear as "skeletons" for their type. A skeleton of type T is a data term such that: i) All constructors of type \(T\) occur in it; ii)ln the argument positions of type T'T a variable of type \(\mathrm{T}^{\prime}\) occurs.
Examples of skeletons are \(C(v I, C(v 2, N I L))\) and \(S(0)\), while the following data termsdo not classify as skeletons: TT, because it does not contain the constructor FF , and \(\mathrm{C}(\mathrm{S}(0)\), C(vI,NIL)), because \(S(0)\) is not a variable.

Focussing on skeletons embodies a peculiar notion of computation. First of all, the "structure" of data terms and the "structure" of computations are considered to be strongly interrelated, so that the forced computation is believed to be able to reconstruct the details of data terms which are necessary and sufficient to determine the computation flow. Secondly, the skeleton definition requires all constructors for the type to occur in a skeleton, in the assumption that if a constructor would not occur, the given computation trace would not be a representative of all the possible computation traces. Finally, the hierarchical definition of types is believed to induce a corresponding nesting in the computation, and therefore will require hierarchical generalizations, as we wil1 see later.

Still, two different skeletons may be related to each other in such a way that their generalization to two different variables would not be valid. The system adopts just a naive notion of relationship, i.e. two skeletons are related iff they share a universally quantified variable.

Good candidates for generalization are defined to be the maximal unrelated skeletons. However, the given theorem may hold only if the actual data terms obey exactly the structure described by the corresponding skeletons. A classical example is the following
EQN(PLUS(S(0),S(S(0))), TIMES(S(0),S(S(S(0))))).
Hence, the system must test whether candidate skeleton modifications appear to bring about computation structure modifications.

The system test is based on those functions, such as EQN, which simultaneously recur on the-
ir arguments. Simultaneously recurring functions (srf's) implicitly define a measure on the argument values (i.e. the number of recursive applications which are needed to completely "peel down" an argument value). The difference between the argument measures determines which srf base equation is applied to terminate the computation. If the actual argument measures depend at different degree on the measure of the candidate skeleton, a skeleton modificationmay cause a different base equation to be used to terminate the (modified) computation. To be on the safe side, the system discards the candidate.

The measure of a data term cannot be computed a priori since it is defined by the rewrite equations of the functions which recur on it.
In the current implementation a drastic simplification is made, and only data structures which are reflexive on one argument position are tested. Moreover, the actual argument terms of a srf will in general be function application terms (just like in the example). Hence, the system must be able to estimate how functions transform data term measures.

For each function, the system computes an arithmetical expression (called norm) which, roughly speaking, expresses the measure of the function value in terms of the measure of its arguments. Function composition in the argument terms of the srf can be accounted for by introducing two suitable auxiliary functions (defined by composition) such that the srf argument terms can be rewritten as applications of the auxiliary functions to data terms only. The auxiliary function norms tell the system how the measures of the the outermost predicate argument values depend on the measures of the skeletons. Since we want to capture the effect of the modification of a specific skeleton, the partial derivatives of the auxiliary function norms w.r.t. the argument position under generalization are computed. The generalization is accepted iff the derivatives can be simplified to the same expression. Note that such a test brings together the function definitions, the form of the theorem, and the computation structure.

For instance, let us consider the candidate \(S(0)\) in the example above. The norm of PLUS is \(\mathrm{pl}+\mathrm{p} 2\) (see below), and the norm of TIMES is pl*p2 (the variable symbol pi occurring in norm
expressions stands for the measure of the i-th argument term). The partial derivatives of \(\mathrm{pl}+\mathrm{p} 2\) and \(\mathrm{pl}{ }^{*} \mathrm{p} 2\) w.r.t. p 1 are 1 and p 2 , thus \(S(0)\) is not generalized.
Since constructors may occur in function definitions, norms for constructors must be given (which, by the way, define the measures of data terms). The norm of a constructor is defined to be 0 if the constructor is not reflexive, otherwise \(1+\mathrm{pi}\) if the constructor is reflexive in the argument position i. The norm of a function is computed from the function definition and from the norms of the occurring functions. Basically, the norm of the function used in the base equation is combined with the norm of the function used to perform recursion where the operators are substituted by higher rank operators. The algorithm for computing the norm [8] is rather intricate because many heuristics have been designed to cope with the complexity of function definitions. The computed norm is actually satisfactory for a wide class of functions (examples are reported in Appendix II). However, the estimate of decreasing functions, and of functions with more than one recursive or base equations are far from being adequate.

We can now describe the stepwise generalization method based on estimated function behaviour. Candidate skeletons are recognized in the given theorem, and each candidate is tested as follows. The computation trace is analyzed to pick out those srf application terms in which the candidate occurs. If no such term is found, the candidate skeleton is generalized. If for each srf application term the partial derivatives of the arguments w.r.t. the candidate are the same, then the candidate is generalized, otherwise it is discarded. Candidate generalization may introduce new candidate skeletons which are in turn tested and generalized as above.

\section*{7. A COMPLEIE EXAMPLE}

Let us consider the following ground property EQS(LR(LA(LC(C(PLUS(S(0), 0), C(S(0),NIL)), LNIL),
LC(C(PLUS(S(0),0), C(S(0),NIL)), LNIL)) ),
\(\operatorname{LA}(\operatorname{LR}(\operatorname{LC}(C(\operatorname{PLUS}(S(0), 0), C(S(0), N I L))\), LNIL) ),
\(\operatorname{LR}(\operatorname{LC}(\mathrm{C}(\operatorname{PLUS}(\mathrm{S}(0), 0), \mathrm{C}(\mathrm{S}(0), \mathrm{NID})\), LNIL)))).

The term PLUS(S(0),0) is never evaluated. A free variable \(n x\) is substituted for it, and free variables nllx and nlly are introduced to force computation yielding the symbolic terms
EQS (LR (LA (nllx, nlly) ), \(\operatorname{LA}(\operatorname{LR}(\underline{n \| y}), \operatorname{LR}(\underline{n \| x})))\)
and
EQS(LR(LA (nllx, nlly)), \(\operatorname{LA}(\operatorname{LR}(\underline{n \| x}), \operatorname{LR}(\underline{n \| y})))\).
The forced computation of (E2) gives
EQS(LR(LA(LC(C(nxJ.,C(nx2, NIL)), LNIL), LC(C(nyl,C(ny2,NIL)), LNIL))),
LA(LR(LC(C(nyl,C(ny2,NIL)),LNIL)), \(\operatorname{LR}(\operatorname{LC}(C(n x I, C(n x 2, N I L)), L N I L))))\).
The type \(L L\) terms are due to the applications of LA equations, while the type \(L\) terms come from the applications of EQLN equations. TheN variables appear because EQLN checks for L length equality only. The forced computation of (E4) gives
E0S(LR(LA(LC(C(nxI,C(nx2,NIL)),LNIL), (E5) LC(C(nyl,C(ny2,NIL)), LNIL))),
LA(LR(LC(C(nxI,C(nx2,NIL)),LNIL)), \(\operatorname{LR}(\operatorname{LC}(C(n y l, C(n y 2, N I L)), L N I L))))\).
The generalization method based on equivalence is applied to (E4). The reflexive predicate EQLN application term
EQLN(C(nyl,C(ny2,NIL) ) ,C(ny2_,C(nv^,NIL) ))
was reduced to TT (note the role of LR). Since the argument terms are identical and do occur in (E4), they are generalized to nly. Analogously, the data term \(C(\underline{n x l}, C(\underline{n} 2, N I L))\) is generalized to nlx. The following theorem is thus induced EQS(LR(LA(LC(nix,LNIL),LC(nix,LNIL))), (E6)

LA(LR(LC(nly,LNIL)), LR(LC(nlx,LNIL)))).
When the method is applied to (E5), the following EQLN term is found
\(\operatorname{EQLN}\left(C\left(n y l, C\left(n^{\wedge} 2, N I L\right)\right), C(n x l, C(n x 2, N I L))\right)(E 5.1)\) Since the argument terms are not identical, (E5) is correctly no more generalized.

Finally, the generalization method based on estimated function behaviour is applied to (E6). The skeletons are LC(nlx,LNIL) and LC(nly, LNIL), and EQS is the only srf which applies to terms containing them. Since the partial derivatives of \(\operatorname{LR}(L A(p l, p 2))\) and \(L A(L R(p l), L R(p 2)) w\). r.t. p1 are bothl, the skeleton LC(nlx,LNIL) is generalized to nllx. LC(nly, LNIL) is analogously generalized to nlly, and the system induces the following theorem
\(\operatorname{EQS}(\operatorname{LR}(\operatorname{LA}(\underline{n \| x}, \underline{n \| y})), \operatorname{LA}(\operatorname{LR}(\underline{n \| y}), \operatorname{LR}(\underline{n \| x})))\).
When (E5) is considered, the skeletons \(C(\underline{n x l}\),
\(C(n \times 2, N I L))\) and \(C\left(n y l, C,\left(n^{\wedge} 2, N I L\right)\right)\) are not generalized. In fact, the srf \(E Q N\) is directly applied to them (see(E5.1)), i.e. we have a term of the form \(\operatorname{EQLN}(\mathrm{pl}, \mathrm{p} 2)\). The partial derivatives of p1 and p2 w.r.t. plare 1 and 0 , thus the skeleton \(C(\underline{n y l}, C(n y 2, N I L))\) is not generalized. The same happens for \(C(\underline{n x 1}, C(\underline{n x 2}, N I L))\). Again (E5) is correctly no more generalized.

\section*{8. COMPARISON WITH RELATED WCRK}

The inductive method we have presented has been influenced in many respects by previous research in induction. First of all, the generalization based on proof can be classified as a successive refinement method. We do not need to iterate the process of guessing and refining, because the formal calculus environment provide\(s\) for a powerful technique (forced symbolic computation) to exactly adjust the initial guessing. The use of the given computation trace to strengthen the theorem, relates to Brown' and Tarnlund's temporal method based on proofs [4].

Secondly, we have had the advantage of being able to draw on the ideas of Boyer and Moore
[2] and of Aubin [I] , who tackle the problem of generalizing the theorem to be proven by induction. One basic problem is that of distinguishing different occurrences of a variable. Boyer and Moore generalize terms which the involved functions recur on, thus relating generalization to function definition. In their
footsteps, Aubin points out the close relationship among generalization, proof by induction and symbolic computation. His method generalizes those variables which an interpreter would first instantiate during symbolic computation. Thus, only the first and fourth occurrences of \(x\) are generalized in the theorem
\(\operatorname{EQL}(A(x, A(x, x)), A(A(x, x), x))\). We bring the whole computation structure to bear on the problem, and we can capture rather complex relationships, as shown in the example in Section 7. Because of the peculiar role played by the LR function, Aubin's method would incorrectly generalize the first and third occurrence of \(x\) in the theorem \(\operatorname{EQS}(\operatorname{LR}(\operatorname{LA}(x, x)), \operatorname{LA}(\operatorname{LR}(x), \operatorname{LR}(x)))\).

\section*{9. PROPERTY INDUCTION, THEOREM PROVING AND PROGRAM VERIFICATION}

Just as one can prove whether a specific induced property does hold, one can prove that the
inductive method itself is guaranteed to induce valid properties only. We have been able to prove this result, with a few limitations [8].

First of all, the induced theorem must have the form \(b(t 1, t 2)\), where \(b\) is \(a\) boolean function defined according to the schema
\(b\left(T, T^{\prime}\right)=B C O N S T 1 \quad b\left(c(x, y), T^{\prime}\right)=B C O N S T 2\)
\(b\left(T, c^{\prime}(z, w)\right)=B C O N S T 3\)
\(b\left(c(x, y), c^{\prime}(z, w)\right)=b 1(b 2(x, z), b(y, w))\)
bl (BCONST4,y)=BCONST5 b1 (BCONST6,y)=y
where BCONSTi are boolean constants (note that BCONST \(4 \neq B C O N S T 6), T, T^{\prime}, c, c^{\prime}\) type constructors, and b2 a boolean function belonging to the class.
The following definition schemata characterize the class of functions occurring in \(t 1\) and \(t 2\).
\(n(T, y)=u(y) \quad n(C(x, y), z)=C^{\prime}(p(x), n(y, z))\)
\(r(T, y)=w(y) \quad r(C(x, y), z)=n^{\prime}\left(r(y, z), C^{\prime}\left(x, T^{\prime}\right)\right)\)
\(n^{\prime}\left(T^{\prime}, y\right)=v(y) \quad n^{\prime}\left(C^{\prime}(x, y), z\right)=C^{\prime \prime}\left(x, n^{\prime}(y, z)\right)\)
\(s(x, y)=f(g(x, y), h(x, y))\)
where \(u, v, w, p\) and \(f, g, h\) either are constructors or belong to the class (note that \(n^{\prime}\) is a restricted \(n\)-function).

The limitations on the form of the property and of the boolean functions are introduced to avoid theorems whose proofs need case analysis. The form of the involved functions is constrained so that the structure of their computation gradually changes when the structure of the data terms is gradually changed. Significant functions, predicates and theorems fall into the class. It is certainly not possible to express significance by a figure, but it may be interesting that about \(35 \%\) of the theorems listed in [1] and involving single reflexive data types are induced by our system and belong to the above class. Classical examples are
\(E Q L(A(x, A(y, z)), A(A(x, y), z)), \quad E Q L(R(R(x)), x)\), and \(E Q L(R(A(x, y)), A(R(y), R(x)))\). The reflexivity theorems for EQN, EQL, EQLN, and EQS fall into the class and are induced by the system.

At the present, the application of such inductive method to theorem proving has one advantage but suffers from a few limitations. The advantage is that no combinatorial explosion arises in the proof. Free variable introduction is indeed a non-deterministic process, but no nesting of non-deterministic choices is involved. On the other hand, the major limitation of
the proposed method is that it is not proven complete. Thus, it can be used only as an auxiliary tool, which may fail, but at least requiring a bounded amount of resources. Moreover, the method can prove only function properties whose restrictions have been described above. These are heavy limitations for a general purpose theorem prover.

In the framework of program verification, where the goal is in general that of proving properties of functions, it is more likely that the inductive method can help, provided that the theorem to be proven (or a subgoal generated during the proof) is within its reach.

The present inductive method has been implemented into an experimental system mainly by modifying existing TTEL symbolic interpreters. No care has been taken to obtain an efficient system.

\section*{APPENDIX I}
\((\operatorname{TYPE}(\operatorname{EQLN}(L, L))=B ;\{\operatorname{EQLN}(N I L, N I L)=T T ;\)
\(\operatorname{EQLN}(C(x, y), N I L)=F F ; \operatorname{EQLN}(N I L, C(z, w))=F F ;\)
\(\operatorname{EQLN}(C(x, y), C(z, w))=\operatorname{EQLN}(y, w)\})\)
\((\operatorname{TYPE}(E Q L(L, L))=B ;\{E Q L(N I L, N I L)=T T ;\)
\(\operatorname{EQL}(C(x, y), N I L)=F F ; \quad E Q L(N I L, C(z, w))=F F ;\)
\(\operatorname{EQL}(C(x, y), C(z, w))=\operatorname{AND}(\operatorname{EQN}(x, z), \operatorname{EQL}(y, w))\})\)
(TYPE (EQS (LL,LL) ) \(=\mathrm{B} ;\{\operatorname{EQS}(L N I L, L N I L)=T T ;\)
\(\operatorname{EQS}(\operatorname{LC}(x, y), \operatorname{LNIL})=F F ; \quad \operatorname{EQS}(\operatorname{LNIL}, \operatorname{LC}(z, w))=F F ;\)
\(\operatorname{EQS}(\operatorname{LC}(x, y), \operatorname{LC}(z, w))=\operatorname{AND}(\operatorname{EQLN}(x, z), \operatorname{EQS}(y, w))\})\)
\((\operatorname{TYPE}(\operatorname{AND}(B, B))=B\);
\(\{\operatorname{AND}(\mathrm{TT}, \mathrm{TT})=\mathrm{TT} ; \quad \mathrm{AND}(\mathrm{TT}, \mathrm{FF})=\mathrm{FF} ;\)
\(\operatorname{AND}(F F, F F)=F F ; \quad \operatorname{AND}(F F, T T)=F F\})\)
\((\operatorname{TYPE}(\operatorname{PLUS}(N, N))=N\);
\(\{\operatorname{PLUS}(0, y)=y ; \quad \operatorname{PLUS}(S(x), y)=S(\operatorname{PLUS}(x, y))\})\)
(TYPE (HANOI (N) ) \(=\mathrm{N} ;\{\operatorname{HANOI}(\mathrm{O})=0\);
\(\operatorname{HANOI}(S(x))=S(\operatorname{TIMES}(S(S(0)), \operatorname{HANOI}(x))\})\)
( \(\operatorname{TYPE}(\operatorname{TIMES}(N, N))=N ;\{\operatorname{TIMES}(0, y)=0\);
\(\operatorname{TIMES}(s(x), y)=\operatorname{PLUS}(\operatorname{TIMES}(x, y), y)\})\)
\((\operatorname{TYPE}(A(L, L))=L ;\)
\(\{A(N I L, z)=z ; A(C(x, y), z)=C(x, A(y, z))\})\)
(TYPE (R(L)) \(=\mathrm{L}\);
\(\{R(N I L)=N I L ; \quad R(C(x, y))=A(R(y), C(x, N I L))\})\)
(TYPE (LA (LL,LL)) =LL;
\(\{\operatorname{La}(\operatorname{LNIL}, z)=z ; \operatorname{LA}(\operatorname{LC}(x, y), z)=\operatorname{LC}(x, \operatorname{LA}(y, z))\})\)
\((\operatorname{TYPE}(L R(L L))=L L ;\{\operatorname{LR}(L N I L)=L N I L ;\)
\(\operatorname{LR}(\operatorname{LC}(x, y))=\operatorname{LA}(\operatorname{LR}(y), \operatorname{LC}(x, \operatorname{LNIL}))\})\)
APPENDIX II
We report here the norm computation for some functions given in Appendix I. We look at function definitions in terms of the schema
\(f(T, y)=g(y) \quad f(c(x, y), z)=h(x, f(y, z))\).
If \(\operatorname{Norm}(h)\) has the form \(a+p 1\), then
\(\operatorname{Norm}(f)=\operatorname{Norm}(g)+a^{*} p 1\). For example, since
\(\operatorname{Norm}(S)=1+p 1\) and \(\operatorname{Norm}(C)=1+p 1\), then
\(\operatorname{Norm}(\operatorname{PLUS})=\operatorname{Norm}(y)+1 * p 1=p 2+p 1\), and \(\operatorname{Norm}(R)=\) \(=\operatorname{Norm}(N I L)+N o r m(C(x, N I L) * p 1=0+1 * p 1=p 1\). If \(\operatorname{Norm}(h)=a+b * p 1\), then \(\operatorname{Norm}(f)=a *(b \uparrow p 1) /(b-1)+\) \(+\operatorname{Norm}(\mathrm{g}) * b \uparrow \mathrm{pl}\). For example, \(\operatorname{Norm}(\) HANOI \()=1 *(2 \uparrow p 1-\) \(-1) /(2-1)+0 * 2 \uparrow p 1=2 \uparrow p 1-1\), since \(\operatorname{Norm}(g)=0, a=1\), \(h=2\).
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\begin{abstract}
This paper describes a new approach to natural language processing which results in a very robust and efficient system. The approach taken is to integrate the parser with the rest of the system. This enables the parser to benefit from predictions that the rest of the system makes in the course of its processing. A program, called PRUMP for Fast Reading Understanding and Memory Program, employs this approach to parsing. RRUMP skims articles rather than reading them for detail. The program works on the relatively unconstrained domain of news articles. It routinely understands stories it has never before seen.
\end{abstract}

\section*{INTRODUCTION}

In this paper \(\mid\) will argue for a new and different method of natural language analysis. This radical departure from previous systems is motivated by the fact that previous systems did not and could not handle novel real world input. Previous systems either worked only for the specific sentences they were carefully prepared for ([5], [8], [12], [17], [20], [21], [22]) or the domain of input sentences that could be handled was excessively and artificially constrained ([2], [3], [7]).

This paper presents an approach to natural language analysis which has resulted in a very robust system without imposing excessive constraints on the domain of the input text. As we will see, these advantages are directly traceable to to the fact that the parser is heavily integrated into the rest of the understanding system.

A program has been written which embodies the theory of parsing. The program (FRUMP for Fast Reading Understanding and Memory Program) skims input text for important facts rather than

This work was supported in part by the Advanced Research Projects Agency of the Department of Defense and monitored by the Office of Naval Research under contract N00014-75-C-1111.
reading it for detail. FRUMP is often able to correctly process English text which has never before been seen by either the program or its programmers. Furthermore, the domain of the program is not excessively constrained. FRUMP is designed to work on news articles. The program can process text from diverse domains such as reports of plane crashes, countries establishing diplomatic ties, forest fires, and wars. A UPI news wire is connected to the Yale computer to provide real world data for FRUMP. FRUMP routinely understands actual news articles from the UPI news wire and notifies log-ged-in users by sending a summary to their terminals.

The radical restructuring of the understanding process enables \(\operatorname{PRUMP}\) to be very efficient. Most news articles are processed in less than 20 seconds of CPU time on a DEC System 20 computer. FRUMP can easily keep up with the rate news stories arrive over the UPI news wire. We estimate that about \(30 \%\) of the articles from. the news wire are understandable by a script processor such as FRUMP. FRUMP understands about a third of these. That is, about \(10 \%\) of the wire stories. There are several reasons why RRUP does not attain the theoretical limit of \(30 \%\). In order of importance, they are lack of world knowledge, lack of vocabulary, and insufficient knowledge about English sentence structure. This is not to say that RRUMP will not eventually achieve the \(30 \%\) figure. However, a concerted effort to supply the missing information will be necessary. Such a concerted effort will have to wait while RUMP is in its research stages.

\section*{DEFICIENCIES OF PREVIOUS SYSTEMS}

Most previous natural language understanding programs have been made up of at least two separate subsystems ([5], [8], [17], [21], [22]). A parser subsystem analyzes the input natural language text into some intermediate form. The intermediate representations range from surface representations like syntactic parse trees ([19], [10]) to simplified English [12] to representations involving conceptual primitives [14]. An Inferencer subsystem then builds a representation of the meaning of the input text. This involves incorporating the parser output into the meaning representation, inferring any missing events, and supplying the causal connections between events.

Whatever the form of the intermediate representation, its purpose is always to isolate the inferencer from the capriciousness of natural language. The inference process can be made simpler and more efficient if the input to the inferencer always appears in some canonical form. The intermediate representation provides this canonical form. However, in all of these systems one gets the feeling that there are actually two parsers: the one everyone admits to having which produces the intermediate representation, and a second one hidden in the "inferencer" which parses the output of the first parser to decide what it really means.

There are several systems which do not separate parsing from semantic analysis. In Winograd's SHRDLU [21] parsing and semantic interpretation routines could call each other freely. However, the parsing was always done first. The major difference is that the above systems parsed a entire sentence at a time while SHRDLU parsed less than a sentence at a time. The SOPHIE system [2] analyzes English text by using a grammar which contains both syntactic and semantic rules. This "semantic grammar" approach [3] makes the system very robust. However, since semantic rules (which are domain specific) are intertwined with domain independent rules, the system cannot easily be extended to new domains. A new semantic grammar must be written to process text from a different domain. A similar approach was taken by Epstein and Walker [7] in constructing a natural language front end to a medical data base. The grammar rules contain domain specific knowledge. Again this has the effect of tying the system to one domain.

None of the above systems worked well on real world natural language input from different domains. Either the systems were too fragile
to process anything but the example inputs they were designed for, or they constrained the domain of inputs to the point that the system could not be readily extended to new input domains .

Making the parser responsive to the needs of the understander means that the component modules of the system must be constantly communicating. Furthermore, the text will be interpreted in a goal-directed manner. The parser will only try to build meaning structures that are desired by other modules of the system. Text will be interpreted a little bit at a time with a parser that has a very good idea of what it ought to produce, and only in a rich predictive context set up by the expectations of the understander. Furthermore, in such a system there is no need for an intermediate representation produced by a parser artificially separated from the rest of the system. Rather a natural language system as a whole will behave as one integrated process.

Recently inferencers have become more and more predictive in nature. Compare, for example, the MARGIE inferencer [13] to the SAM script applier [5]. Rieger's inferencer tried to generate all possible inferences from every input. SAM, on the other hand, had ready made strings of inferences for various situations. It looked for situations in which to apply its ready made inferences rather than wildly making every possible inference. A somewhat similar approach was taken by Charniak in his system Ms. Malaprop [4], Rumelhart's work on schemas [15] is also in the same vein. The HEARSAY II system [9] uses a predictive hypothe-size-and-test paradigm. The GUS system [1] is also predictive. It carries on a conversation about trips much as a travel agent would. It has built in general specifications of what it needs to find out and directs the conversation accordingly.

Thus, it has become increasingly clear that an inferencer must know what kinds of inputs to expect in order to make sense of them. The existence of so many "frame-like" systems illustrates this. While a frame [11] is a very broad concept, all frame-like systems have one thing in common: they are largely top down processors. That is, they predict characteristics of an input before it is seen.

And yet, in natural language processing, there has been little attempt to take advantage of the inferencer's predictions when parsing the natural language text. The conventional design of natural language systems makes effective
communication between the inferencer an the parser extremely difficult.

\section*{FRUMP PARSING}

FRUMP does not suffer from these problems. RUMP is a natural language understander that skims newspaper articles on many different domains. The system has two modules: a PREDICTOR and a SUBSTANTIATOR. One module predicts constraints on what might happen next. The other module tries to justify and give substance to these predicted characterizations of the next possible events. The communication between the two modules is relatively unconstrained. Predictions and communication are on a conceptual level. PRUMP uses a conceptual representation scheme called conceptual dependency [16].

The process of giving substance to the predicted characterizations is very purposeful. Text is analyzed and inference routines are called only in response to PREDICTOR'S anticipations of events. Thus SUBSTANTIATOR can channel its processing. SUBSTANTIATOR tries to interpret the text in a way that matches one of the outstanding predictions. It also applies only those inference rules which might be able to help satisfy the predictions.

In FRUMP, text analysis is driven from PREDICTOR'S predictions, not from the input. FRUMP does not have conventional parser which produces conceptualizations when it is presented with an input sentence. Rather, the input text is parsed only when PREDICTOR wants a specific piece of information and SUBSTANTIATOR has decided that the missing information might be found in the text. The text is only examined a little bit at a time, and then only to substantiate specific predictions.

Communication between the two modules assures that they are both operating in the richest and most constrained context possible. When SUBSTANTIATOR verifies a prediction, it tells PREDICTOR the actual conceptualization it found. On the basis of the additional information included in the fleshed out conceptualization, PREDICTOR can refine its predictions. It might be able to make a previous prediction more explicit, it might take back previous predictions, and it might make new ones. These refined predictions are communicated to SUBSTANTIATOR to redirect its efforts. Thus the text analyzer and the inference processes of SUBSTANTIATOR are always operating in the most complete and constrained context that PREDICTOR

\section*{THE PREDICTOR}

The PREDICTOR'S job is to make predictions about what events are likely to occur given the current context. The predictions can be on almost any conceptual level. That is, PREDICTOR can anticipate that particular a event is likely, or it can predict characteristics of a small part of an event, or it can predict groups of events. The prediction mechanism is centered on the idea of a sketchy script.

A sketcfty sari.pfr is a data structure that organizes FRUMP's knowledge about the world. Each sketchy script is the repository for the knowledge RUMP has about what can occur in a given situation. RRUMP currently has sketchy scripts for forty eight different situations ranging from earthquakes to countries establishing diplomatic ties to labor strikes. When RUUP realizes it is reading a story about a particular situation, it applies the knowledge from the corresponding sketchy script in order to predict what events are likely to occur. FRUMP's understanding process includes constructing representations from the input text and inferring missing but implied events.

Scripts have been used before for natural language processing ([18], [5]). However, they were detailed scripts. A detailed script contains all of the events that might occur in a situation; a sketchy script contains only the important events.

The following is an example of one of FRUMP's sketchy scripts. These are the facts that FRUMP knows about kidnappings. The facts in the sketchy script are represented in conceptual terms. The English meanings of the conceptual representations are given here.
1) The kidnappers will probably communicate a ransom demand to the family, company, or government of the person kidnapped.
2) The local police, FBI or other police agencies might be called in
3) The ransom may or may not be met
4) If the ransom is met, predict that the kidnapped person will probably be released but might continue to be held or be killed
5) If the ransom demand is not met, predict that the person will likely be held longer or killed but might be released
6) The kidnappers may or may not be apprehended
7) If the kidnappers are caught, predict a court case trying them for kidnapping

In addition to these facts, FRUMP knows that the important data in a kidnapping are the identity of the kidnappers, the identity of the kidnapped person, the identity of the group or person to whom the ransom demand was made, the nature of the ransom demand and which of the above predictions were found in or inferred from the text.

The identities of the participants in the sketchy script are script variables. In understanding a text, FRUMP both tries to find instances of the predicted facts and to bind the script variables to the identities given in the text.

PREDICTOR uses sketchy scripts to predict the likely events in a situation. When FRUMP has decided on a sketchy script to use in understanding a text, PREDICTOR asks SUBSTANTIATOR to produce the conceptual dependency representations that make up that sketchy script. That is, it predicts the important events in that situation as specified by the sketchy script.

SUBSTANTIATOR often produces only a part of a predicted conceptual representation as it did at the beginning of the example. When this happens, PREDICTOR individually predicts the missing pieces of the conceptualization. In this way it leads SUBSTANTIATOR through the process of building up a complete conceptualization.

Of course, before PREDICTOR can take advantageof the important events in a sketchy script, it must decide to use that sketchy script from among all of its sketchy scripts. This is a serious problem, but a fast efficient solution has been found. It is described in some detail in [6]. Space prohibits discussing the sketchy script selection algorithm here. Suffice it to say that any of FRUMP's 48 sketchy scripts can be selected efficiently. Top down predictions are still given to SUBSTANTIATOR during the selection process. The complexity of the selection algorithm proportional to the log of the number of scripts in the system.

\section*{THE SUBSTANTIATOR}

There are three ways SUBSTANTIATOR can flesh out or verify a prediction. SUBSTANTIATOR is composed itself of four modules. One for each of the three substantiation methods and a module to chose which substantiation method to use for any given prediction.

The three modules that actually build the conceptual dependency structures are the conceptualization inferencer, the text analyzer and the conceptual dependency role inferencer. SUBSTANTIATOR's selection routine decides which of the structure building modules to try first in substantiating a given prediction. If the selected module fails, another may be tried.

The conceptualization inferencer is the simplest of the structure building modules. This module is able to infer entire conceptualizations at once. The inferences are always script-related. For example, in a story about countries establishing diplomatic relations, this module is able to infer that if the U.S. establishes diplomatic ties with China, then very likely China established similar diplomatic ties with the U.S. as well. This module has little to do with top-down parsing and so will not be discussed further.

The text analyzer builds only a piece of a conceptual structure at a time. When the text analyzer is asked to find a role filler, it tries to predict the sentence location of the desired word. Syntactic knowledge is used as heuristics to locate desired words. For example, the module knows where to find the subject of a verb, prepositional object, adjective modifiers, etc.

The conceptual dependency role inferencer also adds only a piece of a conceptual structure at a time. However, it uses information already understood to infer a missing conceptual role. The role inference rules are indexed by conceptual acts and within each act by the role it can add. Applicable inference rules can therefore be found quickly.

The SUBSTANTIATOR selection routine decides which of the modules will be used in satisfying a prediction. If the prediction is an entire conceptualization, it tries the conceptualization inferencer first. If that fails, it calls the text analyzer to find a part of the predicted conceptualization. Any successes are reported back to PREDICTOR so that it may use the information to revise its predictions.

If a prediction is of a role and its filler, SUBSTANTIATOR uses either the text analyzer or the role inferencer. The module used depends on how accurately each estimates it can fill the role. The parsing heuristics and inference rules are tagged with how well they can be expected to work. The selection routine chooses the module that can fill the missing role the most certainly. If the selected method cannot add the desired role filler, the less certain techniques are tried.

Now we can see how natural it is to divide the system into a prediction module and a verification module. As far as the PREDICTOR is concerned, there is no difference between the text analyzer and the role inferencer. PREDICTOR asks for a role to be filled in a certain way and is told later whether or not it could be done. Both the role inferencer and the text analyzer work on a small piece of a conceptualization at a time. Both are guided by the predictions made for the desired role filler. The only difference between the effect of text analysis and a role added by inference is that the text analyzer tends to be more certain of its result. Inferences, by their very nature, are at best good guesses. Thus the text analyzer is in a sense the inferencer of first resort. Since text analysis and role inferences are treated exactly the same, they belong in the same module.

\section*{AN EXAMPLE}

INPUT:
THE CHILEAN GOVERNMENT HAS SEIZED OPERATIONAL AND FINANCIAL CONIROL OF THE EL TENIENTE MINING COMPANY, ONE OF THE THREE BIG COPPER ENTERPRISES HERE IN WHICH UNITED STATES COMPA NIES HAVE INTERESTS. WHEN THE KENNECOTT COPPER COMPANY, THE OWNERS, SOD A 51 PER CENT INTEREST IN THE COMPANY TO THE CHILEAN STATE COPPER CORPORATION IN 1967 IT RETAINED A CONTRACT TO MANAGE THE MINE. ROBERT HALDEMAN, EXECUTIVE VICE PRESIDENT OF EL TENIENTE, SAID THE CONIRACT HAD BEEN "IMPAIRED" BY THE LATEST GOVERNMENT ACTION. AFIER A MEETING WITH COMPANY OFFICIALS AT THE MINE SITE NEAR HERE, HOWEVER, HE SAID THAT HE HAD INSTRUCTED THEM TO COOPERATE WITH EIGHT ADMINISTRATORS THAT THE CHILEAN GOVERNMENT HAD APPOINTED TO CONIROL ALL ASPECTS OF THE COMPANY'S OPERATIONS.

SELECTED SKETCHY SCRIPT \$NATIONALIZE
CPU TIME FOR UNDERSTANDING \(=3646\) MILLISECONDS
ENGLISH:

CHILE HAS NATIONALIZED AN AMERICAN ONNED COMPANY.

FRENCH:
LE CHILI A NATIONALISE SOCIETE AMERICAINE.
CHINESE:
JYHLIH BAA I GE MEEGGWO GONGSY
SHOUGUEIGWOYEOULE.
SPANISH:
CHILE NATIONALIZO UNA COMPANA PREVIAMENTE CONIROLADO POR INTERESES NORTE AMERICANOS.

\section*{CONCLUSION}

RRUP has been a very successful program. It often understands new input directly from the UPI news wire. This is in large part due to the robustness of FRUMP's parsing algorithm. RUMP succeeds where previous natural language systems failed because previous systems made parsing a much harder problem than it actually is. Those systems required their parsers to analyze input text without the benefit of the knowledge in the rest of the understanding system. Even systems which used predictive understanders did not communicate those predictions to their parsers.

There are limitations to FRUMP's applicability. RUMP can understand only situations for which it has a sketchy script, and there are some situations for which no sketchy script can be written. For example, FRUMP cannot understand editorials. Editorials are attempts to persuade the reader. This usually involves giving the reader arguments for adopting a particular view. However, the arguments are usually of a novel form. They often explain a heretofore unrealized consequence of adopting the right or wrong position. The sketchy script for a situation must include all of the important facts of that situation that RRUM is to understand. There is no way to anticipate these novel, unforeseen ramifications at the time the sketchy script is written. Editorials by their very nature are not script-like and so cannot be processed by a script understander.

However, this does not argue that FRUMP's parsing techniques cannot be applied to a larger class of articles. It is a weakness of FRUMP's PREDICTOR module, not a breakdown in the PREDICTOR/SUBSTANTIATOR dialogue, that makes understanding these articles impossible for FRUMP. A more powerful PREDICTOR which can provide the SUBSTANTIATOR module with accurate characterizations of possible inputs for these
stories is needed. With a more powerful PREDICTOR, FRUMP-like parsing could be applied to a much larger class of text inputs.
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Some recent work in the area of learning structural descriptions from examples is reviewed in light of the need in many diverse disciplines for programs which can perform conceptual data analysis. Such programs describe complex data in terms or logical, functional, and causal relationships which cannot be discovered using traditional data analysis techniques. Various important aspects of the problem of learning structural descriptions are examined and criteria for evaluating current work is presented. Methods published by Buchanan, et.al.[1-3,20), Hayes-Roth [6-91, and Vere [22-25], are analyzed according to these criteria and compared to a method developed by the authors. Finally some goals are suggested for future research.

\section*{1. INTRODUCTION}

\subsection*{1.1 Motivation and Basic Concepts}

There are many problem areas where large volumes of data are generated about a class of objects, the behavior of a system, a process, etc. scientists in fields as diverse as agri culture, chemistry, and psychology are faced with the need to analyze such data in order to detect regularities and common patterns. Traditional tools for data analysis include various statistical techniques, curve-fitting techniques, numerical taxonomy, etc. These methods, however, are often not satisfactory because they impose an overly restrictive mathematical framework on the scope of possible solutions. For example, statistical methods describe the data in terms of probability dis tribution functions placed on random variables. As a result, the types of patterns which they can discover are limited to those which can be expressed by placing constraints upon the parameters of various probability distribution functions. Because of the mathematical frameworks upon which they are based, traditional methods cannot detect conceptual patterns such as the logical, causal, or functional relation ships that are typical of descriptions producer' by numans. This is a well-known problem in AI namely that a system in order to learn something must first be able to express it. The solution requires introducing more powerful representations for hypotheses and developing corresponding techniques of data analysis and pattern discovery, work done in Al and related areas on computer induction and learning structural descriptions from examples has laid the groundwork for researh in this area. This is not accidental, because, as Michie [18] has pointed out, the development of systems which deal with problems In human conceptual terms is a fundamental characteristic of Al research.

In this paper, we examine some of the recent work in Al on the subject of learning and generalization of structural descriptions. In
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particular, we will review four recent methods of inductive generalization: Buchanan et. al. Hayes-Roth, Vere, and our own work (Earlier well-known work by Winston was recently reviewed by Knapman (11)). We also outline some goals for research in this area. Attention is given primarily to the simplest form of generalization, namely the maximally specific conjunctive statements which characterize a single set of input events (called for short, conjunctive generalizations). The reason for this choice is that most work done in this area is addressing this, quite restricted, subject. Many of the researchers whose work we review in this paper have done work on other aspects of machine learning including generalization usinc negative examples (Vere, Michalski) ana developing discriminant descriptions of several classes of objects (Michalski). Due to space limitations, we have been unable to include these topics in this paper. Instead, thhese contributions are mentioned in the sections concerning extensions. We begin the analysis by first discussing several important aspects of the problem of learning conceptual descriptions:
types of descriptions: characteristic versus discriminant
forms of descriptions
- types of generalization processes Involved in generalizing descriptions (rules of generalization)
- constructive versus non-constructive induction
- general versus problem-oriented methods of induction.

\subsection*{1.2 Types of Descriptions}

We distinguish between characteristic and discriminant descriptions [16]. A characteristic description is a description of ii single set ot objects (examples, events) which is intended to discriminate that set of objects from all other possible objects. For example, a characteristic description of the set of all tables would discriminate any table from all things which are non-tables. Psychologists consider this problem under the name of concept formation (e.g. Hunt [10]). Since it is impos-
sible to examine all other possible objects, a characteristic description ls usually developed by specifying all characteristics which are true for all known objects of the class (positive examples). Alternatively, In some problems there are available so-called near misses" which can be used to more precisely circumscribe the given class
A discriminant description is a description of a single class of objects in the context of a fixed set of other classes of objects. It states only those properties of objects in the class under consideration which are necessary to distinguish them from the objects in the other classes. A characteristic description can be viewed as a discriminant description in which the given class is discriminated against infinitely many alternative classes.
In this paper we restrict ourselves to the problem or determining characteristic descriptions. The problem of determining discriminant descriptions has been studied by Michalski and his collaborators [13-17])

\subsection*{1.3 Forms of Descriptions}

Descriptions, either characteristic or discrim inant, may take several forms. In this paper we concentrate on generalizations in conjunctive form. Other forms include disjunctions exceptions, production rules of various types, hierarchical and multilevel descriptions, semantic nets, and frames.

\subsection*{1.4 Generalization Pules}

The process of inducing a general description from examples can be viewed as a process of applying certain generalization rules to the initial descriptions to transform them Into more general output descriptions. This viewpoint permits one to characterize various methods of Pnduction by specifying the rules of generalization which they use. Below is a brief review of various generalization rules based on the paper [17]
1) Dropping Condition Rule. If a description is viewed as a conjunction of conditions which must be satisfied, then one way to generalize it is to drop one or more of these conditions. For example:
```

red(x) ^ big(x) |< red(x)

```
(this reads: ' the description 'xs which are red and big' can be generalized to the description 'xs which are red ; \(\mid<\) denotes the generalization operator)
ii) Turning Constants to Variables Pule. If we have two or more descriptions, each of which refers to a specific object (in a set to be characterized), we can generalize these by creating one description which contains a variable in place of the specific object:

\section*{tall(Fred) ^ man(Fred) \\ \(\operatorname{tall}(\mathrm{Jim}) \wedge \operatorname{man}(\mathrm{Jim})\)}
assuming that the value set of \(x\) ls \{Fred, Jim, \}- 'x' can be Interpreted as representing 'a person from the group under consideration.
These first two rules of generalization are the rules most commonly used In the literature on computer induction. Both rules can, however, be viewed as special cases of the following rule
ill) Generalizing by Internal Disjunction Rule. A description an be generalized by extending the set of values that a descriptor (i.e. variable, function, or predicate) is permitted to take on in order that the description is satisfied. This process involves an opera-
tion called the internal disfunction. For example:
```

    shape \((x\), square \()\)
    shape $(x, t r i a n g l e)$

```
    shape( \(x\), (square or triangle or rectangle))
where statements on the left of \(\mid<\) describe
some single obfects in a class, and the state-
ment on the right is a plausible generaliza-
tion.

Using the notation of variable-valued logic system \(V_{2}\) [17] this rule can be expressed somewhat mote compactly:
\(\left\{\begin{array}{l}\text { shape }(x)=\text { equare } \\ \text { shape }(x)=t r i a n g l e]\end{array} K\right.\)
[shape \((x)\) esquare, triangle, rectangle]
The ',' in the expression on the right of the l< denotes the internal disjunction. Although it may seem at first glance that the internal disfunction is fust a notational abbreviation, this operation appears to be one of the fundamental operations people use in generalizing descriptions.
In general this rule can be expressed:
\[
W[L=R 1] \quad \mid<\quad W[L=R 2]
\]
where \(W\) is some condition and where R1 and R2 are sets of values linked by internal disjunction, and R1 R2.
There are two important special cases of this rule. First, when the descriptor involved takes on values which are linearly ordered (a linear descriptor) and the second when the descriptor takes on values which represent concepts at various levels of generality (a structured descriptor).
In the case of a linear descriptor we have:
iv) Closing Interval Rule. For examplef suppose two objects of the same class have all the same characteristics except that they have different sizes, a and \(b\). Then, it is plausible to hypothesize that all objects which share these characteristics but which have sizes between a and b are also in this class.
\(\left.\underset{W}{W}\left[\begin{array}{l}\operatorname{size}(x 1)=a \\ 81 z e \\ x\end{array}\right] \quad \right\rvert\,<W[\operatorname{size}(x)=a \cdot b]\)
In the case of structured descriptors we have:
v) Climbing Generalization Tree Rule. Suppose the value set of the shape descriptor is the tree of concepts:


With this tree structure, values such as triangle and rectangle can be generalized by cilmbing the generalization tree:
\(\left\{\left.\begin{array}{l}\text { shape }(x)=r e c t a n g l e] \\ \text { shape }(x)=t r i a n g l e]\end{array} \right\rvert\,<\right.\) [shape \((x)\) mpolygon]
1.5 Constructive Induction

Most methods of induction produce descriptions which involve the same descriptors which were present in the initial data. These methods operate by selecting descriptors from the input data and putting them into form which is an appropriate generalization. Such methods perform non-constructive induction. A method performs constructive induction if it includes mechanisms wich can generate new descriptors not present in the input data. These new descriptors are senerated by applying rules of
constructive Induction. Such rules may be written as procedures or as production rules and may be based on general knowledge or on problem-oriented knowledge (for examples of constructive generalization rules see [17]). Constructive Induction rules can interpret the input data in terms of knowledge about the problem domain. Frequently, the solution to a problem is dependent upon finding the proper description for the problem; as in the mutilated checkerboard problem. An inductive program should contain facilities for constructive induction including a library of general constructive induction rules. The user should be able to suggest new rules for the program to examine. In order to activate those rules which would be most useful, the program must be able to efficiently search the space of possible constructive induction rules.
Programs which perform constructive induction are more likely to find useful and interesting patterns in complex data since they have the ability to examine the data using many different representations.
1.6 General versus Problem-oriented Methods

It is a common view that general methods of induction, although mathematically elegant and theoretically applicable to many problems, are in practice very inefficient and rarely lead to any interesting solutions. This opinion seems to have lead certain workers to abandon (at least temporarily) work on general methods and concentrate on some specific problem (e.g., Buchanan, et. al. [1,2,3] or Lenat [12]). This approach often leads to interesting and practical solutions. On the other hand, it is often difficult to extract general principles of induction from such problem-specific work. It is also difficult to apply such special-purpose programs to new areas.
An attractive possibility for solving this dilemma is to develop methods which incorporate various general principles of induction (including constructive induction) together with mechanisms for using exchangeable packages of problem-specific knowledge. In this way a general method of induction, provided with an appropriate package of knowledge, could be both easily applicable to different problems and also efficient and practically useful. This idea underlies the development of the INDUCE programs [14,17,4).

\section*{2. COMPARATIVE REVIEW OF SELECTED METHODS}
2.1 Evaluation Criteria

We evaluate the selected methods of induction in terms of several criteria considered especially important in view of the remarks in section 1

\section*{i) Adequacy of the representation language} The language used~TF represent input data and output generalizations determines to a large extent the quality and usefulness of the output descriptions. Although it is difficult to assess the adequacy of a representation language out of the context of some specific problem, recent work in Al has shown that languages which treat all phenomena uniformly must sacrifice descriptive precision. For example, researchers who are attempting to build natural-language systems prefer the richer knowledge representations such as frames and semantic nets (with their tremendous variety of syntactic forms) to more uniform and less structured representations such as attribute value lists and PLANNER-style databases. In our own work on inductive learning, we have chosen to use the representation language \(V L_{21}\)
(see below) which has a wider variety of syntactic forms than our earlier language VL, Although languages with many syntactic forms do provide greater descriptive precision, they also make the induction process more complex. In order to control this complexity, a compromise must be sought between uniformity and richness of forms. In the evaluation of each method, a review of the operators and syntactic forms of each description language is provided.
ii) Rules of generalization implemented. The generaiization rules implemented in each algorithm are listed
iii) Computational efficiency. The exact analysis of the computational efficiency of these algorithms is very difficult due both to the inherent complexity of the algorithms and to the lack of precise formulations of the algorithms in available publications. However, t seems useful to have some data comparing the efficiency of these algorithms even if that data is approximate and based on handsimulations. To get some indication of the efficiency we measure the total number of description generations or comparisons required by each method to perform a test example (see Fig. 1). We also measure the ratio of the number of output conjunctive generalizations to the total number of generalizations examined on this example• Since these numbers are derived from only one example, it is not appropriate to draw strong conclusions from them concerning the general performance of the algorithms. Our conclusions are based primarily on the general behavior of the algorithms
iv) Flexibility and extensibility. Mere conjunctive characteristc generalizations are not particularly useful for conceptual data analysis because of their limited format and their lack of formal mechanisms for handling errors in the input data. It is important in evaluating these algorithms to consider the ease with which each method could be extended to
a) discover descriptions with forms other than conjunctive generalizations (see section 1.3),
b) include mechanisms which facilitate the detection of errors in the input data,
c) provide a general facility for incorporating domain-specific knowledge into the induction process as an exchangeable package (Ideally, the domain-specific knowledge should be isolated from the general-purpose inductive process.), and
d) perform constructive induction.

It is difficult to assess the flexibility and extensibility of the algorithms presented here. We base our evaluation on the general approaches of the methods and on extensions which nave already been made to them.
In the following sections, we describe each method by presenting the description language used, sketching the underlying algorithm, and evaluating the method in terms of the above criteria. Each method will be illustrated using the test example shown in Fig. 1.


Figure 1
2.2 Data-driven Methods; Hayes-Roth and Vere.

Methods can be divided into bottom-up (datadriven), top-down (model-driven), and mixed methods. Bottom-up methods generalize the input events pairvlse until the final conjunctive generalization is computed:


G2 is the set of conjunctive generalizations of El and E2. Gi is the set of conjunctive generalizations obtained by taking each element of Gi-1 and generalizing it with El.
We consider here only the methods described by Hayes-Roth and Vere. Other bottom-up methods Include the candidate elimination approach described by Mitchell [19] and the Uniclass method described by Stepp [21].
2.2.1 Hayes-Roth: Program SPROUTER [6-9]

Hayes-Roth uses the term maximal abstraction or interference match for maximally specific conjunctive generalization. He uses parameterized structural representations (PSRs) to represent both the input events and their generalizations. For example, consider the two events described in Fig. 2:


El

E. 2

Figure 2
The PSRs for these could be:


The expressions such as \{small:a\} are case frames made up of case labels (small, circle, etc.) and parameters ( \(\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}\) ). The PSP can be Interpreted as a conjunction of predicates of the form small(a) where the parameters are exlstentlally quantified variables which are assumed to be distinct.
The interference match attempts to find the longest one-to-one match of parameters and case frames (i.e., the longest common subexpression). This is accomplished in two steps. First the case relations in El and E2 are matched in all possible ways to obtain the set M. Two case relations match if all of their case labels match. Each element of \(M\) is a case relation and a list of parameter correspondences which permit that case relation to match in both events:

\section*{\(M=\{\{c i r c l e:((a / c)(a / e))\}\{\) square: \((b / d))\}\) \(\{s m a 11:((a / c)(b / c)(a / e)(b / e))\}\) \{ontop, under: ((a/c b/d))\}\}}

The second step Involves selecting a subset of the parameter correspondences in \(M\) such that all parameters can be bound consistently. This is conducted by a breadth-first search of the space of possible bindings with pruning of unpromising nodes. The search can be visualized as a node-building process. Here is one

\section*{such (pruned) search:}

\section*{M \\ Interference match}


The nodes are numbered in order of generation. One at a time, a node is examined and Joined with all other consistent nodes which have already been examined. The nodes 5,8 , and 9 are conjunctive generalizations. Node 9 binds a to \(c\) (to give 1) and \(b\) to \(d\) (to give 2) to produce the conjunction:

\section*{\(\{\{c 1 r c l e: 1\}\{\) square: 2\(\}\{\) small:1\} \\ \{ontop:1, under:2\}\}}

The node-building process is guided by computing a utility value for each candidate node to be built. The nodes are pruned by setting an upper limit on the total number of possible nodes and pruning nodes of low utility when that limit is reached.
Evaluation:
i) Representational adequacy. The algorithm discovers the following conjunctive generalizations of the example in Fig. 1:
1. \{\{ontop:I, under: \(2>\{\) medium: IXclear: 1\(\}\}\) There is a medium clear object ontop of something.
2. \(\{(\) ontop:l under: \(2>\{\) medlum:I>\{large:2) <clear:2>)
There is a medium object ontop of a large, clear object.
3. \(\{\{\) medium: \(1\{\) clear: \(1>\{\) large: \(3>\{\) clear: 3\(\}\) \{shaded:2\}\}
There is a medium sized clear object, a large sized clear object, and a shaded object.
PSRs provide two symbolic forms: parameters and case labels. The case labels can express ordinary predicates and relations easily. Symmetric relations may be expresed by using the same label twice as in \{same!size:a, 8ame!8ize:b\}. The only operator is the conjunction. The language has no disjunction or Internal disjunction. As a result, the fact that the top element in Fig. 1 is always either a square or a diamond cannot be discovered.
ii) Pules of generalization. The method uses the dropping condition and turning constants to variables rules.
iii) Computational efficiency. On our test example, the algorithm requires 22 comparisons and generates 20 candidate conjunctive generalizations of which 6 are retained. This gives a figure of \(6 / 20\) or \(30 \%\) for computational efficiency. Four separate interference matches are required since the first match of \(E l\) and \(E 2\) produces three possible conjunctive generalizations.
iv) Flexibility and extensibility. HayesRoth has indicated (personal communication) that this method has been extended to produce disjunctive generalizations and to detect errors in data. Hayes-Roth has applied this method to various problems in the design of the speech understanding system Hearsay II. Howev-
er, no facility has been developed for incorporating domain-specific knowledge into the generalization process.
Also, no facility for constructive induction has been incorporated although Hayes-Poth has developed a technique for converting a PSR to a lower-level finer-grained uniform PSR. This transformation permits the program to develop descriptions wnich involve a many-to-one binding of parameters.

\subsection*{2.2.2 Vere: Program Thoth [22-25]}

Vere uses the term maximal conjunctive generalization or maximal unifying generalization to denote the maximally specific conjunctive generalization. Each event is represented as a conjunction of literals. A literal is a parenthesized list of constants called terms. For example, the objects in Fig. 2 would be described :
```

El: (circle a (square b) (small a) (small b)
(ontop a D)
F2: (circle c)(square d) (circle e)
(small c) (large d)(small e)
(ontop $c$ d)(inside e d)

```

Although these resemble Hayes-Poth's PSFs, they are quite different. There are no distinguished symbols. All terms are treated uniformly.
The algorithm operates in four steps. First, the literals in each of the two events to be generalized are matched in all possible ways to enerate the set of matching pairs MP. Two iterals match if they contain the same number of constants and tney share a common term in the same position. For the example of Fig. 2,

MP=\{ ((circle a)-(circle c)),
\begin{tabular}{|c|c|}
\hline ( circle & a)-(circle ef) \()\), \\
\hline ()square & b)-(square d) ), \\
\hline ( small & a)-(small c), \\
\hline ((small a) & a)-(small e)j" \\
\hline ((small b) & b) -( small c) ), \\
\hline ((small b) & b)-(small e) ), \\
\hline (option a & b) -(ontop c d)) \\
\hline
\end{tabular}

The second step involves selecting all possible subsets of \(M r\) such that no single literal of one event is paired with more than one literal in another event. Each of these subsets eventually forms a new generalization of the original events.
In the third step, each subset of matching pairs selected in step 2 is extended by adding to the subset additional pairs of literals which did not previously match. A new pair p is added to a sunset \(S\) of MP if each literal in \(p\) is related to some other pair \(q\) in \(S\) by a common constant in a common position. For example, if \(S\) contained the pair ((square b)(square d)) then we could add to \(s\) the pair ((ontop a b)-(inside e d)) because the third element of (ontop \(a b\) ) is the second element of (square b) and the third element of (inside e d) is the second element of (square d) (Vere calls this a 3-2 relationship). We continue adding new pairs until no more can be added.

In step \(A\) the resulting set of pairs is converted Into a new conjunction of literals by merging each pair to form a single literal. Constants which do not match are turned into new constants which may be viewed as variables. For example, ((circle a)-(circle c)) would be converted to (circle 1).
Evaluation:
i) Representational adequacy. When applied to the test example (Fig. 1) this algorithm produces many generalizations. A few of the significant ones are listed here:
1. (ontop 1 2)(medium 1) (large 2)(clear 2) (clear 3)(shaded A)(5 A)
There is a medium object on top of a large clear object. Another object is clear. There is a shaded object. (Note also the vacuous relationship 5 derived from unifying circle and triangle).
2. (ontop 12 )(clear 1)(medium 1)(9 1) (5 3 4)(shaded 3)(7 3) (6 3)(clear A) (large 4)(8 4)

There is a medium, clear object on top of some other object and there are two objects related in some way (5) such that one is shaded and the other is large and clear. (Note the vacuous relationships 6, 7, 8, and 9).
3. (ontop 12 ) (medium 1) (clear 2) (large 2) (5 2) (shaded 3) (7 3) (clear A) (6 A) Tnere is a medium object on top of a large clear object. There is a shaded object and there is a clear object. (Note the vacuous relationships 5, 6, and 7) •

The representation is very general. By convention the first symbol or a literal can be interpreted as a predicate symbol. The algorithm, however, treats all constants uniformly. This creates difficulties. For instance the algorithm generates vacuous literals in certain situations. Literals can be formed by pairing (red \(x\) ) with (big y) to produce meaningless generalizations. One advantage of this relaxation of semantic constraints is that the pro?ram can discover conjunctive generalizations nvolving a many-to-one binding of variables.

The language contains only a conjunction operator. No disjunction or internal disjunction is included
ii) Pules of generalization. The algorithm implements the dropping condition rule and the turning constants to variables rule.
ill) Computational efficiency. From the published articles [22-25] it is not clear how to perform step 2. The space of possibilities is very large and an exhaustive search could not possibly give the computation times which Vere has published. It would be interesting to find out what heuristics are being used to guide the search.
iv) Flexibility and extensibility. Vere has published algorithms which discover descriptions with disjunctions [2A] and exceptions [251. He has also developed techniques to generalize relational production rules [23,24]. The method has been demonstrated using the traditional Al toy problems of 10 analogy tests and blocks-world sequences. A facility for using background information to assist the induction process has also been developed. It uses a spreading activation technique to extract relevant relations from a knowledge base and add them to the input examples prior to generalizing them. Since the method has been extended to discover disjunctions and exceptions, It would be expected that the method could also operate in noisy environments.
2.3 Model-driven Methods: Buchanan et. al. and Michalski.
Model-driven methods search a set of possible generalizations in an attempt to find a few best" hypotheses which satisfy certain requirements. The two methods discussed here search for a small number of conjunctions which together cover all of the input events. The search proceeds by choosing as the initial working hypothesis some starting point in the partially ordered set of all possible descrip-
tions. If the working hypotheses satisfy certain termination criteria, then the search halts. Otherwise, the current hypotheses are modified by slightly generalizing or specializing them. These new hypotheses are then checked to see if they satisfy the termination criteria. The process of modifying and checking continues until the criteria are met. Top-down techniques typically have better noise immunity and can easily be extended to discover disjunctions. The principal disadvantage of these techniques is that the working hypotheses must repeatedly be checked to determine whether they subsume all of the input events.
2.3.1 Buchanan, et. al.: Program Meta-DENDRAL [1-3,20]
The algorithm which we describe here is taken from the RULEGEN program (part of the MetaDENDPAL system). Meta-DENDRAL was designed to discover cleavage rules to explain mass spectrometry data. The descriptive language is based on the ball-and-stict model of chemical molecules. Each input event is a bond environment which describes some portion of a molecule. The environment is represented by a graph of the atoms in the molecule with four Yescriptors attached to each atom and forms the left nand side of a cleavage rule. The right hand side of the rule predicts a cleavage based on the existence in a molecule of the left-hand side of the rule (breakbond (**) indicates that the ** bond is predicted to be broken). A typical cleavage rule (with atoms \(w, x, y\), and \(z\) ) is:


RIGht-hand Side (Cleavage prediction):

\section*{-> Breakbond (**)}

The algorithm chooses as its starting point the most general bond enviroment ( \(x{ }^{* *} y\) ) with no properties specified for either atom. During the search, this description is grown by successively specializing a property of one of the atoms in the graph or by adding a new atom to the graph. After each specialization, the new graph is checked to see if it is "better" than the parent graph from which is was derived. A daughter graph is better than its parent if it still covers at least half of the input rules (it's general enough) and still focusses on only one cleavage process (it's specific enough). The cleavage rules built by this algorithm are further improved by the program PULFMOD.

\section*{Evaluation}
1) Representational adequacy. The representation was adequate for the specific task of developing cleavage rules. It was not intended to be a general representation for objects outside or the chemical world. The descriptions can be viewed as conjunctions Individual rules developed by the program can be considered to be linked by disjunction.
II) Rules of generalization. The dropping condition and turning constants to variables rules are used "in reverse" during the specialization process. RULEGEN does not seem to have the ability to handle an internal disjunction but RULEMOD apparently does. For example, it can indicate that the type of atom is anything except hydrogen". In similar work on nuclear
example in which the value of nhs is listed as "greater than or equal to one" (which indicates an internal disjunction).
iii) Computational efficiency. Because this is a problem-specific algorithm, we cannot supply comparison figures here for how this algorithm would work on our test example. The current program is considered to be relatively inefficient [2].
iv) Flexibility and extensibility MetaDENDPAL has been extended to handle NMP spectra. The program works well in an errorful environment. It uses domain-specific knowledge extensively. However, there is no strict separation between a general-purpose induction component and a special-purpose knowledge component. It is not clear whether the methods developed for Meta-DENDRAL could be easily applied to any non-chemical domain. The program does not perform constructive induction in any general way. However, the INTSUM program does クerform sophisticated transformations on the fnput spectra in order to develop the bondenvironment descriptions.
2.3.2 Michalski and Dietterich: Program INDUCE 1.2

The algorithm described here is one of three algorithms designed by Michalski and his collaborators* The others are a data-driven method described by Stepp [21] and a mixed method described by Larson and Michalski [13,14]. The language used to describe the input events is \(\mathrm{VL}_{21}\), an extension to first-order predicate logic (FOPL) [17]. Each event is represented as a conjunction of selectors. A selector typically contains a function or predicate descriptor (with variables as arguments) and a list of values that the descriptor may assume. The selector [size(xl)=small. medium] asserts that the size of \(x\) may take the values small or medium. The events in Fig. 2 are represent ed as:

\section*{El: [size(x1)=small][size(x2)-small] shape ( \(x 1\) ) -circle] [shape (x2)-square] ontop \((x 1, x 2)\) \\ E2:
}

In this method, descriptors are divided into two classes: attribute descriptors and structure-specifying descriptors. Attribute descriptors describe attributes such as size or shape or distance which are applicable to all variables (representing, e.g., object parts) Structure-specifying descriptors include all other descriptors. They typically represent relationships among variables such as ontop or inside. Each input conjunction is broken into two conjuncts-one built of selectors containing only attribute descriptors (the attribute conjunct; and one built of selectors containing only structure-specifying descriptors (the structure conjunct).
The algorithm is based on the observation that the structure-specifying descriptors are responsible for the computational complexity of generalizing structural descriptions. It we could determine conjunctions of structurespecifying selectors which were relevant for describing a particular class of objects, then the generalization of the attribute conjuncts could be handled quickly bv an appropriate covering algorithm. The algorithm seeks to determine such a set of structure conjuncts which appear likely to be part of a maximally specific conjunctive generalization of all of the in-
put events. It does this by finding conjunctions which are maximally specific generalizations of the input structure conjuncts considered alone. Such conjunctive generalizations of the structure conjuncts must be contained in some maximally specific generalizations of the entire set of input events. However, there may be maximally specific conjunctive generalizations of the input events which contain few if any structure-specifying selectors. This algorithm also finds these generalizations by considering structure conjuncts which are less than maximally specific

The algorithm operates in two phases. The first phase is the structure-determining phase. A random sample of the Input structure conjuncts is taken. This sample becomes the initial set of generalizations \(G_{0}\). In each step, \(G_{i}\) is first pruned to a fixed size by removing unpromising generalizations. Then \(G_{i}\) is checked to see if any of its generalizations covers all of the structure conjuncts. If any do, they are removed from \(G_{i}\). and placed in the set \(C\) of candidate conjunctive generalizations. Lastly, \(G_{i}\). is generalized to form \(G_{i+1}\) by tak ing each element of \(G_{i}\). and generalizing it in all possible ways by dropping single selectors. When the set of candidates \(C\) reaches a prespecified size, the search stops.
The second phase is the attribute-determining phase. In this phase, the problem ls converted to a multiple-valued logic covering problem us ing the \(\mathrm{vL}_{1}\) propositlonal calculus [15, 16]. Each candidate cover \(A\) in \(C\) is matched against all input events and the relevant variables are identified. For each match, the appropriate attribute conjuncts are extracted and used to form a \(V L\), event. For example,

```

    \(\left\{\begin{array}{l}\text { ontop }(p 1, p 2)][\text { ontop }(p 2, p 3)] \\ \text { size } p 1)=1][\operatorname{se}(p 2)-3][\operatorname{size}(p 3)=5] \\ \operatorname{color}(p 1)=r e d][\operatorname{color}(p 2)=g r e e n] \\ \text { color }(p 3)=b l u e]\end{array}\right.\)
    ```
    then we get two \(\mathrm{VL}_{1}\) events:
    \(V 1=\) (1, 3, red, green) and
    V2= (3, 5, green, blue).
These are vectors of attributes which
correspond here to the descriptors:
    (size(pl), size(p2), color(p1), color(p2))
for \(p_{1}\) and \(p 2\) in \(A\).

All Input events are converted into \(V L L_{1}\) events In this manner. In general, more than one VL, event is created from each input event. The 9et of VL, events can be covered using a covering algorithm. A cover could be obtained by forming the union of the values taken on by each VL, attribute. Such an approach usually leads to overgeneralization since only one \(V L\), event derived from each input event need be covered. We use a beam-search technique to select a subset of the \(\mathrm{VL}_{1}\), events to be covered.

This two-phase algorithm provides two computational advantages. First, the time required to compare expressions in the structuredetermining phase is reduced because the structure conjuncts are usually much smaller than the full input conjuncts. Second, the manipulation of VL , formulas is very easy since they may be represented as bit strings and manipulated using fast bit-parallel operations. The chief disadvantage of this algorithm is that it is difficult to decide when to terminate the structure-determining phase.
Evaluation:
i) Representational adequacy. The algo-
ithm discovers, among others, the following generalizations of the events in Fig. l:
1. [ontop \((p 1, p 2)][s i z e(p 1)\) medium]
\(\left\{\begin{array}{l}\text { shape (pi) circle, square, rectangle] } \\ \text { size } 2 \text { ) large] }\end{array}\right.\)
[shape (p2)wbox, rectangle, ellipse] [texture (p2) =c lear]
There is a medium-sized circle, rectangle or square on top of a large, clear box, rectangle, or ellipse.
2. [ontop \((p 1, p 2)][s 1 z e(p 1)=m e d i u m]\) \{shape (pi\}=polygon] [texture(pl)=clear] size( \(p^{2}\) ) -medium, large
[shape(p2)=rectangle,circle]
There is a clear, medium-sized polygon on top of a medium or large circle or rectangle.
3. [ontop \((p 1, p 2)][s i z e(p 1)\) medium] shape (pl)=polygon]
(size(p2)medium, large]
[shape(p2)mrectangle,ellipse, circle]
There is a medium-sized polygnn on top of a large or medium rectangle, ellipse or circle.
4. [size( \(p\) l)=small, medium]
[shape(pl)=circle, rectangle]
[texture(pl)=shaded]
There is a shaded object which is either medium or small in size and has a circular or rectangular shape.
This algorithm Implements the conjunction, disjunction and internal disjunction operators. It provides a fairly non-uniform set of representational facilities. Descriptors, variables, and values are all distinguished. Descriptors are further analyzed into structure-specifying descriptors and attribute descriptors. The current method provides for descriptors which have unordered, linearly ordered, and tree ordered value sets. This variety of possible representations permits a better "fit" between the description language and any specific problem.
ii) Pules of generalization. The algorithm uses all rules mentioned in section 1.4 and also a few constructive induction rules (see below). All constants are coded as variables. The effect of the turning-constants to variables rule is achieved as a special case of the generalization by internal disjunction rule
iii) Computational efficiency. The algorithm reguires 28 comparisons and builds 13 ruLes during the search to develop the descriptions listed above. Four rules are retained so this gives an efficiency ratio of \(4 / 13\) or \(30 \%\).
iv) Flexibility and extensibility. The algorithm can easily discover disjunctions by altering the termination criteria for the structure-determining phase to accept structure conjuncts which do not necessarily cover all of the input events. The same general two-phase approacn can also be applied to problems of determining discriminant generalizations. Larson and Michalski have done work on determining discriminant classification rules [13,14,15].

The algorithm has good noise immunity. Noise events can be discovered because the algorithm tends to place them in separate terms of a disjunction.
Domain-specific knowledge can be incorporated into the program by defining the domains of descriptors, specifying the structures of these domains, specifying certain simple production rules, and by providing constructive induction rules. These forms of knowledge representation
are not always convenient, however. Further work should provide other facilities for knowledge representation.
A few simple constructive induction rules have been incorporated into the current implementation as a preprocessor. Other constructive Induction rules can be specified by the user. Using the built-in constructive induction rules, the program produces the following conjunctive generalization of the input events in Fig. 1:
\[
\begin{aligned}
& \text { \# p's with texture clear-2][top-most(pi)] } \\
& \text { ontop (pKp2)] [size(pi)-medium! }
\end{aligned}
\]
shape(pi)-polygon][texture(pi)-clear] size(p2)-medium,large] shape(p2)-circle, rectangle]
There are exactly two clear objects In each event. The top most object is a medium sized, clear polygon and it is on top of a large or medium sized circle or rectangle
We hope to expand this constructive induction facility in the future.

\subsection*{2.4 Summary}

The comparison of various methods is summarized in Fig. 3. The table shows the distinct advantages and disadvantages of top-down methods as opposed to bottom-up methods. Bottom-up methods tend to be faster but noise immunity and flexibility suffer as a conseguence. Top-down methods have good noise immunity and are easily modified to discover disjunctive and other forms of generalization, They do tend to be computationally more expensive. By separating the structure-determining phase from the attribute-determining phase in our method, a considerable speed-up has been achieved.

\subsection*{3.0 CONCLUSION}

One of the problems of current research on induction is that each research group is using a different formal language and terminology. This makes the exchange of information difficult. This paper was intended to help readers get a better understanding of the state of the art in this area.
Some important problems to be addressed In future research include:
1) the development of adequate formal languages and knowledge representations for hypothesis formulation and modification;
II) extension of the scopes of operators and forms which an inductive program can efficiently use during hypothesis formulation;
iii) the development of general mechanisms of induction whicn can be guided by problemspecific packets of knowledge; and
iv) incorporation in the program of extensive facilities for constructive induction and multi-level schemes of description. In particular, an inductive program should be able to assign names to various subdescriptions and use these names in the formulation of hypotheses (i.e. generate hierarchical forms).

Finally, an important principle which should guide future research is what we call the principle of comprehenslbllity. This principle states "That the descriptions which an Al program uses and the concepts which it generates should be easily comprehensible by people. In the context of work on induction, the comprehen8ibility principle requires that the descriptions be short and use operators which
\begin{tabular}{|c|c|c|c|c|}
\hline \begin{tabular}{l}
Method: \\
Criterion
\end{tabular} & Hayes-Roth & Vere & Buchanan et.al & Michalski \\
\hline Intended application: & general & general & discovering mass spectrometry rules & general \\
\hline Language : & Parameterized Structural Representation & Muantifierfree FOPL & Chemical model & Variable-valued logic system VL2l \\
\hline syntactic concepts: & case frames parameters case labels & literals constants & molecule graph attributes constants in in value sets & selectors descriptors dummy variables constants in value sets \\
\hline operators: & \(N\) & \(n\) & \begin{tabular}{l}
へ. \(V\). \\
internal \(V\)
\end{tabular} & \(\wedge\), internal \(\forall\) \\
\hline \multicolumn{5}{|l|}{Generalization Rules:} \\
\hline dropping condition? & yes & yes & yes & yes \\
\hline constants to variables? & yes & yes & yes & yes \\
\hline generalizing by internal v? & no & no & yes & yes \\
\hline climbing tree? & no & no & no & yes \\
\hline closing intervals? & no & no & no & yes \\
\hline \multicolumn{5}{|l|}{Efficiency:} \\
\hline comparisons: & 22 & complete algorithm & not applicable & 28 \\
\hline & & not known & & \\
\hline generated during search: ratio output to total: & \[
\begin{aligned}
& 20 \\
& 6 / 20=30 \%
\end{aligned}
\] & - & not applicable
not applicable & \[
\begin{aligned}
& 13 \\
& 4 / 13=30 \%
\end{aligned}
\] \\
\hline \multicolumn{5}{|l|}{Fxtensibility:} \\
\hline applications & speech analysis & none & mass spectrometry, NMR & \begin{tabular}{l}
soybean disease \\
diagnosis
\end{tabular} \\
\hline disjunctive forms? & no & & yes & \\
\hline noise immunity domain knowledge? & \[
\begin{aligned}
& \text { low } \\
& \text { no }
\end{aligned}
\] & probably good & excellent & very good \\
\hline domain knowle & no & yes & yes, built-in to program & yes \\
\hline constructive induction? & no & no & no & \[
\begin{aligned}
& \text { limited } \\
& \text { facility }
\end{aligned}
\] \\
\hline
\end{tabular}

Figure 3.
can be easily Interpreted in natural language. Furthermore, systems should be designed to provide flexible interactive facilities. This approach has been adopted in our work because we expect that the most significant applications of Al inductive programs will be as interactive tools for conceptual data analysis.
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\begin{abstract}
To choose their actions, reasoning programs must be able to draw conclusions from limited information and subsequently revise their beliefs when discoveries invalidate previous assumptions. In the Truth Maintenance System (TMS) I introduce a new notion of "reason for belief which permits the mechanization of these abilities as a problem solver subsystem The TMS records and maintains the reasons for program beliefs. These recorded reasons are useful in constructing explanations of program beliefs and actions, and in guiding the course of action of a problem solver. This paper outlines some of the structure and applications of the TMS.
\end{abstract}

\section*{I INTRODUCTION}

One important problem faced by reasoning programs is the need to make decisions based on limited information. This problem arises both in programs interacting with an external environment and in contemplative programs searching a data base for an answer to some question There are two consequences of this need to predict, the program must have some way to make decisions based on limited information, and the program must have some way to revise its beliefs if these decisions are found to be in error. The first of these abilities is provided by utilizing epistemic classifications of possible program beliefs so that conclusions may be drawn from the lack of belief as well as from other beliefs The second ability is in general a very complex problem for which no complete solutions are known. (See [3,7,8] for surveys of the problem.) However, the simpler problem of
> * This research was conducted at the Artificial Intelligence Laboratory of the Massachusetts Institute of Technology. Support for the Laboratory's artificial intelligence research is provided in part by the Advanced Research Projects Agency of the Department of Defense under Office of Naval Research contract number NOOO14-75-C-0643, and in part by NSF grant MCS77-04828.

** My new paper [2] presents the foundations, mechanisms, and applications of the TMS in much greater depth, detail, and clarity than is possible here That paper also mentions the many related works by others too numerous to cite in this short a paper.
revising beliefs based on limited information is solvable by recording the reasons for each program belief. These records can be used to find the set of extant beliefs by determining which beliefs have valid reasons These recorded reasons also are useful in resolving conflicts that arise when limited knowledge gives rise to incompatible conclusions This papei describes a mechanization of these abilities, embodied in a general-purpose problem solver subsystem called the Truth Maintenance System (TMS) The TMS is based on a new analysis of what constitute "reasons" for beliefs and "assumed" beliefs In this analysis, all beliefs are derived from the existence of valid reasons for them, and assumptions are statements which are believed because some other statements are not believed

The TMS records and maintains "proofs" of program beliefs It manipulates two data structures, nodes, which represent beliefs, and justifications, which rrpresent reasons for beliefs The fundamental actions the TMS can be called upon to perform are the creation of a new node, to which the problem solving program can attach the statement of a belief, and the addition of a new justification to a node, to represent assertion of the belief associated with the node by some rule or procedure in the problem solver. The addition of new justifications may invoke the automatic procedure of truth maintenance to make any revisions necessary in the set of beliefs The TMS revises beliefs by using the recorded justifications to compute non-circular proofs of beliefs from basic hypotheses These proofs distinguish one or more justifications is the well-founded support for each believed node, and are used during truth maintenance to determine the set of beliefs to update by finding those nodes whose
well-founded support depends on changed beliefs. These proofs allow another process, dependency-directed backtracking, to resolve conflicts by tracing the well-founded supports of conflicting beliefs to remove one of the assumptions causing the conflict and to make a record used to prevents similar future conflicts

Minsky [6] criticized traditional logics for their monotonicity, their lack of any ability to control inferences by the addition of new axioms With this in mind the TMS employs a special type of justification, called a non-monotonic justification, to draw conclusions based on limited or incomplete knowledge This type of justification allows belief in a node to be based not only on other beliefs, as occurs in the standard forms of deduction and reasoning, but also on lack of belief in certain nodes. For example, a node \(\mathrm{N}-\mathrm{I}\) representing a statement P might be justified on the basis of a lack of belief in a node \(\mathrm{N}-2\) representing the belief \(\sim P\). (Distinct nodes are used to represent \(P\) and \({ }^{* * P}\).) In this case, the TMS would have \(\mathrm{N}-\mathrm{I}\) believed as long as \(\mathrm{N}-2\) was not believed, and we would call \(\mathrm{N}-\mathrm{I}\) an assumption. (More generally, by assumption we mean any node whose well founded support is a nonmonotonic justification.)

As a small example, suppose an office scheduling program is considering holding a meeting M on Wednesday. To do this, the program assumes that the meeting is on Wednesday. The data base of the program includes a rule which draws the conclusion that due to regular commitments, any meeting on Wednesday must occur at 100 PM. However, the fragment of the schedule for the week constructed so far has something else scheduled for that time already, and so another rule in the data base concludes that the day for the meeting cannot be Wednesday. These beliefs might be notated as follows

Node Statement
N-1 DAY (M) = WEDNESDAY
N-2 DAY (M) WEDNESDAY
N-3 TIME (M) \(=13: 08\)

\section*{Justification}
(SL () (N-2))
(SL (R-37 N-1) ())

As seen in the above notation for justifications, each justification consists of two lists. The meaning of the notation is that the statement depends on each of the nodes in the first list being believed, and on each of the nodes in the second list not being believed Since there is no known justification for \(\mathrm{N}-2\), it is not believed. The justification for \(\mathrm{N}-\mathrm{I}\) specifies that it depends on the lack of belief in \(\mathrm{N}-2\), and so \(\mathrm{N}-\mathrm{I}\) is believed. The justification for \(\mathrm{N}-3\) shows that it is believed due to rule R-37 acting on \(N-I\) When the assumption \(\mathrm{N}-\mathrm{I}\) is rejected by some rule,

\section*{N-2 DAY (M) WEDNESDAY (SL (R-9N-7N-8) ()}
where N-7 and N-8 represent the day and time of some other engagement, the TMS will revise the beliefs so that \(\mathrm{N}-\mathrm{I}\) and \(\mathrm{N}-3\) are not believed.

\section*{2. REPRESENTATION OF KNOWLEDGE ABOUT BELIEF}

A node may have several justifications, each of which represents a different reason for belief in the node. The node is believed if at least one of these justifications is valid. The conditions for validity of justifications are described below We say that a node which has a valid justification is in, and that a node without a valid justification is out. The distinction between in and out is not that of true and false. The former classification denotes conditions of knowledge about leasons for belief; the existence or non-existence of valid reasons. True and false, on the other hand, classify statements according to truth value independent of any reasons for belief In this way, there can be four states of knowledge about a proposition P , corresponding to the node representing \(P\) being in or out and the node representing \(\sim P\) being in or out.

There are two basic forms of justifications. These are inspired by the typical forms of arguments in natural deduction inference systems. A sample proof in such a system might be as follows:
\begin{tabular}{llll} 
Line & Statement & Justification & Dependencies \\
1. & A B & Premise & 111 \\
2. & \(B x C\) & Premise & 121 \\
3. & A & Hypothesis & 131 \\
4. & \(B\) & MP 1,3 & 11,31 \\
5. & \(C\) & MP 2,4 & \(11,2,31\) \\
6. & A C & Discharge 3.5 & 11,21
\end{tabular}

Each step of the proof has a line number, a statement, a justification, and the set of line numbers the statement depends on Premises and hypotheses depend on themselves, and other lines depend on the set of premises and hypotheses derived from their justifications The above proof proves ADC from the premises ADB and BDC by hypothesizing \(A\) and concluding \(C\) The assumption \(A\) is then discharged to provide the proof of \(A>C\) There are two effects that justifications can have on the set of dependencies in natural deduction systems, either the justifications can sum the dependencies of the referenced lines (as in line 4). or they can subtract the dependencies of some lines from those of other lines (as in line 6). The two types of justifications used in a TMS account for these effects on dependencies. A suppot-list (SL) justification says that the justified node depends on a set of other nodes, and thus in effect sums the dependencies of the referenced nodes. A conditional-proof
\((C P)\) justification says that the node it justifies depends on the validity of a certain hypothetical argument, and as in the example above, subtracts the dependencies of some nodes (the hypotheses of the hypothetical argument) from the dependencies of others (the conclusion of the hypothetical argument) These two types of justifications can be used to construct a variety of forms of dependency relationships For example, we might rewrite the example in terms of TMS justifications as follows (here ignoring the difference between premises and hypotheses, and ignoring the inference rule MP):
\begin{tabular}{|c|c|c|}
\hline \(\mathrm{N}-1\) & \(A \supset B\) & (SL () ()) \\
\hline \(\mathrm{N}-2\) & \(B x\) & (SL () ()) \\
\hline \(\mathrm{N}-3\) & A & (SL () ()) \\
\hline N-4 & B & (SL (N-1 N-3) (1) \\
\hline N-5 & C & (SL (N-2N-4) (1) \\
\hline N-6 & \(A D C\) & (CP N-5 (N-3) (1) \\
\hline
\end{tabular}

\section*{The support-list justification is of the form}
(SL <inlist> <oullist>).

A SL-justification is valid if each node in its in list is in, and each node in its outlist is out. A SL-justification can be used to represent several types of deductions. When both the inlist and outlist are empty, we say the justification forms a premise justification A premise justification is always valid, and so the node it justifies will always be believed Normal deductions are represented by support-list justifications with empty outlists. These represent monotonic deductions of the justified node from belief in the nodes of the inlist. Assumptions are nodes whose well-founded support is a support-list justification with a nonempty outlist. These justifications can be interpreted by viewing the nodes of the inlist as comprising the reasons for making the assumption; the nodes of the outlist represent the specific incompletenesses of knowledge authorizing the assumption.

The conditional-proof justification takes the form
(CP <consequent> <inhypotheses> <outhypotheses>).
A node justified by such a justification represents an implication, whose support is derived by a conditional proof of the consequent node from the hypothesis nodes. A justification of this form is valid if the consequent node is in whenever (a) each node of the inhypotheses is in and (b)each node of the outhypotheses is out. Except in a few esoteric uses, the set of outhypotheses is empty. Standard conditional proofs in natural deduction systems specify a single set of hypotheses, which correspond to our inhypotheses. The truth maintenance system requires that the set of hypotheses
be divided into two disjoint subsets, since nodes may be derived both from some nodes being in and other nodes being out.

\section*{3. DEFAULT ASSUMPTIONS}

One very common technique used in problem solving systems is to specify a default choice for the value of some quantity. (See, for example. [81) This choice is made with the intent of overriding it if either a good reason is found for using some other value, or if making the default choice leads to an inconsistency The assumption of the day of the week for a meeting in the first example above is such a default assumption.

In the case of a binary choice, a default assumption can be represented by believing a node if the node representing its negation is out. When the default is chosen from a set of alternatives, the following generalization of the binary case is used Let \(\left\{F_{1}, \quad, F_{n}\right\}\) be the set of the nodes which represent each of the possible values of the choice Let \(G\) be a node which represents the reason for making the default assumption Then \(F_{i}\) may be made the default choice by providing it with the justification
\[
\text { ISL } \left.(G)\left(F_{1} \ldots F_{i-1} F_{i+1} \ldots F_{n}\right)\right) .
\]

If no information about the choice exists, there will be no reasons for believing any of the alternatives except \(F_{i}\) Thus \(F_{i}\) will be in and each of the other alternatives will be out If some other alternative receives a valid justification from other sources, that alternative will become in. This will invalidate the support of \(F_{i}\) and \(F_{i}\) will become out. If a contradiction is derived from \(F_{i}\) the dependency-directed backtracking mechanism will recognize that \(F_{i}\) is an assumption by means of its dependence on the other alternatives being out. (See the section on dependency-directed backtracking for an explanation of this.) The result of backtracking may be to justify one of the other alternatives, say \(F_{i}\). causing \(F_{i}\) to go out. The justification for \(F ■\) will be of the form

\section*{(SL <various things> <remainders>)}
where the remainders are the \(F_{k}\) 's remaining after \(F_{i}\) and \(F_{i}\) are taken away In effect, backtracking will cause the removal of the default choice with the set of alternatives, and will set up a new default assumption structure from the remaining alternatives As a concrete example, our scheduling program might default a meeting day as follows:

\section*{N-I DAY (M) -MONDAY}

\section*{N-2 DAY (M) WEDNESDAY \\ \(\mathrm{N}-3 \quad \mathrm{DAY}(\mathrm{M})=\) FRIDAY}

In this example, Wednesday is assumed to be the day of the meeting M , with Monday and Friday being the alternatives. Wednesday will be the default choice until a valid reason is supplied for either Monday or Friday.

If the complete set of alternatives from which the default assumption is to be chosen cannot be known in advance but must be discovered piecemeal, a slightly different structure is necessary This ability to extend the set of alternatives is necessary, for example, when the default is a number, due to the large set of possible alternatives For cases like this the following structure may be used instead. Retaining the above notation, let \(\sim F\) - be a new node which will represent the negation of \(F_{i}\). We will arrange for \(F_{i}\) to be believed if \({ }^{* *} F_{i}\) cannot be proven, and will set up justifications so that if \(F_{i}\) is distinct from \(F_{i} F_{i}\) will imply " \(F_{i}\) This is done by giving \(F_{\mathrm{i}}\) the justification
\[
\left(S L .(G)\left(\sim F_{i}\right)\right)
\]
and by giving \({ }^{* *} F_{1}\) a justification of the form
\[
\left(S L\left(F_{j}\right)(1)\right.
\]
for each alternative \(F_{\mathrm{i}}\). distinct from \(F_{\mathrm{i}}\). As before, \(F_{\mathrm{i}}\) will be assumed if no reasons for using any other alternative exist Furthermore, new alternatives can be added to the set simply by giving \({ }^{* *} F_{i}\) a new justification corresponding to the new alternative This structure for default assumptions will behave as did the fixed structure in the case of an unselecred alternative receiving independent support. Backtrackmp, however, has a different effect. If a contradiction is derived from the default assumption supported by the extensible sttucture, \({ }^{* *} F_{i}\) will be justified so as ro make \(F_{i}\) become out If this happens, no alternative will be elected to take the place of the default assumption. The extensible structure requires an external mechanism to construct a new default assumption whenever the current default is ruled out For example, a census program might make assumptions about the number of children in a family as follows:
N-1 H-CHILOREN(F) \(=2\)
(SL () (N-2))
N-2 H-CHILUREN(F) 2
(SL (N-3) ())
(SL (N-4) (I)

N-3 \#-CHILUREN(F) \(=0\)
N-4 H-CHILLIREN \((F)=1\)
With this system of justifications. N-1 would be believed
because no different number of children is known. If it turns out that the family has, for example, 5 children a new statement would have to be made, along with a new justification of \(\mathrm{N}-2\) in terms of this new statement.

\section*{4. DEPENDENCY-DIRECTED BACKTRACKING}

Making assumptions admits the possibility of making errors. When a contradiction or other inconsistent state of the data base occurs, the TMS employs a process called dependency-directed backtracking to find and remove incorrect assumptions so as to restore consistency. There are several steps involved in dependency-directed backtracking, but first the inconsistency must somehow be signalled to the TMS. as there is no built-in notion of inconsistency. This signalling consists of informing the TMS that a node represents an inconsistency With this knowledge, the TMS will try to restore consistency whenever the node comes in by rejecting enough assumptions to force the node out. Any node may be marked for such treatment A node so marked is called a contradiction.

The steps of dependency-directed backtracking are as follows. First, the well-founded support of the contradiction node is traced backwards to find the set of assumptions (nodes with a nonmonotonic justification as their well-founded support) underlying the contradiction. Belief in at least one of these assumptions must be retracted to remove the contradiction. This is done by creating a new justification for one of the out nodes underlying one of the assumptions. Since the backtracker may be mistaken in its assignment of blame to that assumption, the justification used to retract the assumption must indicate the alternatives that were available but not utilized by the backtracker. Thus the new justification includes (a) the reason why the contradiction occurred and (b) the other assumptions involved. Thus the second step of the backtracking process is to construct a node recording the reason why the contradiction occurred, and the third step is to use this node and the other assumptions in justifying an out node supporting the assumption selected for removal

In more detail, the first step of the backtracking process traces backwards through the well-founded support of the contradiction node to collect the set of "maximal" assumptions supporting the contradiction. Not all assumptions found by tracing the well-founded support are used, instead, only those assumptions which do not support other assumptions underlying the contradiction as well. That is, the well-founded support relationships induce a natural partial-ordering on nodes, where one node is said to be "lower" than a second node if the first occurs in the second's well-founded support. The maximal assumptions are then
those assumptions which are maximal in this partial order. Only this "front line" of assumptions is used because if the reason for revoking a lower-level assumption involves a higher-level assumption, then the removal of the lower-level assumption would cause truth maintenance to remove the higher-level assumption that it supports, so the reason for removing the lower-level assumption would not hold up This reflects the fact that there may not be enough information to definitely rule out a lower-level assumption.

The second step summarizes the reason for the contradiction in terms of the set of selected assumptions Let \(5-\backslash A_{1}\),
\(A_{n\}}\) indicate the set of inconsistent assumptions. The backtracker then creates a node called a nogood, a new node signifying that \(S\) is inconsistent Since contradiction nodes really represent the false statement, the nogood node can be taken to represent
\[
A_{l} \wedge \ldots \wedge A_{n} \supset \text { false. }
\]
or alternatively,
\[
\begin{equation*}
\sim\left(A_{1} \wedge \ldots \wedge A_{n}\right) . \tag{I}
\end{equation*}
\]
\(S\) is recorded as the nogood-set of the nogood. This meaning for the nogood node is produced by justifying it with the conditional proof of the contradiction node relative to the assumption nodes, that is, with the justification
(2) \(\quad\) (CP <contradiction node> \(S\) (1).

In this way, the inconsistency of the set of assumptions will be remembered even after the contradiction has been resolved by the retraction of some hypothesis.

The final step is selecting an assumption \(A_{i}\) (the "culprit") from 5 and justifying one of the out nodes listed in its well-founded supporting justification. (If these underlying out nodes are thought of as "denials" of the assumption, then this step is much like reasoning by reductio ad absurdum.) Let \(N O\) be the nogood, and let the inconsistent assumptions be \(A_{1}, \ldots, A_{n}\). Let \(D_{j}, \quad, D_{k}\) be the out nodes appearing in the justification which supports belief in the assumption \(A_{i}\) This justification for the assumption can be invalidated by justifying \(D_{1}\) with the justification

\section*{(3) (SL \(\left(N G A_{1} \ldots A_{i \cdot 1} A_{i+1} \ldots A_{n}\right)\left(D_{2} \ldots D_{k}\right)\).}

This justification is valid whenever the nogood and other assumptions are believed and the other "denials" of the culprit are not believed If the choice of culprit was in error, then another contradiction will occur in the future involving \(D_{1}\) and by this justification will be led to suspect the
remaining assumptions, as well as \(D_{1}\) if there are any other out nodes listed in its justification. If, by means of other previously existing justifications, the current contradiction is still \(m\) following the addition of this justification, backtracking is repeated Presumably the new invocation of the backtracking process will find that the previous culprit is no longer an assumption Backtracking halts when the contradiction becomes out, or when no assumptions can be found underlying the contradiction.

As an example, consider a program scheduling a meeting, preferably at 10 AM in either room 813 or 801 . This might be represented as
\begin{tabular}{lll}
\(N-1\) & \(\operatorname{TIME}(M)=1808\) & (SL O \((N-2))\) \\
\(N-2\) & \(\operatorname{TIME}(M)=1800\) & \\
\(N-3\) & \(R O O M(M)=813\) & (SL O) (N-4) \\
\(N-4\) & \(R O O M(M)=881\) &
\end{tabular}

With these justifications, \(\mathrm{N}-\mathrm{I}\) and \(\mathrm{N}-3\) are in, and the other two nodes are out. If some previously scheduled meeting exists, it might cause this combination of time and room for the meeting to be ruled out by means of a contradiction.

\section*{N-5 CONTRADICTION (SL (N-1 N-3) (1))}

The dependency-directed backtracking system then traces the well founded support of the contradiction to find that it depends on two assumptions, \(\mathrm{N}-\mathrm{I}\) and \(\mathrm{N}-3\), both of which are maximal
\begin{tabular}{lll}
\(N-6\) & \(N O G O O D N-1 N-3\) & \((C P N-5(N-1 N-3)(1)\) \\
\(N-4\) & \(R O O M(M)=801\) & \((S L(N-6 N-1)(1)\)
\end{tabular}

A nogood node is created which means, in accordance with form (1) above.
\[
\sim(T \mid M E(M)=1000 \wedge \operatorname{ROOM}(M)=813)
\]
and this nogood is given a justification corresponding to form (2) above The assumption N-3 is selected arbitrarily as the culprit, and is rejected by providing its only out supporting node. N-4. with a justification of the form (3) above Following this, \(\mathrm{N}-\mathrm{I}, \mathrm{N}-4\), and \(\mathrm{N}-6\) are in, and \(\mathrm{N}-2\), \(\mathrm{N}-3\). and \(\mathrm{N}-5\) are out \(\mathrm{N}-6\). the nogood node, has an always-valid CP-justification since the contradiction node \(\mathrm{N}-5\) depends directly on the two assumptions \(\mathrm{N}-\mathrm{I}\) and \(\mathrm{N}-3\) without any additional beliefs intervening If some further consideration determines that room 801 cannot be used after all. another contradiction node could be created to force a different choice

\section*{N-7 CONTRADICTION}
(SL (N-4) (1)

\section*{N-8 NOGOOO N-1 \\ (CP N-7 (N-1) (1) \\ \(\mathrm{N}-2 \quad\) TIME \((\mathrm{M})=1000\) \\ (SL (N-8) ())}

Tracing backwards from N-7 through N-4, N-6, and N-I, the backtracker finds that the contradiction depends on only one assumption. N-I The nogood node \(\mathrm{N}-8\) is created and justified with a CP-justification which in effect is equivalent to the SL-justification
\[
(S L(N-6)(1),
\]
since the nogood \(\mathrm{N}-6\) contributes to the contradiction but does not itself depend on the assumption N-I The revocation of the assumption \(\mathrm{N}-\mathrm{I}\) removes \(\mathrm{N}-5\), the previous objection to the choice of room, so at the close of this bit of decision making \(\mathrm{N}-2, \mathrm{~N}-3, \mathrm{~N}-6\), and \(\mathrm{N}-8\) are in, and \(\mathrm{N}-\mathrm{I}, \mathrm{N}-4\), \(\mathrm{N}-5\). and \(\mathrm{N}-7\) are out.

There are a number of variations on this particular scheme for dependency directed backtracking All of these variations are considerable improvements over the chronological backtracking systems used in classical systems like MICRO-PLANNER and many early theorem provers. The improvements stem from the non-chronological nature of dependency-directed backtracking, in which the support relationships rather than the temporal ordenngs determine the choices responsible for an error Another improvement is that the cause of the contradiction is summarized via a nogood node. This summarization keeps the system from making the same mistake in the future. Stallman and Sussman [10] indicate that these two improvements lead to sizable gains in efficiency.

\section*{5 DISCUSSION}

The TMS solves part of the problems of belief revision and limited information by introducing new conceptions of justified belief, justification, and assumption. It lends itself to several other uses as well as belief revision and making assumptions: for example, providing explanations of program beliefs and actions (sec [2)). and controlling the problem solver's actions (see [1,2.10]). London [4] explores in detail the use of dependency networks in updating a problem solver world model in the face of actions. For the mathematically oriented, Drew McDcrmott and I try to analyze the logic and semantics underlying the TMS in [5] Non-monotonic logic, as we call it, has several novel properties
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\begin{abstract}
This paper takes a look behind the scenes at two conceptually-based parsers in order to shed light on the true differences between them. The first one is Riesbeck's parser for Schank's conceptual dependency; the second is the 'LNR' parser for Norman and Rume hart's active semantic networks. Both are described in terms of Kaplan's General Syntactic Processor formalism. This analysis shows that 'conceptual dependency' and *active semantic networks' have little or nothing to do with the actual functioning of the parsers. Computationally, the two parsers differ only in terms of (a) effective use of interrupts and (b) reliance on selectional restrictions to guide parsing. A synthesis of the best features of both is suggested.
\end{abstract}

\section*{1. INTRODUCTION}

An important trend in natural language processing which emerged in the early 1970's was the use of case-based language-independent notation to represent the conceptual content of segments of text \((3,5,7)\). Although there is much overlap among the theories of different research teams working in this area, there appear to be fundamental differences in the ways in which these theories specify the actual processing of text. But which differences are deep theoretical ones, and which are merely artifacts of implementation? I address this question by look ing at the processes underlying two parsers which were influential during the 1970's: Riesbeck's parser (4) for Schank's conceptual dependency formalism ( 5 ); and the 'LNR' parser for Norman and Rumelhart's active semantic network formalism (3). The actual internal representation of text is not the main focus of this paper. Rather, it is the parsing process itself which is under scrutiny.

To carry out this analysis, \(I\) have implemented versions of both parsers using Kaplan's General Syntactic Processor, GSP (1). I will first describe the GSP versions of each parser, and then the way in which their best features can be combined.

\section*{P. RIESBECK'S PARSER}
?. 1 Overview
The intent of Riesbeck's parser is to build a
conceptual dependency representation of a segment of text. In operation, the main verb of each segment (phrase) of text is located, and a representation of its 'meaning' (its decomposition) is constructed in memory. The surrounding text, primarily noun-phrases, is then systematically mapped onto vacant slots within the memory representation of the decomposed verb. The parser's 'expectations' are represented by active packets of production rules. Important phrase boundaries and slot-filler (case) information are signposted by words which may (a) satisfy existing expectations of the parser (by matching the condition side of a production rule) or (b) generate new expectations for the parser (by activating a new packet of production rules).

\subsection*{2.2 The GSP version}

In GSP terms, Riesbeck's 'active' production rules are represented by standard ATN-style arcs in the grammar (6). The interrupts which activate new packets of rules are modelled in GSP by storing in the lexicon the code which causes control to shift to a new grammar state (since any change in the value of global variables, such as Riesbeck's 'request list', is formally equivalent to a new GSP-machine state).

For example, the lexical entry for the verb 'give' includes, among; other things, the following:

INTERRUPT: (SETR CONCEPT (GETF DECOMPOSITION)) (NEWSTATE GIVEO)

GSP's controlling executive knows to look at the 'interrupt' code stored in the lexicon. In this case, the code says to set the CONCEPT register to the structure found for this entry under the indicator DECOMPOSITION (i.e. its conceptual dependency representation), and to advance the grammar to the state labelled GIVEO. State GIVEO is the one which initiates the actions corresponding to Rienbeck's setting up of new expectations, and is basically an entire sub-grammar devoted to the verb 'give'. This sub-grammar asks specific questions about the attributes of incoming noun phrases, and assigns these phrases to case slots accordingingly, e.g. the surface pattern HUMAN give HUMAN PHYSOBJ results in the second HUMAN getting placed in the RECIPient slot.

Although conceptual dependency emphasises the role of 'deep conceptual cases', the parser itself is necessarily a hybrid beast - it builds conceptual representation the instant a verb is encountered, but it fills vacant case slots on the basis of purely surface syntactic considerations, combined with relatively simple Katz \& Fodor-type selectional restrictions (although Riesbeck does allow the restrictions to be relaxed if nothing else makes more sense). Kiesbeck's parser could in fact build some other kind of internal representation, based on any one of several linguistic theories of lexical decomposition, without any effect on the course of parsing.

Riesbeck's parser discovers noun phrases when a signalling word, such as 'a', interrupts processing and passes control to a noun-phrase subgrammar. Active production rules which were pending before the 'a' was discovered are saved on a special 'hold' list, and restored when a 'phrasebreak' (e.g. a verb or a period) is encountered. At that point, an EVAL-PHRASE routine (not unlike an ATN BUILDQ) constructs an internal representation of the just-parsed noun-phrase. In GSP terms, this activity is almost identical to the standard ATN 'PUSH NP', except that the potentially expensive aspects of a PUSH and POP (namely, saving return states and building possibly incomplete NP structures) are not carried out until it is virtually certain that they will succeed. This variation is handled in the GSP version by having the appearance of an item such as a determiner (which would normally be sought at the beginning of an NP sub-grammar) initiate a PUSH 'safely' after that key item is encountered in the text. This is done by having the 'interrupt' code for determiners pass control directly to state NP in the grammar. Then, instead of performing a tentative POP when the NP sub-grammar thinks it is finished, the
'interrupt' code of verbs (and other items which signal a 'phrasebreak' in various contexts) initiates the equivalent of a 'safe' POP directly when it is appropriate.

Of course 'safe' doesn't always mean 'guaranteed'. It is clear that there are all sorts of examples which would cause Riesbeck's parser to go astray. However, Riesbeck is concerned mainly about the fundamental operating principles, rather than performance on a specific case. The assumption is that these principles could be applied to more elaborate examples. This remains to be demonstrated for a so-called 'conceptuallybased' parser, although a related theme underlying the workings of Marcus' parser(2) indicates that 'safe' PUSHes and POPs indeed make powerful parsing tools. The advantages of lookahead in parsing are significant only when such lookahead is relatively cheap and reasonably accurate. The GSP implementation of Riesbeck's parser allows one to automatically incorportate fairly simple lookahead within the framework of other, more well established parsing mechanisms (e.g. the PUSH NP of ATNs).

\section*{3. THE LNR PARSER}

\subsection*{3.1 Overview}

The LNR parser is designed to map sentences onto a surface case frame. This case frame is an n-ary predicate which contains a pointer to the appropriate code responsible for decomposing the predicate into a canonical 'meaning' representtation. The case frame of each verb is stored in a memory network, and is referred to by the parser for guidance in picking up arguments to go with the main predicate. Aside from the subject and object slots, which typically surround the verb, other (arbitrary) case slots are signalled by the appearance of key prepositions.

\subsection*{3.2 The GSP version}

The LNR parser is implemented as a fairly straight forward ATN, with the PUSH NP and PUSH PP arcs augmented with extra tests which must be passed for the transitions to be allowed. These tests are simply checks to see whether, say, the current prepositional phrase is consistent with the 'surface frame' stored in the lexical entry for the current verb, and whether the relevant case slot is still vacant. For example, the lexical entry for the verb 'give* includes the following: SURFACE-FRAME: NP1: AGENT

NP2: OBJ
'TO': RECIP

The slots 'NP1' and 'NP2' are signposts for the
parser, saying that the NPs preceding andfollowing the verb should be placed into the AGENT and OBJ registers, respectively. The 'to' slot is a signpost saying that a prepositional phrase beginning with 'to' is acceptable, and that its (nested) noun phrase should be placed in the RECIP register.

The LNR parser only decomposes the main verb after the surface case frame is entirely filled in. Since the parser consults only the surfaceframe for guidance during processing, the final internal representation has no effect on the actual course of parsing, and could have been based on any of several theories of lexical decomposition, including conceptual dependency.

Selectional restrictions are not included at all in the LNR parsing process - this must be done as part of the code which is executed during decomposition. The problem with this approach is that it is not clear how total failure of such selectional tests would influence the course of parsing itself. A method of incorporating Riesbeck-style tests is described below.

\section*{4. A SYNTHESIS}

Many of the differences between the LNR and Riesbeck parsers are apparent rather than real. LNR's use of a surface frame as a signpost to guide a general procedure (e.g. PUSH NP) to work on a specific verb is isomorphic to Riesbeck's branching off to an entirely separate sub-grammar following the verb. Also, LNR's test for a 'vacant slot' is equivalent to Riesbeck' use of self-deleting production rules. Neither the final decomposed representation of the main verb nor the time at which decomposition occurs have any effect on the actual course of parsing for either Riesbeck or LNR.

The two parsers do, however, differ in terms of whether they use interrupts and selectional restrictions to guide parsing. Riesbeck's parser uses both, and is on these counts computationally superior to the LNR parser. The main strength of the LNR parser is its notational clarity, which derives from its description as an ATN. This makes it an ideal starting point for a hybrid parser made by augmenting it with Riesbeck's use of interrupts and selectional restrictions.

Beginning with an ATN specification of the LNR parser, Riesbeck-style interrupts are added by splicing into the lexicon the 'interrupt' code for items which can initiate 'safe' PUSHes (e.g. determiners) and items which can initiate 'safe' POPs (e.g. verbs). The old PUSHes and POPs then become redundant, and can be eliminated.

Selectional restrictions of the simplicity of Riesbeck's (i.e. looking for features such as HUMAN, PHYSOBJ, etc.) are then easily added. This simply involves augmenting LNR's surfaceframe slots with selectional information, e.g. 'TO': RECIP/HUMAN, and then conjoining a general test onto the PUSH PP arc so that it tests whether the noun phrase following the preposition is an instance of the class named after the '/'.

Preliminary results with my own hybrid LNR/ Riesbeck Parser (implemented in my POP-2 version of GSP) indicate that the combination is costeffective for simple sentences, where the occurrence of obviously ill-fated PUSHes (e.g. testing for non-existing prepositional phrases) can be totally avoided. The selectional restrictions provide an extra heuristic for case slot-filling purposes, but can be easily fooled by counterexamples, so are better treated as 'preferences' to be followed tentatively. The most promising line for future development is the use of 'safe' PUSHes and POPs to handle multi-constituent lookahead, as in (2). I am currently working on a GSP version of Marcus' parser. Insights gained from placing his parser in a common framework with that of Riesbeck and LNR will be described in a forthcoming paper.
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\begin{abstract}
Inconsistency is a problem with first order predicate calculus theories in which ideas are treated as objects. This paper presents general results on inconsistency, including an interesting restriction on the relation of knowing. A theory having a uniform method of expressing ideas, ideas of ideas, and so on, is sketched. It is shown how to restrict some of the axioms of this theory in order to obtain consistency. The method of obtaining consistency seems to have some generality.
\end{abstract}

\section*{1. INTRODUCTION}

As has been noted, for example, in [4], one of the problems with first order predicate calculus (PC) theories that objectify ideas is inconsistency. The next section describes a consistent theory that treats ideas as objects. It describes the axioms \(A X\) of this theory, indicates the restrictions that make the theory consistent, briefly discusses the notion of constructive idea, and then deals with some of the details of the formulation. After that, it is shown how easily inconsistency can arise in such theories. Then there is stated a theorem which says that in spite of these inconsistency results the theory described here, along with a number of its extensions, is consistent.

\section*{2.THE THEORY}

The axiom system AX of the theory states that everyone knows the axioms of logic and all that is logically deducible from them. The axiom system also states that whatever anyone knows is true, and that if one knows something then one knows that one knows it. There are also axioms that state what it means for a variable to be free in a string, as well as what it means for one string to be free for a variable in another string (these standard concepts of logic are used in specifying the logical axioms in the PC).

Most important for consistency considerations are the axioms that specify the relation of denotation. It is desired that every (closed) string should denote its value, or in other words, tnat the string should denote what it names (examples of naming are given below). As will be seen in the section on inconsistency, such a desire can easily lead to paradox. Instead we make the weaker assumption (axiom a4) that every (closed) determinate string denotes its value. (Determinate strings, defined in the next section, are a very general class of strings, yet they avoid paradox.) By thus weakening the assumption about denote, one can prove that any of a variety of extensions of the axiom system AX are consistent.

The final axioms of the system state that whatever is a logical consequence of any of these axioms and is determinate, is known by everyone in all states (these last
axioms are defined inductively). I do not see that the determinate restriction in these final axioms is necessary, but I have not yet seen how to prove consistency without it. At this point the notion of constructive can be briefly mentioned. One can optionally introduce this notion into the formulation (the consistency results below apply in either case). A constructive idea, together with a fixed body of knowledge, allows a person to identify the object named by the idea. The notion is related to the distinction between "being aware of and "actually knowing". Thus the idea "number-of-people-Jn(rooml)" makes one aware of a number without actually knowing what the number is. A person may be able deduce facts about a number (without actually knowing the number), but one actually knows the number only after deducing that the idea denotes the same thing as a constructive idea. In the notation illustrated later,

\section*{\(\exists \mathrm{U}\) constructive(U) ^}
\(\mathrm{K}\left(\mathrm{p}, \quad{ }^{\circ}{ }^{\circ}\right.\) (number-of-people-in \({ }^{\bullet}\left(\right.\) room \(\left.\left.\mathrm{l}^{\bullet}\right), \mathrm{U}\right)\), s).
The notion of "can" is defined not only as knowing, but constructively knowing that an action will achieve a condition.

The remainder of this section sketches some of the details of the theory.

The language \(L\) of the theory is a (first order PC) language with sorts. It contains a set of basic symbols, and these can be starred any number of times to produce new syinbols. For example, the starred versions of, say, symbols
 version of these are " \(K^{\bullet 0}\) ", " \(>^{\bullet \bullet}\) ", or " \(3^{\bullet \bullet "}\); these are nine distinct symbols.

For purposes of explanation, ideas are concretized as strings of \(\mathcal{L}\) (the word "string" is used to mean either a term or formula of L). There will be no indication of the sorts, although variables that range over strings are in upper case, variables ranging over variables are in gothic, and usually, but not necessarily, lower case is reserved for variables that range over objects other than ideas.

For examples of the intended use of the symbols of \(L\) and of the notion of naming, consider.
```

Ted
3
safel
Ted ${ }^{\bullet}$
$3^{\circ}$
safe $1^{\circ}$
$>(5,3)$
$>{ }^{\bullet}\left(5^{\circ}, 3^{\circ}\right)$
$>{ }^{\bullet \theta}\left(5^{\bullet \theta}, 3^{\bullet \theta}\right)$
$>(x, 3)$
$>{ }_{>}\left(x, y^{\circ}\right)$
$>^{\circ}\left(\mathrm{X}, 3^{\circ}\right)$
$3 x>(x, 3)$
$3^{\bullet}\left(x^{\bullet}>^{\bullet}\left(x^{\bullet}, 3^{\bullet}\right)\right)$
$\exists^{\bullet}\left(x,>^{\bullet}\left(x^{\bullet}, 3^{\bullet}\right)\right)$.

```

Strings 1-3 name Ted, 3, and safel, respectively. On the other hand, 4-6 name the strings "Ted", " 3 ", and "safe1", respectively.

String 7 says that 5 is greater than 3, and therefore it names true (this is a truth independent of states). Strings 8-9 name the strings " \(>(5,3)^{\text {" }}\) and " \(>^{\circ}\left(5^{\circ}, 3^{\circ}\right)^{\prime \prime}\), respectively. Whether 10 names true or false depends on the value assigned to the variable \(x\).

String 11 names the string " \(>(x, 3)^{\text {" }}\). What 12 names depends on the value assigned to the variable \(X_{i}\) if \(X\) is assigned " 6 ", " \(7+3^{\prime \prime}\), or " \(y+6^{n}\), then 12 would name " \(>(6,3)^{\prime \prime}\) ", " \(>(7+3,3)^{\prime \prime}\), or " \(>(y+6,3)^{\prime \prime}\), respectively. The string is names true since there is a number greater than 3 , while 14 names the string " \(3 x>(x, 3)^{\prime \prime}\). What 15 names depends on the value assigned to \(X\); if \(X\) were assigned " \(x\) ", " \(y\) ", or " \(z\) ", then 15 would name " \(3 x>(x, 3)^{\prime \prime}\), " \(3 \gg(x, 3)^{\prime \prime}\), or " \(32>(x, 3)^{\prime \prime}\), respectively.

One important relation is that of knowing. This relation has three arguments; the first argument is a person, the second argument a string (of the sort that names a truth value), and the third argument a state. The intended interpretation is that in the state the person knows that the string is true. Thus, the first of
```

(16) $\mathrm{K}\left(\right.$ Ted,${ }^{\bullet}\left(5^{\bullet}, 3^{\bullet}\right)$,state 1$)$
(17) K (Ted, K $\left.{ }^{\oplus}\left(\text { Ted }^{\bullet},>^{\bullet \oplus}\left(5^{\bullet \bullet}, 3^{\bullet \oplus}\right) \text { state } 2^{\bullet}\right)_{\text {state }}\right)$

```
says that in statel Ted knows that " \(>(5,3)^{\prime \prime}\) is true, or, that 5 is greater than 3; formula 17 says that in statel Ted knows that in state2 Ted knew (will know) that 5 is greater than 3.

A nother special relation is that for denotation, represented by the relation symbol "denote". Examples are,
(18) denote \(\left(3^{\circ}, 3\right)\)
(19) denote( \(3^{\bullet}\left(x^{\bullet},{ }^{\circ}\left(x^{\bullet}, 0^{0}\right)\right)\),TRUE).

The first says that the string " 3 " denotes 3 , the second that the string " \(3 x>(x, 0)\) " denotes true.

For the purpose of conveniently specifying axiom schemas, two mappings from strings to strings are defined: these mappings are not functions in the model. If \(B\) is a formula, (cl B) indicates the closure of Bil.e., B with all its free variables universally quantified. Thus,

A string will be said to be closed if it has no free variables; so if B is closed, then ( cl B) is the same as B .

The mapping id replaces all symbols by their starred versions, changing quantifiers into functions.
(21) \(\quad i d\left({ }^{"}>(x, 5)^{n}\right) \quad-\quad{ }^{\circ}{ }^{\bullet}\left(x^{\bullet}, 5^{\bullet}\right)^{n}\)
(22)
(23)
id ("K (Streleski, \(>^{\bullet}\left(5^{\bullet}, 3^{\bullet}\right)\),state 1)")

Another convention for specifying schemas is that \(B\) and \(C\) are syntactic variables that range over strings; they are not variables of \(L\)

To illustrate these conventions consider the axiom schema
(24) \(\mathrm{K}(\mathrm{p}, \mathrm{id}(\mathrm{B}), \mathrm{s}) \supset(\mathrm{cl} \mathrm{B})\), where B is any formula.

This says that whatever anyone knows is true. By taking B as " \(3 x>(x, y)\) " or " 3 si red(block 1,81\()\) ", one gets two of the instances of this schema:

Some examples of the axioms and axiom schemas AX of the theory are
\begin{tabular}{|c|c|}
\hline \multicolumn{2}{|l|}{} \\
\hline (a2) & \(\checkmark \vee W\left[K\left(p, V^{\prime}\right) \wedge K\left(p,{ }^{\bullet}(V, W) s\right)\right.\) \\
\hline \multicolumn{2}{|l|}{3)} \\
\hline \multicolumn{2}{|l|}{\multirow[t]{2}{*}{24)denote(id( B\(), \mathrm{B}\) ), for every closed determinate stri}} \\
\hline & \\
\hline
\end{tabular}

Axiom al states that in all states all people know that the string ( \(\mathrm{S} 1>(\mathrm{S} 2 \mathrm{~J} \mathrm{~S} 1)\) ) is true for all formulas S 1 and S 2 . Axiom 22 states that in any state if someone knows SI and (S1 \(\boldsymbol{>}\) S2), then in that state they know S2, where S1 and S2 are any formulas.

Axiom schema 24 states that every closed determinate string denotes its value, while axiom as says that a string can denote at most one thing.

\section*{3. DETERMINATE STRINGS}

We define determinate string inductively as follows. A single variable or constant is determinate. The string \(F(x 1, \ldots, x n)\) is determinate for any variables \(\times 1, \ldots, x n\) and any function (or relation) symbol \(F\) other than " \(K\) "." or "denote". If \(x 1, \ldots, x n\) are some of the free variables in a determinate string \(B(x 1, \ldots, x n)\), and if \(B 1, \ldots, B n\) are determinate strings, then \(B(B \mid \ldots, B n)\) is determinate. If \(B\) is determinate, then so are \((\checkmark \times B)\) and \((\exists \times B)\). Finally, if \(B\) is determinate, and if u,p,and \(s\) are variables (of the appropriate sort), then (denote (id(B),u)) and ( \(K(p, l d(B), s))\) are determinate.

Notice that any string that does not contain the symbols " K " or "denote" is determinate (the string may contain starred symbols, including \(\mathrm{K}^{{ }^{\bullet \prime}}\) and "denote \({ }^{\circ}{ }^{\circ}\). since these are distinct from " K " and "denote"). In general, a string is determinate if every first argument of a "denote" in the string, as well as every second argument of a " K " in the string, is an id of some determinate string. Some examples of determinate strings are
```

(e1) $\quad \forall x(x>y)$
(e2) Ted
(e3) denote $\left(\mathrm{Ted}^{\bullet}, x\right) \wedge K\left(p,>^{\bullet}\left(x^{\bullet}, y^{\bullet}\right), s\right)$
(e1) 3 p K (p, denote ${ }^{\ominus}$ ( $\mathrm{Ted}^{\text {© }}, \mathrm{x}^{\ominus}$ ),s)
(e5) denote(denote ${ }^{\bullet}\left(\mathrm{Ted}^{\bullet \bullet}, x^{\bullet}\right)$,denote( $\left.\mathrm{W}, \mathrm{y}\right)$ ).

```

Some examples of strings that are not determinate are
\[
\text { (e6) } K\left(p,>^{\bullet}\left(X, y^{\bullet}\right)_{s}\right)
\]
(e7) denote(V,X)
(e8) denote(denote \(\left.{ }^{\bullet}\left(V^{\bullet}, x^{\bullet}\right), u\right)\).

\section*{4. INCONSISTENCY}

The results in this section show how inconsistency considerations restrict both the "denote" and the " K " relation. These results are fairly general because only the few conditions explicitly stated in this section will be used: the axioms in the other sections are not assumed. In the following, Sub(u,vw) and \(\operatorname{Tr}(u)\) are formulas. For reference purposes, we list,
(sb1) \(\quad \forall u \quad v\) wl w2 (Sub(u,v,wl)^Sub(u,v,w2) \(\boldsymbol{y}\) w1 e' w2) (sb2)Sub(id(B),id(C(v)),id(C(id(B)))), for all strings B and C ( \(\operatorname{tr} 1) \operatorname{Tr}(i d(B))=(B=T R U E)\), for all closed fornulas \(B\) (dn1) denote(id(B),B), for all closed formulas B
( \(k\) 1) \(\quad \forall p s[K(p, i d(B), s) \geq c l(B)]\), for all formulas \(B\)
(k2) \(\quad d(B) \supset \exists \mathrm{p} s \mathrm{~K}(\mathrm{p}, \mathrm{ld}(\mathrm{B}), \mathrm{s})\), for every formula B.
One may think of sbl and sb2 as saying that the formula Sub(u,v,w) expresses substitution; of trl as saying that the formula \(\operatorname{Tr}(u)\) expresses truth; of \(k l\) as saying that whatever anyone knows is true; of \(k 2\) as saying that whatever is true is known in at least one state by at least one person; of dnl as being an unrestricted version of the "denote" relation. (In the following, when we say that one of these schemas is provable or is true, we mean that every instance of it is provable or is true.)

Theorem. Let A be a set of formulas. Suppose that there is a formula Sub(u,v,w) such that sb1 and sb2 are provable from A. Furthermore, suppose either that dnl is provable from \(A\) or that there is a formula \(\operatorname{Tr}(u)\) such that \(\operatorname{trl}\) is provable from \(A\). Then \(A\) is inconsistent.

This is Tarski's theorem (see for instance pg 85 of [1]) converted to a sort system. One might rephrase this theorem by saying that if substitution is definable in \(A\), then one can allow neither the unrestricted version dnl of the denotation relation (cf. axiom 24) nor an unrestricted version \(\operatorname{trl}\) of the truth relation.

Inconsistency results also place restrictions on the relation of knowing.

Theorem. Let A be a set of formulas. Suppose that \(\operatorname{Sub}(u, v, w)\) is a formula such that sbl and sb2 are provable from \(A\). Suppose also that \(k 1\) and \(k 2\) are provable from \(A\). Then \(A\) is inconsistent.

This theorem has an interesting formulation in terms of models and never known truths.

Theorem. Let \(\operatorname{Sub}(u, v, w)\) be a formula and let \(M\) be a model of sbl,sb2, and \(k 1\) (i.e., sbl, sb2, and \(k 1\) are true of \(M\) ). Then in \(M\), there is a "never known truth", which is to say, there is a formula \(C\) such that ( \(c l C\) ) is true of \(M\) and such that ( \(\mathrm{Vp} s-\mathrm{K}(\mathrm{p}, i d(\mathrm{C}), \mathrm{s})\) ) is true of M . In other words, if in \(M\) substitution is expressible, and if in \(M\) whatever anyone knows is true, then there is a truth that no one in any state ever knows.

There are variations and generalizations of these four theorems. Instead of using substitution as given in sbl and sb2, one can use Peano axioms together with a certain relation betwen strings. There are likely many such variations. The last theorem can be generalized in a further direction: the set of never known truths in \(M\) is infinite in number, and cannot be "delimited in certain ways".

\section*{5. CONSISTENCY}

On account of the previous inconsistency results, the consideration of consistency is an important one. Let \(S\) be a set of formulas that satisfies either c1 or c2.
(cl) S is consistent, and no part of any formula in S refers to an idea, which is to say, \(S\) speaks only of objects that are not ideas.
(c2) No formula in \(S\) contains the symbols "denote" or "K" (though they may contain such symbols as "denote*" and "K"), and there is a model of \(S\) (i.e., a structure in which all the formulas of \(S\) are true) such that the ideas in the model are the strings of \(L\), and such that the connection between the starred symbols and the model is as illustrated by the explanations of examples 1-15.

Theorem. The union of \(S\) together with the axioms \(A X\) of the theory described earlier is consistent.

For example, the axioms AX together with the Peano axioms and axioms expressing a variety of string substitutions and relations is consistent.

\section*{6. CONCLUSION}

The axiom system \(A X\) was motivated by the desire to have a powerful set of axioms so that the consistency results would be stronger; no overall attention was paid to efficiency of proofs [61

The results presented here are fairly general. The inconsistency results depend on few assumptions, and those could be modified in many ways. The proof of the consistency theorem is more complicated. A model of the axioms is created in an infinite sequence of stages, with "denote" and "K" appropriately extended at each stage by what has a fixed value (is "determinate") no matter how the rest of the stages are completed. This method seems general, going beyond the particular theory above or its formulation.
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A general model for "learning by doing" is presented which accounts for a number of phenomena observed in protocols of human subjects solving a series of similar problems. The model is based on the conjecture that skill acquisition is a process of progressive development of problem directed knowledge structures which are to a large extent domain specific. A program is described for encoding protocols of human subjects in terms of the model.

When confronted with a series of similar problems to solve, humans usually improve their performance with experience. To investigate this "spontaneous" process of skill acquisition, we have chosen a methodology similar to that of \(|1|\) : taking protocols of human subjects solving a series of problems and constructing a program which is capable of coding these protocols, in terms of a computational model, possibly with the help of a human coder. The kind of problem we have chosen is the two waterjug problem: given two waterjugs with known capacities, a tap and a drain, produce a given quantity by filling, emptying and pouring the jugs. This type of problem is generally considered to be "semantically poor", but it has the advantage that the transition from novice to expert in the domain is a matter of only a few hours exercise. Moreover, analysis of protocols of novices shows that many "semantic problems" have to be solved before expert behaviour emerges [2] .

Detailed analysis of some of the protocols by hand led to three major observations: 1) many processes apparent in the protocols can best be described in computational terms (eg. planning, debugging, global/local control, demons), 2) "learning by doing" is a complex interaction between a variety of problem solving processes, and is not easily described by a set of independent learning mechanisms and 3) learning manifests itself as a qualitative change in the problem solving process: things are not just done faster, they are done differently. The latter observation gives rise to the basic con-
jecture that underlies our research: improved performance is a manifestation of the progressive development of problem directed knowledge structures (schemata) which are to a large extent domain specific.

On the basis of these observations (and a number of more specific ones, see [2] ), we have developed a general model of the skill acquisition process. In our model we distinguish a number of functional components (cf. [3] ): ORIENTATE, SOLVE, REFLECT and REALIZE, each represented by a process. Processes may be simultaneously active and communicate via a common working memory of which the processes themselves are part. Most control decisions in the system are taken locally by specific processes, but in some cases (e.g. major errors or break throughs) focus of attention has to be shifted from one process to another. This more global control function is performed by, a separate process: the "Research Director" [4] . The Research Director process has global knowledge about the ongoing activities, the distribution of resources, the current goals, a global measure of progress and a set of rules describing what to do when something unexpected happens. The basic control functions of the Research Director are: initiating activities, providing these activities with advise on the currently appropriate mode of operation (e.g. "sloppy", "reflective", "mechanic", "careful"), interpreting general comments or gripes from processes and acting accordingly if necessary.

When congronted with a new problem the Research Director will activate ORIENTATE. The main task of ORIENTATE is to construct (or retrieve from
memory) a representation of the problem: the problemconception [5] . In the problem conception information is stored about the specific problem parameters, possibly applicable plans, information about bugs that occured previously etc. In the protocolfragment shown in Appendix 1, orientation is restricted to assimilating problem parameters (line 3). Other protocols show more elaborate orientation such as computing various relations between the numbers involved.

Given a problem conception which is well enough specified to attempt a solution of the problem, the Research Director will activate SOLVE. The performance of SOLVE is primarily dependent on the availability of problem directed schemata (plans, algorithms, rules). When an algorithm or a plan is available in the problem conception it will be executed. Planning (which is a subprocess of SOLVE) is often performed when the problem (as the subject sees it) allows some form of abstraction or when a new result is obtained. In the waterjug problem domain planning amounts to solving the problem in number space using arithmetic operations. Many subjects use plans (or algorithms) which are not based on abstractions of the operators, but on generalization of previous solutions. The subject who produced the exampleprotocol, uses an algoritlim developed while solving previous problems. This algorithm consists of two parts: an "Opening" (fill the smaller jug, pour it over, fill the larger jug up, (lines 4 to 11), and a "keep-plan" (create a new quantity by pouring and save it in the smaller jug; lines 12-15). When no plans or algorithms are avail" able,SOLVE has to resort to search, which may be guided by domain specific rules such as "never fill up two jugs", "new numbers are winners".

The activities of SOLVE are monitored by the function REFLECT and its processes. REFLECT evaluates the rate of progress, checks the efficiency of the problem solving process (e.g. by detecting redundant steps; see lines 6-8 in the example), diagnoses errors in plans and algorithms (cf. HACKER '6] ), suggests therapy for buggy plans, and tries to generate abstractions of existing schemata (plans, operations). The REALIZE component of the model has as explicit task to modify existing knowledge structures or to create new ones. REALIZE fixes bugs in plans according to the diagnosis and therapy suggested by REFLECT. REALIZE also builds plans from generalizations of previous solutions.

On the basis of the general model sketched above we have constructed a protocol encoding programm: PANKAN. PANKAN consists of two basic components:
1) a collection of processes representing the functions in the model and 2) a component which relates the behaviour of the model to utterances in the protocol. The implementations of the functional components of the model differ in their degree of detail. ORIENTATE simply retrieves a problem conception schema from memory and fills the appropriate slots with the actual problem parameters. SOLVE accomodates several options: simple planning, execution of plans and algorithms, search. REFLECT currently performs the following functions: evaluation of obtained quantities according to criteria such as "newness", "known subgoal", etc.; demon triggered evaluation of "phantom numbers" (empty space in a partially filled jug), which causes the Research Director to initiate a new problem solving process; detection of redundent steps; diagnosis of errors due to "clobbered preconditions". REALIZE is currently able to implement the suggestions given by REFLECT.

Apart from these few exceptions, the current versions of REFLECT and REALIZE are not able to change knowledge structures or create new ones. The program has to be provided with the knowledge that is needed to account for the behaviour of subjects in various stages of the learning process.

The second component of PANKAN (ANALYSE) monitors the behaviour of the learning and problem solving processes and tries to relate this behaviour to the utterances in the protocol, by either interpreting the protocol on the basis of keywords or by asking questions to a human coder (see Appendix 2 for examples). When the behaviour of the model is not in accordance with the protocol, ANALYSE can take a variety of actions. If the model allows a choice of behaviours, ANALYSE will redirect the activity of the model. Another possibility is that there is a need for a specific schema which is not part of the database of the model. ANALYSE will try to find one in a library of schemata. A third action that ANALYSE can take is to shift the focus of attention (e.g. from planning to search). When all of these actions fail to bring model and protocol in agreement, the program fails to encode (part of) the protocol.

When provided with the appropriate knowledge structures, the current version of PANKAN is able to analyse many "simple" protocols, i.e. protocols reflecting more or less expert level, where no serious deviations of the normal execution of plan occur. Of the more interesting protocols i.e. where complex process interactions occur, the current progran can only analyse a few. So far we have not been able to
analyse a complete series of 15 protocols. Problems that are hampering such an analysis include: the limited power of the system to predict and resolve confusions (e.g. confusing empty space in a jug with its content; errors due to neglect of preconditions), limited capability of creating and selecting the appropriate knowledge structures, problems with major shifts in attention and the corresponding control problems.
In spite of these difficulties we believe our effort to be a fruitful one. Using concepts and ideas from Al research, has considerated enhanced our capabilities to analyse protocols in such detail that interesting learning phenomena become evident. The construction of a protocol analysis program has forced us to formalize both the framework on which our protocol analysis is built and specific analytic methods.

Analysis of a protocolfragment made by PANKAN. Jugs are 7 and 6, goal is 4 . Only main activities are given.
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1 now, the pile is getting thinner,
(conversation because of new Datum)
(Research director active)
(approach is Reflective) (orientation)
2 but it is still going slowly...
(conversation because of New Datum)
3764 (problemconception is Pc7al)
(assimilation of new data)
(Demon active)
(solving)
(Reflect active)
4 hum, fill this one
(using Plan7al)
(using Openinl)
(Fill of righ jug)
56 ... (Newnumber 6)
(current state is 0 6)
6 you don't have to transfer this one to
the other side
(Evaluate active)
(hold all)
7 that doesn't make sense, (result of Evaluate is: redundency)
8 hum, I should have filled the other one... (Therapist active)
(Therapll seen as a Therapy it has plan \(=\) Openinl
replacement \(=\) FillA) suggested)
(Realize active)
(Opening changed)

9 anyway, 60
(continue all)
(Pour of righ jug)
(current state is \(6 \quad 0\) )
10 you fill this one up
(Fill of left jug)
1170 (Newnumber 7)
(current state is 7
0)

12 you pour it over
(using Keep.pl)
(Pour of left jug)
(Newnumber 1)
(current state is 1 6)
13 and you empty that one
(Empty right jug)
10 (current state is 10 )
and transfer it to the other side...
(Keep of left jug) (Current state is 01 )

\section*{APPENDIX 2}

Questions asked to the coder and answers given (underlined) during analysis of the example protocol. Numbers indicate lines.
line 1: do you make conversation not reiated to the problem?
yes, \(\frac{1}{8}-\)
line \(\overline{8}\) : do you make an evaluation?
yes
do you criticize the current plan?
yes
line 11: do you finish the evaluation here?
yes
Iine 12: do you want to pour the right jug into the left one?
yes, 12
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NNOBS (from Knowledge Based System), proper, refers to an experimental system under development at the MITRE Corporation to explore the applicability of artificial intelligence techniques to the implementation of an automated, extremely flexible tactical mission planning consultant. This paper will discuss that system and then another which supports the rule based simulation of aircraft identification strategies.
1. MISSION PLANNING:

Tactical mission planning may be posed as the intelligent utilization of one's available tactical air resources. Projections of possible theater level tactical conflicts indicate an expectation of very intense, complex, and time sensitive planning requirements as well as a requirement to improvise and implement novel tactical doctrine in response to unforeseen modes of weapon systems employment by the enemy. It is our thesis that knowledge based techniques represent the most promising approach towards the achievement of such trainable software. Work has concentrated on the problem of planning interdiction attacks, particularly in the choice of attack aircraft, munitions, and the electronic protection required to gain those aircraft safe passage. Currently the system is undergoing intense detailed design, while parts have been implemented in INTERLISP. These latter are sufficient to serve frequent "advocacy" demonstrations of the flexibility, human legibility and system self-explanation capabilities associated with knowledge based systems.
1.1 DATA BASE: There are basically two data bases; one for resources, the other for targets. Targets are to be stored in a hierarchical data base represented as list

This work was sponsored by the Directorate of Mathematical and Information Sciences of the Air Force Office of Scientific Research, the Information Sciences Division of the Rome Air Development Center, and the MITRE Corporation Independent Research Program.
structure in the INTERLISP virtual storage. Individual targets are to be stored as FRL £3] frames. At this writing, we are involved in the translation of FRL from MACLISP into INTERLISP. The individual target frames are in fact depositories of simple record type information, with the procedures to be invoked when such values are needed or changed being derived by inheritance chains through more generic "target class" frames.
1.2 NNOMEDGE REPRESENTATIONS: The system will employ two forms of knowledge representation; production rules and frames. The rules are chained backwards in a deductive manner to manage such generic choices as aircraft, weapons, support, and electronic counter measures. Software has been implemented for the interpretation, the translation (in both directions) between the internal form of the rules and the user legible/writable form, the explanation of deductions (in terms of the entire chain of rules and data employed in a deduction), and the creation and editing of

A typical (MYCIN-like) rule for the selection of munitions is:
--TR17--

IF:
1: THE target IS PINPOINT
AND 2: THE CLOUD COVER OF THE target IS LESS THAN \(2 / 8\)
AND 3: THE time on target IS WITHIN DAYTIME
AND 4: THE AAA DEFENSE OF THE target IS MORE THAN LIGHT
AND 5: PAVE KNIFE IS AVAILABLE AT time on target THEN:

1: THE BEST MUNITIONS FOR THE target IS ONE OF: MK-82-LG, MK-83-LG, MK-84-LG

Lower case indicates variables. The justification for this rule can be inferred from the discussion in [2], P- 782.

The syntactic pattern matcher employed by the inference mechanism is quite general. It includes synonym and spelling correction capabilities, as well as provision for restrictions on variable instantiations defined by arbitrary multivariate predicates. This matcher is also employed to implement a flexible command-query system.

Frames will be employed to represent both the data base and, at a higher level, missions and support sub-missions. Frames are particularly attractive with respect to the time sharing of support missions, (e.g., reconnaisance, refueling, and SAM suppression) among several attack missions.

\subsection*{1.3 EXAMPLE: The following dialog (user lines} start with " \(\& \delta\) ") is possible in the current system:
\&\& WHAT IS THE HARDNESS OF TARGET 2?
THE HARDNESS OF TARGET 2 IS UNKNOWN
\&\& HOW ABOUT TARGET 1?
TARGET 1 IS VERY HARD
\&\& WHY?
BY TR3: TARGET 1 IS VERY HARD
SINCE:
1: DATA: TARGET 1 IS A BRIDGE
\&\& IS TARGET 3 AN AIRBASE?
NO, TARGET 3 IS AN SA-4
\&\& CHOOSE MUNITIONS FOR IT
THE BEST MUNITIONS FOR TARGET 3 IS SHRIKE
\&\& WHY?
BY MR4: THE BEST MUNITIONS FOR TARGET 3 IS SHRIKE SINCE:

\author{
1: BY TRI: TARGET 3 IS AN EMITTER SINCE: \\ l: BY TR4: TARGET 3 IS A SAM SINCE: \\ 1: DATA: TARGET 3 IS AN SA-4
}

For more information about SA-4's, SHRIKEs and why one is bad for the other, see [2] pp. 77 and 150.

\section*{2. AIRCRAFT IDENTIFICATION:}

A critical contemporary military need is for a method of sure, safe identification of aircraft, capable of reliable distinction between friend and foe (IFF). We shall concentrate here on approaches to the IFF
problem based primarily on "cooperative" techniques. It seems possible today to build electronic query and response systems that almost solve the problem electronically. Difficulties, though, stem from the facts that in certain theaters it is anticipated that an aircraft would be required to pass thousands of such query-response tests -- and pass all of them to survive, that equipment can fail completely, that a spread spectrum signal might be detected if it happens to be near enough to and in the direction of an enemy receiver which is afforded sufficient integration time, and that jamming is in fact quite often possible. In addition, tomorrow's war must be as silent as possible, for in querying an aircraft for identification, the inquirer exposes both himself and the plane, should he be a friend. Therefore one should not normally query without the intent to fire. It seems likely that the query should also transmit (crypto-securely) information such as the position and the weapon the inquirer is contemplating firing. The aircraft may then use that information to decide whether or not to respond on the basis of all the threats he has perceived or inferred. The logic of the IFF problem thus becomes one of evaluating procedural strategies in a collusive, \(n\)-person game. Such evaluation is proving error-prone as more complex IFF "solutions" are being proposed and more thorough analyses demanded.
2.1 WHAT SHOULD BE DONE: Our first response was to initiate the design of a rather general knowledge based IFF game definition and execution system. In fact, there are are a number of "electronic warfare" problems that share this same "gaming" characteristic: electronic counter and counter-counter measures, the exploitation or defeat of the enemy's surveillance or intelligence structure, the maintenance of survivable communications and/or surveillance networks, or the penetration by an interdiction aircraft of the enemy's defenses. For a knowledge based approach to this last, see [1]. While we are stressing the IFF problem in this paper, it was our intent that the game definition/execution mechanism be sufficiently general to support study of the logic of many of these "electromagnetic warfare" problems.
2.2 WHAT WE HAVE DONE: KNOBS has been augmented by the addition of a forward chaining production system in which the conflict set resolution algorithm chooses the minimal set of rules that covers the maximal set of facts (as discussed in [4]). This has been employed to create a simulation of the world as it might be
seen by a single "Blue" surface-to-air missile (SAM) site. The SAM has a number of choices to make: whether to turn its radar on or off, whether or not to query each plane it has detected, and whether or not to fire at such a plane. Our initial thought was to model the SAM's strategies for these choices by a set of productions. What we have done, in fact, is to write a number of production sets, basically one for each iterative step in the game, and to use the production system interpreter as the mechanism for the entire simulation. This rather simple idea turns out to be quite powerful. The resulting simulations, in which not just the strategies but also the weapons systems limitations and even the "physics" are represented by human legible rules, yield a strong sense of cause and effect between hypothesized principles of behavior and game results.
2.3 SAMPLE RULE: The following is a quite conservative rule meant to express a determination not to query an aircraft unless it is perceived as a possible direct threat to the SAM:
--QUERYI--

IF:
AND 2: SAM HAS MISSILES LEFT
AND 3: ? A/C HAS NO. BEEN FIGURED
AND 4: ? A/C HAS NO'S BEEN QUERIED
AND \(5: \quad\) ? A/C IS LOW
AND 6: ?A/C IS FLYING WEST
THEN:
1: QUERY ?A/C
Identifiers starting with "?" represent existentially quantified variables.
2.4 SAMPLE _RUN: The listing below is an excerpt from an actual game run. We have preserved just enough to trace the dissimilar fates of two planes, P0004, a Blue F-lllF, and P0008, a Red MIG-21, with rather similar histories:

STARTING TURN // 1
AIRCRAFT P0004 OF TYPE F-IIIF HAS ENTERED RANGE
AIRCRAFT P0008 OF TYPE MIG-21 HAS ENTERED RANGE SAM QUERIES P0004
FIGURE P0004 IS RED
SI FIRED AT P0004
SAM QUERIES POOOB
FIGURE P0008 IS RED
S3 FIRED AT P0008

\section*{STARTING TURN \#2}

STARTING TURN \#3

\section*{MISSILE S1 MISSED}

MISSIIE S3 MISSED
S5 FIRED A'I P0008
STARTING TURN \#4
POOO 4 - -A F-111F -- PASSED THROUGH SAFELY
STARTING TURN \# 5
MISSILE S5 HIT
P0008 -- A MIG-21 -- DESTROYED
By reference to the rules and some descriptive data, it is very easy to understand what happened. Both planes aroused the SAM's suspicion since they were flying WEST and LOW. Both therefore got queried. Neither responded: the M1G because it was Red and therefore did not know the code key and the F-111 because its IFF equipment was broken. Both therefore were figured Red and were fired upon. Both were saved from this round of missiles by their ECM. P0004 then passed out of range. Unfortunately for P0008, it stayed in range long enough to allow the SAM time for a second shot. This time the ECM was inadequate and the A/C was destroyed.
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\begin{abstract}
CRYSALIS Is a knowledge-based system whose goal Is to infer the three-dimensional structures of proteins from x-ray crystallographic data. The system uses both formal and Judgmental knowledge from experts to select appropriate procedures and to constrain the space of plausible protein structures. The hypothesis generating and testing procedures operate upon a variety of representations of the data, and work with several different descriptions of the structure being inferred. This paper focuses on the architecture of the system, and points out some of its Interesting features. An example of the system's performance ls given.
\end{abstract}

\section*{1 Introduction}

In this paper we present an application of Artificial Intelligence methodology to the domain of Protein Crystallography. \({ }^{3}\) The long term practical goal of this work Is the creation of a fully automated system for protein structure determination, starting with data collection and ending with an accurate 3-D model of the molecule. Most of the software already exists at the two ends of the process. At the "front end", programs exist for reducing and transforming the \(x\)-ray diffraction data, and estimating phases. The result of this processing is an electron density map (EDM), which gives a blurred view of the electron cloud surrounding the molecule. At the "back end" are a variety of numerical techniques for taking a full or partial model of the protein and iteratively refining the atomic coordinates so that the model Is a best compromise between one which best fits the data and one which best matches Ideal stereochemical constraints [Harmans74] [Agarwal77]. The "middle" portion of the process is the generation of a first-order model of the protein, based on an Interpretation of the EDM and the amino acid sequence (when known). EDM Interpretation has traditionally been a manual process of visual pattern recognition, for which CRT displays have become a significant aid in recent years.
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Although the use of a large computing system In conjunction with a graphical display has made a significant reduction in EDM Interpretation time [T\$arnoglou77], the knowledge used in matching the molecule to the EDM remains in the head of the model builder. Our aim Is to capture that knowledge within an automated EDM Interpretation program, thereby closing the gap which remains in building a fully automated system.
Many diverse sources of knowledge contribute to the Inference of a protein structure from an EDM and associated data. Examples: chemical knowledge about protein composition Is used to estimate overall size and to generate expectations about special features that should be present In the data; stereochemical knowledge about protein conformation is used to constrain the relative positions of atoms (e.g. certain subsets of atoms form rigid groups); X-ray crystallographic knowledge is used to detect symmetries, or to match a hypothesized structure against the data; specific heuristics for interpreting EDMs are continually Invoked to match features In the EDM with expectations from the model.

In order to use the knowledge sources efficiently, a global data base -- the "blackboard" -- Is constructed which contains the currently active hypothesis elements, at all levels of description. The decision to activate a particular knowledge source is not pre-established, but depends on the current state of the solution and what available knowledge source is most likely to make further progress. The control Is, to a large extent, determined by what has Just been learned: a small change In the state of the "blackboard" may establish a new Island of opportunity, providing the preconditions to Instantiate further knowledge sources.

Figure 1 shows the types of data and hypotheses that are
used In CRYSALIS. As In Hearsay-II [Erman76], the hypotheses ore represented In a hierarchically organized data structure. In our case the different Information levels can bo partitioned Into two distinctly different "planes", but the concept of a globally accessible space of hypotheses and clota abstractions is essentially the same for both systems. Knowledge sources play the same role as In Heorsay-II, oddIng, changing, or testing hypothesis elements on the blackboard. For further discussion see tEngelmore77]. The processes of generating or modifying hypotheses and of Invoking knowledge sources are nearly Identical to those described for the AGE system [NII79].


FIGURE 1

In the course of deriving a protein structure which Is a best explanation of the given data, the crystallographer generates a three-dimensional description of the electron density distribution of the molecule, often called an electron density map (EDM). Due to the resolution Imposed by the experimental conditions, the EDM Is an Indistinct Image of the structure, which does not reveal the positions of Individual atoms. The crystallographer must Interpret the mop In light of auxiliary data and general principles of protein chemistry In order to derive a complete description of the molecular structure.

The most Important piece of auxiliary data is the amino acid sequence, along with a specification of any special chemical groups attached to the protein chain. This information defines the set of atoms which comprise the structure, and their Interconnections, but gives little or no Information on how the protein folds and twists from one end of Its polypeptide chain to the other. The EDM, on the other hand, shows where the protein must lie In 3-space, but gives little Information on which atoms go where. Thus the omino odd sequence ond and the EDM are complementary sources of Information.

By carefully studying the map, and guided by the amino acid sequonce, the experienced protein crystallographer can find features which allow him to Infer approximate atomic locations, molecular boundaries, groups of atoms, the polypeptide backbone, etc. Typically, several weeks to months of tedious effort are required to build, manually, a model of the molecular structure which conforms to the electron density map and Is also consistent with the sequence, his knowledge of protein chemistry, stereochemical constraints and other available chemical ond physical data.

\section*{2 Structure of the CRYSALIS system}

In the CRYSALIS system the data, the hypothesis and the knowledge base are all hierarchically structured. The data hove several levels of abstraction, the hypothesis is described at three levels of detail, ond the knowledge base is divided into domain knowledge, task knowledge and strategy knowledge. These three hierarchies are discussed below.

\subsection*{2.1 The data hierarchy}

\section*{The Electron Density Map}

The primary Input data source Is the EDM, which Is derived from X-ray diffraction studies of the crystallized protein. The EDM Is on image of the electron cloud surrounding the atoms of the molecule. Its representation is a set of Intensity volues defined on o three-dimensional grid of 100,000 to 300,000 points. Usually \(1 \%\) to \(8 \%\) of the Intensities ore significant to a model builder. The usefulness of the map can be characterized by its resolution and its quality. CRYSALIS is intended to Interpret EDMs of resolution In the range of 2.0 to 2.6 Ang. (for comparison, an average distance between atoms Is 1.7 Ang.), ond of relatively high signal to noise ratio.

Because of the size of the data base, and the relatively small number of significant points, the system uses several abstractions of these data.

\section*{The Peak List}

The most obvious abstraction of the map Is a list of local maxima. These maxima (peaks) are calculated from the map by a process of interpolation, and are thus net constrained to lie on the EDM grid points. A peak usually Indicates the position of an atom, or an average position of
a small group of atoms. The height of a peak la a rough linear function of the atomic number of the atom(s) producing the peak. While the Inability to resolve Individual atoms means there is an error In this correspondence, one can distinguish between various classes of peaks.

The Skeleton

The second major abstraction is the skeleton. By a method first developed by Greer [Graer 74] and later refined by us, the EDM Is repeatedly scanned, discarding Intensities at all grid points which are below a given threshold and not required for preserving continuity of the electron density cloud. What finally remains Is a list of grid point locations, called nodes, and their connections to other nodes. In this way one reduces the number of data points by two to three orders of magnitude. The skeleton preserves the general topology of the protein, at the price of losing some of the fine detail that distinguishes one amino acid side chain from another.

\section*{The Segment List}

The segment list condenses the skeleton (without losing any Information) by hiding nodes with only two neighbors. A segment ls the set of connected nodes starting at a tip (one neighbor) or branch point (three or more neighbors) and terminating at another tip or branch point.

Once the data have been condensed to the level of segments, one can frequently identify topological features that correspond to structural elements of the protein molecule. For example, there are usually some long, connected segments that correspond to the backbone of the protein. This backbone is sometimes "clean" In that It shows a simple alteration of objects that appear to be sldechalns and main chain (peptide) links. Skeletonization Is a heuristic procedure, however, and often at least some portions of the skeleton are difficult to interpret.

\section*{Subgraphs of the Segment list}

It Is often useful to think in terms of subgraphs of segments. Since In many cases these subgraphs correspond to superatoms (see below), many of the heuristics for EDM Interpretation can be expressed In torms of subgraphs. There are two major kinds of subgraphs: sldechalns and peptides. Sidechain subgraphs are collections of segmonts which look like they might be representations of real sldechalns (a bit of nomenclature: a "sidechain" Is the physical entity the system Is trying to model, a "sidechain subgraph" is a part of the segment list that one suspects is the skeletal representation of the sidechain). Thus far we have Identified six kinds of sidechain subgraphs. Peptide subgraphs are defined as all segments between one sidechain subgraph (or bridge) and the next.

\subsection*{2.2 The hypothesis hierarchy}

The goal hypothesis In our system is a model of a protein molecule which best explains the given experimental data
and Is consistent with accepted principles of stereochemistry and protein chemistry. As mentioned earlier, many diverse sources of knowledge are brought to bear on the problem of EDM Interpretation. Each knowledge source (KS) may use different descriptions of the objects on which lt operates. For example, a helix locator works with an abstraction of a molecule consisting of a specification of the backbone shape, omitting ail other details. A side chain template matcher, on the other hand, uses a full specification of all atomic positions to define the side chain template. In order to cope with this diversity, the hypothesis is represented as hierarchically organized levels of descriptions, as shown In Figure 1. A KS Is a collection of rules which makes inferences either within or between levels in the hypothesis space.

There are three levels of description in the model plane. The most detailed level Is the atomic level, a specification of the spatial coordinates of all atoms in the model with respect to some arbitrary origin (the coordinates of hydrogen atoms are generally omitted). Proteins exhibit well-defined topologlcal constraints which permit descriptions at higher levels of aggregation. Thus, proteins consist of a linear polymeric chain and, In many cases, attached atomic groups called co-factors. The level of description which describes the model In terms of familiar groups of atoms such as peptide links, side chains, and cofactors, is called the superatomic level. These units may be aggregated still further into what Is generally called a "secondary structure", I.e., a specification of the relative locations of large Identifiable portions of the protein. Examples are the alpha helix and the beta sheet conformations, well known to protein chemists. Many other such "stereotypes" exist, although they may be associated with a specific family of proteins. This level of description ls labelled stereotypic in figure 1.

A partial or complete hypothesis consists of linked hypothesis elements. A hypothesis element (HE) Is a labelled entity In the space of hypotheses. Attached to each entity Is a set of attributes which define the HE In terms appropriate to the level of description on which it resides. HEs at the three levels are defined as follows:
Stereotype Hypothesis Element
```

LABEL - STn, n=1,2,...
TYPE - o.g. BACKBONE
RANGE - (a,b) where a and b are sequence
numbers, and a < b
BLOCK - (x,y); x (or y) is non-NIL if the
backbone is blocked at a (or b). A backbone
Is blocked at an end when the trace that
created it is blocked by something in the
skeleton it can't interpret.
MEMBERS - a list of superatoms that make up the
backbone
CF - a certainty factor equal to the average of
all the MEMBER's CFs

```

\section*{Superatom Hypothesis Element}

LABEL - SAn, \(n=1,2, \ldots\)
TYPE - e.g. PEPTIDE or SIDECHAIN
BELONGSTO - (acid . seq ), example is (MET . 3)
MEMBEROF - points to BACKBONE ST, if any
MEMBERS - a list of any atom hypotheses that are part of this superatom
SEGS - list of subgraphs of the segment list and their assoclated CFs

\section*{Atomic Hypothesis Element}
```

LABEL-An,n=1, 2,...
TYPE - one of C,N,O,S, Ca, Mg, Fe, CO, Zn, H
NAME - standard name designating position in the
resiclue such as: CA. SD, NE1
BELONGSTO - as In PEPTIDE
MEMBEROF - list of superatoms this atom is in
D.PEAKS - llnks to peakllst with assoclated CFs
NODES - links to skeleton with assoclated CFs
SPACE.LOC - list of possible positions for the
atom and their CFs

```

Note that there may be multiple data links. For Instance, on atom may have links to several peaks in the peak list on the data plane, Indicating that Its position has not been established uniquely. A measure of certainty Is associated with each link as it is generated. These certainty factors are used to compare and merge alternate hypotheses.

\subsection*{2.3 The rule hierarchy}

The formal and Informal procedures which comprise the knowledge sources are expressed as rules. These rules are collected Into sets of rules, each set being appropriate to use when particular classes of events occur. The correspondence between event classes and rule sets is established by another set of rules, the task rules. The task rules are used to decide which KS or sequence of KSs to call In order to perform one of the typical tasks in building the structure, e.g., tracing the protein backbone between two anchor points. The decision Is based on the state of the blackboard and the items on an event list. The task rules thus form a second layer of rules which direct the system's selection of an appropriate method for proceeding.

Once a task Is completed, or If the task fails, the system must look to a higher level of control to determine what to do next. At this higher level - the strategy level -- the structure building process can either try to solve the current subproblem by another method, or shift the focus of attention to another region of the structure. Strategy knowledge is expressed as rules which make use of the current state of the blackboard and the event list.

We thus have a completely rule-based control structure, employing three distinct levels of rules (or knowledge): the specialists, commonly called the knowledge sources, the task rules for method selection, and the strategy rules for
controlling the focus of attention. Although this pyramidal structure of rules and meta-rules could continue Indefinitely, a three-tiered system of control appears to offer sufficient flexibility In choosing and deploying the resident knowledge sources.

The following subsections discuss in greater detail the structure and content of CRYSALIS at the three levels of control.

The strategy level The overall control of the system Is assigned to the strategy level. A set of strategy rules governs the choice of task to perform and a region of the hypothesis In which to work. Examples are:
1) IF there are no hypothesis elements THEN do INITIALIZATION task
2) IF there are two toeholds \(A\) and \(B\) and \(A\) has certainty greater than 400 and \(B\) has certainty greater than 400 and the number of resicluos In the sequence separating the toeholds is loss than five THEN do TWO.POINT.TRACE task
(Notes: Certainty Is a measure of belief associated with the properties of each hypothesis element. Its range of values is -1000 to 1000. Cortainty factors are established and/or modified by KSs as they find support for a hypothesis element In the underlying data. A "toehold" Is a hypothesis element that is linked to both the amino acid sequence and to the density plane with a relatively high certainty, I.e. an "Identified" part of the EDM.)
3) IF there Is a toehold, A
and \(A\) has certainty greater than 400
and the direction of the backbone at that toehold Is known

\section*{THEN do EXPANSION.TRACE task}

The task level At the task level decisions are made on how to best accomplish a specific task, l.e. which KS or combination of KSs should be used, This knowledge is embodied In a set of task rules, whose conditions are predicates operating on the event list, and whose actions Invoke specific KSs. Eight tasks have been formulated thus far, of which the following are examples:

INITIALIZATION The Invocation of this task reads input data Into system, puts any given Information on the blackboard, tries to Identify all large atoms, finds disulphide links, predicts occurrences of helicol regions, tries to discover a set of chainends, and performs on "Interesting sequence" analysis. If the protein contains cofactors, they are located and removod from the segment list In order to simplify the data. The end result of performing this task is the establishment of a
fow toeholds In the data from which further Inferences can be made.

EXTENSION.TRACE This task Is applicable If the system has established the direction of the backbone at a given toehold. When this task Is Invoked, the model Is extended, at tho superatomic level, In a given direction until the cumulative certainty drops below a given threshold.

TWO.POINT.TRACE Chain tracing between two given toeholds Is In many ways the most certain of the various chain tracing tasks because the limits are known. By tracing from each toehold toward the other and comparing the results, very high certainty values can be generated. This task uses many of the same KSs used in the EXTENSION.TRACE task. The main differences are In the task rules, e.g., determining the conditions for stopping the trace at one side and beginning the trace at the other.

MODEL.DRIVEN.TRACE If it can be established that the current location is part of a known secondary structure (such as alpha helix or beta sheet), a model of that structure can be used to predict successive atomic positions. The trace becomes a very highly constrained loop of prediction and verification. Unlike other tracing tasks, the predictive model allows the trace to skip residues that do not appear In the data.

The knowledge source level The most detailed knowledge of the domain Is contalnod at the KS level. Each KS is a "chunk" of formal or informal knowledge used to solve some particular sub-problem In EDM Interpretation. Examples are matching a sidechain subgraph to a template, matching peaks In the EDM with large atoms Inferred from tho amino acid sequence, or simplifying the skeleton by removing the cofactor contribution, KSs are typically represented as a set of productions, but In some cases It has been more efficient to represent the knowledge as a procedure (particularly when heavy numerical computing is Involved). About two dozen KSs have been Implemented In the CRYSALIS system thus far.

\subsection*{2.4 Event-driven control}

The CRYSALIS system uses an event-driven control structure. An event is a description of a change In the hypothesis, e.g., the addition of a new hypothesis element or the establishment of new links between existing hypothesis elements. In this scheme the current state of the hypothesis space determines what to do next. The normal iterative cycle of problem solving uses the event list to trigger knowledge sources, which create or change hypothesis elements and place new events on the event
list. Each task is executed until It is explicitly finished or until no further rules are fired, after which control passes up to the strategy level to shift attention to a new task. Tho particular hypothesis element under Investigation, or the particular KS Invoked, are determined by the type of event selected from the event list. Thus, under normal conditions, the monitor always has a means for choosing Its next move. Items may be selected from the event list according to a specified processing mode, e.g., FIFO, LIFO or some priority scheme for choosing the "best" event.

The system's behavior Is "opportunistic" in that It Is guided primarily by what was most recently discovered, rather than by a necessity to satisfy sub-goals. The choice of an event-driven control structure is based partly on efficiency In selecting appropriate knowledge sources and partly on conformity with the structure modeling process normally employed by protein crystallographers.

\subsection*{2.6 Focus of Attention Mechanisms}

There are two levels of attention focussing, corresponding to the two levels of control In CRYSALIS. At the strategy level, a "coarse" focus of attention is created by assigning a task to a region of the hypothesis space. The conditions on strategy rules refer to global features of the current hypothesis, such as the presence of solved and unsolved regions along the amino acid sequence. A finer degree of focussing is provided at the task level, where task rules focus on specific events, and specific KSs (where the real model building is accomplished) to process those events.

\section*{3 Discussion}

The sheer volume and variety of knowledge that crystallographers bring to bear on the EDM Interpretation problem Implies a correspondingly large and varied automated system. CRYSALIS employs many Ideas developed over the past decade for representation and utilization of knowledge In export systems. Although none of those features by itself breaks new ground In AI research, their conjunction In one system makes an Interesting case study.

\subsection*{3.1 Flexible architecture}

An essential requirement of CRYSALIS is flexibility: the addition of new facts and procedures must be done easily and quickly, as nearly every new protein structure presents new problems and ad hoc knowledge. The modularity of the rules, the multi-level control and the multiple blackboard planes for hypotheses and data are all Incorporated in the system In order to accommodate expansion or modification. Modularity also allows us as system builders to experiment with alternate designs for the components, e.g. using a strictly procedural knowledge source In place of a rule-based one, with no external change In the system.

\subsection*{3.2 Rule-based control of strategy and task levels}

The method of Interpreting protein EDM's Is, at Its critical points, opportunistic. Whore to start, when to leave one port of the structure and focus upon another, what level of detail to look at, when to stop -- these questions are continually presented to the expert as he builds his structure. Tho knowledge needed to answer them is almost entirely heuristic, and as subject to change as any other task-specific knowledge. It thus seems natural, and indeed has shown to be practical, that this strategic knowledge, which controls the order in which various tasks are performed, be represented as rules. Moreover, the tosks may be executed In various ways, depending upon what KSs are available and the particular situation encountered, so control at the task level is also facilitated by a rule-based representation.

The use of two levels of control has been found to be an efficient alternative to using one large rule set.

\subsection*{3.3 Event-driven processing}

The opportunities which arise In EDM Interpretation are dynamic, l.e., they flow not only from the Initial data but from the partially built structure. Thinking of the solution process as one of recognition and verification, the recognition phase operates on both the data and the partial hypothesis. As the hypothesis changes, new Islands of opportunity arise. By specifically recording these events, the focus-of-attention problem Is ameliorated.

\subsection*{3.4 Multi-level hypothesis/data structure}

Use of the blackboard concept was suggested by the similarity of this problem with that of other signal understonding tasks, specifically in the need for a common store accessible to many diverse and Independent KSs. The representation of both the hypothesis and the data In tho uniform way discussed earlier makes It easier to add or modify the various levels. For example, it might be useful at some time to add a "glob" level of description of the EDM, which would capture some visual Information, along with a new level of description of the model, such as families of amino acids. The multi-level planes facilitate this kind of modification.

The multiple levels of description are also necessitated by the lack of a common language for describing the objects and operators of the domain, in contrast, say, to the Heuristic DENDRAL program which uses a uniform language of chemical subgraphs for this purpose. The domain knowledge In CRYSALIS Is expressed most naturally at several levels, e.g. Inferences can be drawn from peaks In the EDM to atoms In the model, but Inferences about a skeletal segment are related to superatoms.

Moreover, the Individual levels of detail In the model plane
have an Intrinsic Interest. As is evident from the protein crystallographic literature, there is more of interest to a molecular structure than the coordinates of lts constituent atoms. Announcements of new structures usually contain visual representations of the backbone alone, secondary structure, hydrogen bonding, active site geometry, etc. Often the model Is Incompletely specified at the atomic level, so that descriptions of the structure In some rogions must be couched in the language of side chains or other abstractions. The multi-leveled hypothesis structure in CRYSALIS permits this variety of descriptions.

\subsection*{3.6 III-structuredness}

Two characterlstlcs of the task domain are particularly Interesting In that they provide an ill-structuredness which Is normally not found In AI applications. The first is the lack of a well defined termination criterion. One can, of course, stop the program when the position of all atoms Is known, but this is almost never the case. In practice, one stops when no further progress can be made, as for example when no strategies available to the system are applicable, or If further model building effort yields diminishing returns (the recognition of which is an interesting and thus far unsolved theoretical problem). Moreover, to the extent that one can lay down some rules for terminating the process, those rules are usually dependent on the quality of the data.

A second characteristic Is that the detail of the resulting model, l.e. the solution, varies with the quality and resolution of the given data. Different knowledge sources are Invoked for different ranges of resolution, and may either draw different Inferences or link different levels of tho model plane with the data. In any case the detail of the model Is adjusted to fit the experimental information, and can degrade gracefully with decreasing resolution. Thus if some data are particularly poor, or not given at all (e.g. on Incomplete sequence) It still should be possible to get some results.

\section*{4 Conclusion! Current status and activities}

As It currently exists, CRYSALIS Is In Its early adolescence, capable of Interpreting relatively obvious features In a good EDM, but not yet worthy of attracting serious attention In the protein-crystallographlc community. We are currently working toward a more extensive knowledge-based system capable of complete Interpretation of medium-quality, medium-resolution (2 to 2.6 Ang.) EDMs. During the next year or two wo expect to bring the system's level of performance to the point where It will be noteworthy, by helping in a major way to solve a new protein structure. That goal will be reached, we believe, by Incorporating more detailed knowledge about protein chemistry and stereochemistry, and by improving the heuristics for matching the abstracted EDM with structural features determined by the amino acid
sequence. We are also extending our preprocessing programs so that more meaningful and/or less ambiguous features can be extracted from the data. Another current activity Is a re-design of the system to improve Its understandabality, modularity and flexibility.
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\section*{Appendix A}

An Illustrative example

Space limitations prevent a full example from being Included In these proceedings. An annotated typescript, Illustrating the performance of CRYSALIS on a typical Interpretation problem, will be available at the conference or from the authors upon written request.
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\begin{abstract}
A model to extract a structure feature of images belonging to one category is proposed, implemented and studied. This model consists of two parts i.e. an extraction of partial geometrical features and an extraction of structure feature by using them under the positional constraints. First, necessary conditions which geometrical features should satisfy is stated and a statistical method to select a key feature is described. Then the algorithm to extract structure feature as the maximal set of common subimages which satisfy the positional constraint is introduced. The structure feature is regarded as a intrinsic feature which is used when an animal perceives an image at a glance. The experiment was carried out about image of human faces and had a fairly good results.
\end{abstract}

\section*{1. INTRODUCTION}

Perception process of images by computer is composed of extracting some features from images, describing them, and making the correspondence between objects and description. The process of correspondence needs much knowledge and takes much time[l]. The animal has an ability for efficient image perception which contains the fast algorithm to observe it initially and get the structure feature. It is obtained without knowledge and becomes the cue for understanding.

This paper proposes a model of perception along this fact and a learning schema to get the structure feature. The structure feature is a positional relation of local features which is essential to recognize objects. At first, necessary conditions for these features are discussed. Then, the problem of constructing the structure feature is treated. This method obtains the maximal matching of subimages which satisfy positional constraint. And finally, experiments for images of human faces show the efficiency of this schema.

\section*{2. FEATURE EXTRACTION}

When an image is given, we can extract various features, such as edges, regions, and textures. If we have a model of objects, we do not have to get all these features. We need only the strong enough features which are appropriate as keys for recognition of images. But. in the learning schema, all features should be treated
equally without such a knowledge. The structure feature is constructed by the features that satisfy the following conditions.
(a.) They should not depend on the cordinate system and their position should not be effected by the operations that lose resolution.
(b.) They should be clustered into some categories and the relations between them should be considered more important than the absolute value.
Ic) They should include spatial informations. We divide an image into subimages, which are sets of adjacent pixels, and attach a feature vector \(\left(X_{1}, X_{2},-X_{N}\right)\) to each subimage. Each component of this vector is the values on the feature operators.

These feature vectors are distributed spatially and if some relation between them is intrinsic for the image, we regard such relation as the structure feature[2].

\section*{3 SPATIAL MATCHING}

\subsection*{3.1. Selection of Key Features and Labeling}

Within all components of a feature vector, some components may be meaningless as the structure feature, and we must select key features. They are selected on a basis of statistical distribution of each feature of images which belong to the same kind.
(Selection Algorithm)
Step 1: Select one component Xi whose histograms show resemblance for all input images.

This resemblance is measured by the configuration of cores of clustcrs[3].
Step 2: If there arc different numbers of clusters for \(X_{i}\),some near clusters are merged. Step 3: For each cluster of \(X_{i}\), select the component \(X j\) the distributions of which resemble each other for input images, and execute Step 2. This step is repeated until there does not exist the component that show the resemblance, and the sequence of components \(\left(X_{i}, X_{i},-\right.\) --) is obtained. Then, each sub image is labeled by an n-tuple \(\left(Y_{i}, Y_{j}-\_\right)\)where each component \(Y_{k}\), is the name of cluster of corresponding feature \(X_{k}\) to which the subimage belongs.

During these steps, the feature which shows peculiar property in a particular image is not selected, for the histograms of such features do not resemble those of other images, and it is considered as a meaningless feature for the structure feature which is common in images.

\section*{3. 2 Positional Constraint}
llere, we define the notion of "match" and "positional constraint".

If two subimages \(S_{1} \in 1, S_{2} \in I_{2}\), have the same labels, we say \(S_{1}\) matches \(S_{2}\) and it is denoted by \(S_{1} \simeq S_{2}\).
If there are such subimages \(S_{1}, S_{1} \in 1, S_{2}, S_{2}^{\prime} \notin\) I2 that satisfy the following conditions, we say they satisfy positional constraint and it is denoted by \(\left(S_{1}, S_{1}^{\prime}\right) \simeq\left(S_{2}, S_{2}^{\prime}\right)\). (In the following condition, \(I(S), J(S)\) denote the row and the collmun index of \(S\), respectively.)
(a.) \(S_{1} \simeq S_{2}, S_{j} \simeq S_{2}\)
(b.) If \(1\left(S_{1}\right)<I\left(S_{j}\right), I\left(S_{1}\right)=I\left(S_{1}^{\prime}\right), I\left(S_{1}\right)>I\left(S_{1}^{\prime}\right)\), then \(I\left(S_{2}\right)<I\left(S_{2}^{\circ}\right), I\left(S_{2}\right)=I\left(S_{2}\right)\), \(1\left(S_{2}\right)>I\left(S_{2}^{\circ}\right)\) hold, respectively.
( (c.) if \(J\left(S_{1}\right) \cdot d\left(S_{1}\right), J\left(s_{1}\right)=J\left(S_{1}^{\prime}\right), J\left(S_{1}\right)>J\left(S_{1}^{\prime}\right)\), then \(J\left(S_{2}\right)<J\left(S_{2}^{\prime}\right), J\left(S_{2}\right)=J\left(S_{2}^{*}\right)\),
\[
J\left(S_{2}\right)>J\left(S_{2}^{\circ}\right) \text { hold, respectively. }
\]

When two images \(\mathrm{I}_{\mathrm{l}}, \mathrm{l}\), are given, a set of matched subimages of \(Y_{1}\) and \(l_{2}\) is a set \(M=\) ( \(\left.\because_{1}, \therefore,\right)_{1}\) where \(\left(S_{1}, i_{n}\right) \in M\left[S_{1} \in I_{1}, S_{2} \in I_{2}, S_{1} \simeq S_{2}\right]\) and \(\forall\left(S_{1}, S_{2}\right),\left(S_{1}^{\prime}, S_{2}^{\prime}\right) \in M\left[\left(S_{1}, S_{1}^{\prime}\right) \simeq\left(S_{2}, S_{2}^{z}\right)\right]\) \(\Lambda\) set of matched sulimages expresses a common structure of images. We regard the maximal set of matched subimages as the structure feature. It takes much time to ohtain the maximal set, so we introduce a simple matching algorithm by which a good set cam be ohtained, though not a maximal one.
3. 3 Simplo Mat ching Algorithm
let an image be a set of subimages \(\left\{S_{i j} \mid 1 \leqq i \leqq M\right.\),
\(1 \leq j \leqq N\}\), and let each subimage sij have a label \(L_{i j}\). For each row \(i\), the sequence of labels \(L_{i 1}, L_{i 2}, \ldots L_{i N}\) is denoted hy \(1 .<i=\). When two sequences \(L<i>\) and \(L<j>\) are given, the distance between them is defined as the reciprocal of the length of the longest common subsequence (LCS) [4], and denoted as D(i,j). The matching. algorithm is as follows:

Stej 1: Let \(P\) be a set of all pairs of sequences \(\left.\overline{\left(L_{1}<j>\right.}, L_{2}<j>\right)\) where \(L_{1}, L_{2}\) are from \(I_{1}, I_{f}\), respectively.
Step 2: Select a pair ( \(L_{1}<i_{1}>, L_{1} j_{1}\) ) whose
distance ll(i, j) is the smallest in l
Step 3: From 1 , remove the pairs (1, is, le: jo) that do not satisfy \(i>i_{1}, j=j_{1}\) or \(i<i_{1}, j<j 1\). Step 4: If P is empty or there is not a pair ( \(\mathrm{L}_{1}<\mathrm{i}>, \mathrm{L}_{2}<j>\) ) which satisficsll(i,j)<0, goto step 5. lilse, go to step ?.
Step 5: Change the labels of the subimages to
"don't care symbol" that are not included in the selected rows, or that are not included in the LC.S in step 2 .
Step 6: Repeat from step 1 to step 5 for any pair of column vectors. In thic care the "don't care symbol" is not included in lis.

The subimages which are left unattached "don't care symbol" construct a set of matched suhimages.

\section*{4. BXPIRIMINI}

We apply our algorithm to images of haman face. Human faces have some subobjects such as hair, eyes, brows, and so on. llowever, we try to match the images without the knowledge about them. Input images are composed of l28xl28 pixels and each pixel has 9 bit integer value as intensity. (fig. 1)


Fig.l Original images

These images are divided into subimages whose sizes are \(4 \times 4\), and each subimages are attached a feature vector \(\left(x_{1}, x_{2}, x_{3}\right)\) where \(x_{1}, x_{2}, x_{3}\) correspond to mean intensity, busyness and edge value, respectively|5]|6]. lach component is categorized and consequently each subimage has a lahel composed of 3 -tuple of cluster names. In lig. 2, concerning the first two images, the boundaries between subimages attached dif-
ferent labels are displayed.


Fig. 2 Labels attached to subimages
By comparing the histograms of these features, clusters of \(X_{1}\) are merged, and new labels are attached to each subimage. (fig. 3)

lig. 3 Merged labels
ICS of sequencer of these labels is calculated hy the simple matching algorithm. For example, let \(1 . l^{<i>}, \mathrm{l}\) < \(\langle\) 〉 be given as following sequences. (They are sequences of labels which are indexed by arrows in Fig. 3 , and each letter expresses a label attatched to a subimage.)
\(I_{1}\langle i\rangle=h a a d b b d(b b b b b d b b d b b d d d d b b b b b a a a\)
\(1.2\langle j\rangle=\) baaaadhbbddddbhbdddbbheccdhddade
ICS of these sequences is calculated in Step 2 and following result is ohtained. (labels that are not included in ICS are changed into don't care symbol " * ".) The distance between them is \(1 / 16\).
\[
\begin{aligned}
& \mathrm{I}_{1}\langle\mathrm{i}\rangle=\text { baadbb**b****dbb*b*dd**bb***a***} \\
& \mathrm{I}_{2}\langle\mathrm{j}\rangle=\text { baa**dbbb***bbb*d**b****b**a**}
\end{aligned}
\]

The result of matching first and second original images are shown in Fig. 4. In this image, only the regions in which more than one-third of subimages are left unattached "don't care symbol" are displayed. It takes about 3 minutes to match two images.

To match many images, this algorithm is applied one by one. The result of matching four images of Fig.l is shown in Fig 5. Some principal subobjects are remained because the relative positions of them are common for all images and each of them has a same local feature.


Fig. 4 Matched image of two images


Fig. 5 Matched image of four images.

\section*{5. CONCLUSION}

We have presented an algorithm to get a structure feature of images. This feature correspond to the structure we get from images at a glance, and it is used as the cue to understand them. We used the relation between subimages and from statistical property, we got the structare feature. The advantage of this method is that we can keep from noises,
because noises which happen irregularly are removed while matching process. The results of experiments show the maximal set of subimages has enough information as the structure feature.
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This paper reports work in progress on a program to provide diagnostic and therapeutic suggestions about patients in the Intensive Care Unit (ICU). The Ventilator Manager program (VM) dynamically interprets the clinical significance of quantitative data from the ICU. This data is used to manage post-surgical patients receiving mechanical ventilatory assistance. An extension of a physiological monitoring system, VM (1) provides a summary of the patient's physiological status appropriate for the clinician, (2) recognizes untoward events in the patient/machine system and provides suggestions for corrective action, (3) suggests adjustments to ventilatory therapy based on a long-term assessment of the patient status and therapeutic goals, (4) detects possible measurement errors, and (5) maintains a set of patient-specific expectations and goals for future evaluation. The program produces interpretations of the physiological measurements over time, using a model of the therapeutic procedures in the ICU and clinical knowledge about the diagnostic implications of the data. These therapeutic guidelines are represented by a knowledge base of rules created by clinicians with extensive ICU experience.

\subsection*{1.0 INTRODUCTION}

Many of the artificial intelligence approaches to medical decision making have concentrated on providing advice based on data available at one particular point in time. This formulation of the problem treats the diagnostic process as a static situation. In actual practice, the clinician receives additional information from tests and observations over time and must reevaluate hypotheses about the nature of the diagnosis and reevaluate the status and prognosis of the patient. The patient situation is affected by the progression of the disease process and the response to prior therapeutic interventions. Some of these aspects have been captured in current computer medicine work, particularly the digitalis therapy advisor [2], This system generates conclusions over time pertaining to the size and timing of the next dose of digitalis. Both the MYCIN [4) and CASNET systems [8] allow the user to rerun a consultation as new patient information becomes available. The IRIS system [5] is capable of attaching a time specification to each conclusion created by the system, consisting of
* This research is supported by the NIH under GM-24669, and utilizes the SUMEX-AIM computing resource (NIH RR-00785). We wish to thank Bruce Buchanan, Dianne McClung, Penny Nii, and Josh Rubin for their help on this project.
a numeric or symbolic time range when the conclusion was applicable.

One attempt to explore these issues is the development of the Ventilator Manager (VM) program, which provides diagnostic and therapeutic advice in the Intensive Care Unit The input to VM are the values of 30 physiological measurements provided on a 2- or 10-minute basis by a automatic monitoring system [3]. The output is in the form of suggestions to clinicians and periodic summaries.

The clinical situation being modeled is the post-surgical progress of a patient in the Intensive Care Unit, concentrating on the status of his mechanical breathing assistance. The mechanical ventilator provides total or partial assist of ventilation for seriously ill patients. The type and settings of the ventilator are adjusted to match the patient's intrinsic breathing ability. The "volume" mechanical ventilator provides a fixed volume of air under pressure through a tube to the patient. The ventilator can be adjusted to provide breaths at fixed intervals called "controlled mandatory ventilation" or in response to sucking by the patient, known as "assist mode," Adjustments to the respiration rate or output volume of the ventilator are made to insure an adequate "minute volume" to
the patient. When the patient's status improves, the mechanical ventilator is disconnected and replaced by a 't-piece" that connects an oxygen supply with the tube to the patient's lungs. If the patient can demonstrate adequate ventilation then the tube is removed ("extubation"), Often many of these clinical states must be repeated until the patient can breathe on his own.

\subsection*{2.0 Knowledge representation}

The availability of new measurement data requires updated interpretations based on the changing values and trends. As the patient setting changes-e.g., as a patient starts to breathe on his own during removal (weaning) from the ventilator-the same measurement values can lead to different interpretations. In order to properly interpret data collected during changing therapeutic contexts, the knowledge base includes a model of the stages that a patient follows from admission to the unit through the end of the critical monitoring phase. Recognition and utilization of the appropriate patient context is an essential step in determining the meaning of most physiological measurements. The goals for patient management are also stated in terms of these clinical contexts. The program maintains a description of the current and optimal ventilatory therapies for any given time. Figure 1 shows a summary of conclusions generated by the program on a periodic basis (currently one hour).

\section*{Current conclusions: \\ HYPOTENSION PRESENT for 41 MINUTES \\ HYPERVENTILATION PRESENT for 33 MINUTES SYSTOLIC BLOOD PRESSURE LOW for 46 MINUTES}

Figure 1. Summary prepared by VM based on data from a patient in the ICU. Comments are in \{\}.

Knowledge is represented in VM by production rules \([4,1,7]\), The rules are of the form:
```

IF facts about measurements
and/or previous conclusions are true
THEN

1) Make a conclusion based on these facts;
2) Make appropriate suggestions to clinicians; and
3) Create new expectations about future acceptable ranges for measured variables.
```

Additional information associated with each rule includes: the symbolic name and type or rule group (e,g., instrument fault rules); main concept (definition) of the rule; and all of the therapeutic states in which it makes sense. Figure 2 shows a sample rule for determining hemodynamic stability,
STATUS RULE: STABLE-HEMODYNAMICS
DEFINITION: Defines stable hemodynamics for most settings
APPLIES to patients on VOLUME, CMV, ASSIST, T-PIECE
COMMENT: Look at mean arterial pressure for changes in blood pressure and systolic blood pressure for maximum pressures,
IF
HEART RATE is ACCEPTABLE
PULSE RATE does NOT CHANGE by 20 beats/minute in 15 minutes
MEAN ARTERIAL PRESSURE is ACCEPTABLE
MEAN ARTERIAL PRESSURE does NOT CHANGE by 15 torr in 15 minutes
SYSTOLIC BLOOD PRESSURE is ACCEPTABLE THEN

\section*{The HEMODYNAMICS are STABLE}

Figure 2. Sample VM Interpretation Rule.

\subsection*{2.1 Treating Measurement Ranges Symbolically}

Most of the rules represent the measurement values symbolically, using the terms "acceptable" or "ideal" to characterize the appropriate ranges. The actual meaning of "acceptable" changes as the patient moves from state to state, but the statement of the relation between the physiological measurements remains constant. The use of symbolic statements (e.g., "heart rate is acceptable") allows for a simple representation of common clinical practice and the exposition of common principles of physiological interpretation in different contexts. In addition, it minimizes the number of rules needed to describe the complexity of the diagnostic situation.

The meaning of the symbolic range is determined by rules that establish the context-dependent expectations about the value of measured data. For example, when a patient is taken off the ventilator, the upper limit of acceptability for the expired carbon dioxide measurement is raised. The actual numeric calculation of "expired 002 high" in the premise of any rule will change when the context switches (removal from ventilatory support), but the statement of the rules remains the same. An example rule that creates these expectations is shown in Figure 3,

\section*{IF PATIENT TRANSITIONED FROM ASSIST TO CMV THEN EXPECT THE FOLLOWING}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{} & \multicolumn{6}{|l|}{( acceptable range )} \\
\hline & low & low & min & max & high & high \\
\hline MEAN PRESSURE & 60 & 75 & 80 & 95 & 110 & 120 \\
\hline HEART RATE & & 60 & & & 110 & \\
\hline EXPIRED CO2 & 22 & 28 & 30 & 35 & 42 & 50 \\
\hline
\end{tabular}

Figure 3, Portion of an Initializing Rule, This rule establishes initial expectations of acceptable and ideal ranges of variables. Not all ranges are defined for each measurement.

The VM knowledge base includes rules to support the following reasoning steps: (1) characterize measured data as reasonable or spurious; (2) determine therapeutic state of the patient (currently the mode of ventilation); (3) establish expectations of future values of measured variables; (4) check physiological status, including cardiac rate, hemodynamics, ventilation, oxygenation; and (5) check compliance with long-term therapeutic goals.

\section*{3,0 RULE INTERPRETATION}

The VM rule interpreter is based on the EMYCIN interpreter \([6,4]\), The major changes are: forward chaining (data-driven) rule invocation as opposed to backward chaining, checking to see that information acquired in a previous time frame is still valid for making conclusions, and the ability to cycle through the rule set each time new information is available,

A data-driven approach is used to take advantaqe of the small set of measurement values available in each time frame. Because of the nature of the ICU environment, one can assume almost no dialogue will take place with clinicians when they are using the system. Thus, conclusions must be based on the available data. Each of the rule groups corresponding to the reasoning steps mentioned
above are considered in order. It is necessary to separate out the reasoning steps since one part of the reasoning chain may conclude that the clinical context has changed, affecting the interpretation of the more "abstract" reasoning steps.
Identical conclusions made in contiguous time frames are represented by the interval specified by the times of the first and last assertion. A list of these intervals sumnarizes the history of a particular conclusion over time. The evaluation of a rule clause such as "Patient hyperventilating for the past 30 minutes" is made by direct examination of the time intervals stored along with conclusions as opposed to looking at the original measurements. Expectations are associated with the appropriate measurement and are classified by type-e,g., the upper limit of the acceptable range-and duration. Expectations can persist for a fixed interval, such as "for twenty minutes starting in ten minutes," or for the duration of one or more clinical contexts.
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\begin{abstract}
Two problems of modelling intentions are identified: representing intentional and nonIntentionaL (mechanical) actions in a single model consistently, and implementing a control structure that accounts for how intentional actions are initiated. These two problems stem from a common source: the interaction of intentional and nonintentional actions. We review a simulation model of cognitive and motivational processes based on a production system architecture that includes both types of actions. We then describe a meta system addition to the simulation model composed of nonintentional actions.
\end{abstract}

I- MECHANICAL VS. INTENTIONAL ACTION
One example of a model of intentional (and nonintentional) actions is the PARRY3 system [2]. PARRY3 is a simulation model of a paranoid patient in an interview situation. The system (computer program) communicates with a psychiatrist in English via a teletype [3]. The simulation model uses a conventional production system (PS) architecture. The PS has conditions on the left hand sides (LHS) and actions on the right hand sides (RHS) and runs in the normal forward manner: testing conditions and performing actions.

The major elements in the model are action sequences, external conditions, affects, beliefs, inferences, and intentions. An action sequence is a set of linked (with tags) PS rules that represent a sequential set of actions that the system is to perform. Representing an action sequence in sequential rules (as opposed to a single action) allows higher priority actions to interrupt the sequence. An example of an action sequence:

How do you like it there? Question Why do you want to know? Clarification question
Maybe it upsets you. Clarification It's ok. But I am upset. Answer

External conditions (on left hand sides of rules) represent information from the system's interface to the world. Examples are: the interviewer's linguistic input, facts about and measurements of the input, amount of time since the last input.

The model has eight affects representing eight primary emotions (e.g., anger, fear, shame) that identify the significant experiences for the model-patient (simulation), which in turn provide motivation for the model-patient's actions Affects on a rule's LHS represent affect states that cause behavior. Affect levels on a rule's RHS represent incremental affect modifications performed before the succeeding \(P S\) interpretation cycle.

The model also has a number of beliefs (e.g., the interviewer wants to help) and inferences to manipulate them. Beliefs are represented in a standard format: as propositions with modifiable truth values representing the amount of evidence that they are true. Beliefs on a LHS represent conditions; beliefs on a RHS represent actions to add evidence that the beliefs are true. Inferences are PS rules with beliefs on their RHS. An example inference rule is:
```

(INPUT \& (INTOPIC = MENTALSTATE)
\& (SHAME = HIGH)) => (DOCABNORMAL)
\& (FEAR 40)

```

That is, if there is an input, and its topic is the model-patient's mental state, and shame is high, then conclude the interviewer is abnormal and increment the fear affect.

Finally, the model has a number of intentions representing situations that are (believed to be) advantageous to the model-patient (e.g., introducing a new topic). Intentions are similar to beliefs - they have modifiable values and can occur on LHS and RHS of rules.

Values of intentions represent the intention's activation level or "strength of commitment" to achieving the goal. Intentions on a LHS instigate actions. Intentions on a RHS represent actions to (de-)activate the intention (modify its strength value). Additionally, each intention has several special PS rules associated with it that the intention activates and that test whether the intention's desired situation (goal) has come about. If the system has achieved the goal, the rules reduce the intention's strength (so that it is no longer active). An example rule activating an intention is:
(DDHELP \& (FEAR LOW)) => PHELP
That is, if the interviewer desires to help, and if fear is low, then set the intention for the model-patient to get help. Subsequent rules use the intention PHELP as a condition to determine what new topic to introduce and when to introduce it (e.g., in a conversational lull).

Generating mechanical actions in this simulation, then, occurs when PS rules with external conditions, affects, and beliefs instigate actions in a stimulus-response manner. Generating intentional actions is consistent with this formulation: intentions (as well as affects, beliefs, and conditions) are LHS conditions which instigate actions. The system transforms an intention from an information structure to a causative agent when the system "activates" the intention by increasing its strength as part of a cognitive decision process. Once the intention is activated, however, the system's cognitive (belief) processes no longer have direct control over the action. The action is subject to the normal conflict resolution algorithm of the PS rule set, and other actions (most likely based on high affect content) may override the intention's action.

\section*{2. THE PROBLEM OF CONATION}

The second difficulty of modelling intentional action is the problem of conation [1]. The question is: Who performs intentional actions? A mechanical action, such as avoiding a fearful stimulus, can be modelled with a stimulusresponse process. The problem is explaining the causal mechanism behind a person's intentional actions. The usual conative paradigm identifies the cause of intentional action \(B\) as another process \(A\). However, we have gained nothing if we claim that the person caused process A. If instead we claim that process \(A\) is the person's want or desire to do
process \(B\), then it, too, is an intentional action, and we are in danger of an infinite regress. (We will ignore a third strawman explanation, "the Ghost in the Machine" [A], in which the mind is a "ghost" that resides in the body.)

As an alternate approach, consider a (hypothetical) system performing mechanical actions. At some point the system's actions fail and the system stops. We construct an additional process of mechanical actions to locate the error and resume or restart the original mechanical actions. This process would use beliefs and remaining information from the original actions to hypothesize what the failed action was and specify the appropriate recovery actions.

The features of this paradigm are: (1) All actions can be considered mechanical at some level; (2) Mechanical actions can manipulate intentions. In particular, mechanical actions can activate intentions causing intentional actions; (3) The system senses these activated intentions in a manner similar to other (affect and external) conditions. Their activation causes intentional actions.

In this paradigm, an intentional action is the result of a mechanical action that is one level of abstraction higher than the intentional action. The processes involved in the higher level abstraction comprise a meta system with the lower level being an object system.

\section*{3. A META SYSTEM}

We shall describe our efforts at implementing such a system. (The system is more fully specified in Faught [1978). It has been incorporated into the PARRY3 system.) The simulation model of cognitive and motivational processes (described above) serves as an "object" system; i.e., the meta system models the object system's actions. The meta system consists of (a) beliefs, conditions, and inferences to model the situation, and (b) actions (rules) to determine facts and manipulate intentions. Meta system constructs are represented in the same format as object level beliefs, inferences, and actions, and are acted on by the same PS interpreter.

The meta level action sequences and inferences are invoked only when certain events disturb the system. The system invokes meta actions whenever a high negative affect condition occurs, when an action failure occurs (detected when no PS rules match for one cycle), or when the interviewer asks the model-patient directly
for an opinion or for information on its internal state (e.g., "What do you want to do right now?"). The meta actions are contained in an action sequence having special conditions on its LHS, e.g., no PS rules matching during the previous PS interpreter cycle. The action sequence carries out the following individual actions: (1) Attempts to determine three beliefs comprising the current situation-what actions the system has been performing, what actions the system is currently performing, and what actions the interviewer is performing. (2) Determines whether the system finds the current situation desirable, i.e., whether the system likes the current situation according to affect measures of the situation (e.g., whether negative affect levels are high). (3) Sets an intention to continue the current situation if it is desirable. (4) If the situation is undesirable, the system determines which states are possible to obtain, chooses the most desirable one, and sets an intention to perform an action leading to the selected state.

As a result of performing this action sequence, the system typically activates an intention to start an action. This intention is part of the normal object-level system; if no higher priority action is being performed, the intention will initiate an action. Note that the meta level routines do not have direct control over the object system's processing; their conative control consists of activating beliefs and intentions, relying on PS rules to detect the beliefs and intentions and initiate the corresponding action.

The meta level processes are not a replica of the object system. The meta processes (beliefs, inferences, actions) contain certain object-level abstractions - e.g., beliefs about what action the system was performing. However, both levels are driven by the same affects and external conditions, and both modify the same affects. The PS interpreter matches rules from both levels during any one cycle. What distinguishes the meta level is its set of abstractions about object-level proc essing.

Several criteria come to mind when evaluating the meta system's effectiveness: (a) Does the meta system perform a rich set of cognitive operations to model the system's actions? (b) Are the system's actions sometimes independent of the immediate external environment? (c) Can the meta system monitor and restart objectlevel actions effectively, i.e., with a minimum of object-level actions. While the meta system can restart some intentional actions, the system as a whole fails to exhibit these
qualities. The reason seems to be a lack of complexity, not of details of the external world but of details of its own actions' components. For example, the system has only a limited number of beliefs that represent the actions it is performing at any one time; most of the beliefs are mutually exclusive. There is none of the subtlety required for restarting failures of complex actions. Restarting procedures would include interpreting what an action without an explicit goal was attempting to accomplish, the typical methods of restarting that action, and the consequences of the action's failure. The system needs an extensive set of (situation, potential action, typical outcome) triples and similar triples for meta level processing. The lack of subtle, interlocking meta and object-level data appears to be a major obstacle to eliciting effective meta level processing.
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\begin{abstract}
Wr propose a recognition model for a Program Understanding system based on a top-down control structure that begins from a given high level plan and attempts to refine and decompose the plan until it can be matched against actual codr. We introduce the notion of "dictinctivc features" and "beacons" which help guide the recognition process and arc based on a set of functional program "templates". Additional mechansims are proposed to recover from situations in which the primary top-down approach fails.
\end{abstract}

\section*{1. INTRODUCTION}

The goals of our research project are twofold: one, to develop a working definition of Program Understanding which is capable of incorporating all of the diverse pieces of information expert human programmers employ in understanding a orogram, including efficiency tradeoffs, program comments, knowledge of the task domain, language dependent and independent programming knowledge; two, to define a set of problem solving methods which use such knowledge in constructing an understanding of a computer program. This paper addresses the second of these goals, particularly the types of recognition methods most suited to the program understanding task. The remainder of this section provides the preliminary background for our discussion of recognition in section 2. To test our ideas, we are currently developing an AI system which accepts actual programs from a specific domain, and produces explanations of the programs in the framework we have defined.

\subsection*{1.1. Description Trees}

We view a program as the final product of a hierarchical design process similar to Wirth's notion of step-wise-refinement. We define a Description Tree (DT) as a hierarchical plan structure generated from this process. Our DT has much in common with Brown's[3] hierarchical descriptions, de Klecr's[4] plan fragment description's, and Rich and Shrobe's[8] complete program descriptions.

For any given task specification, there can exist a possibly large number of different DTs, one for each unique final program (Barstow [1] defines a "refinement tree" which is analogous to a supertree of all DTs generated from the same specification).

\section*{I .2 Program Building Blocks}

The basic conceptual programming unit of our system is called a program building block or pbb, and is in most ways equivalent to what Rich and Shrobe[8] refer to as a

Segment in their Programmer's Apprentice. Each pbb has a set of data inputs, pre-conditions which must hold on entry, a set of resulting outputs, and post-conditions which are true on exit. Other types of information which help guide recognition may also be attached to a \(p b b\), eg. possible mnemonic names. Figure 1 shows a \(p b b\) that copies a file to a linked-list.
```

(p6b file-lo-list-copy
(INPUT: file 1)
(PRE-COND: type(file 1,SEQUENTIAL))
(OUTPUT: linked-list1)
(POST-COND: type(linked-list1,LINKED-LIST)
mapltol(linked-list1,file 1))
(MNEMONICS: READ\&FILE COPY\&FILE)]

```

Figure 1: Example pbb

\subsection*{1.3. Implementation Plans}

Any non-primitive \(p b b\) can bo decomposed into sub-parts (also pbbs) linked by dataflow and teleology. We call this decomposition an Implementation Plan or IP (for more details, see Rich and Shrobe's[8] concept of "deep plan"). In terms of the DT, for any non-terminal node \(B\), all sons of \(B\) constitute the sub-parts of an IP of \(B\).

\section*{2. CONSTRUCTING A DESCRIPTION TREE}

Our initial goal is to build a system that constructs a DT given simply the task specification and the program code; however, we arc including design features which will enable it to use knowledge from preprocessed mnemonic names and comments. While the final system is not intended as an explicit model of human behavior, a guiding principle in the design is that it should use, wherever feasible, mechanisms derived from the analysis of human protocols.

\subsection*{2.1. Justification of a Top-down Approach}

The essential control structure of the system is to start with an initial hypothesized Implementation Plan, hypothesizing and confirming further refinements and decompositions, halting when the lowest level pbbs (ie. leaves of the DT) match the actual code. There are several reasons why a top down method is preferred. First, a top-down approach provides a useful high level understanding even when forced to halt before reaching the lower levels of the Description Tree. For example, being able to identify sections of a program which read a file into an array, sort the array, and merge the array with another file is useful even if exact details have not been (or cannot be) worked out for the read, sort or merge Implementation Plans.

Second, from our observations, human programmers generally employ top-down methods when attempting to understand a program. If a program understanding system employs the same basic top-down approach, then a user of the system should be able to follow, in a natural way, the system's progress. If the actions of our system can be easily understood by the human user, then it is feasible to consult the user when the system decides it needs help. Both the value of using a human expert as an active partner and the importance of conforming to his problem solving methods has been well documented in the Al literature.

\section*{2 2. Templates}

In our system, pbbs are considered to be independent of the particular implementation language in the sense that, while they may assume the existence of certain data structures or typing conventions, the pbbs cannot be compared directly to the string of characters that form the program. The information to make this comparison is represented in our system by a structure we call a template (This term was selected on the basis of a structure proposed to fulfill a similar function in a model of human programmer behavior, Brooks[2]).

A template links together information about the way in which a function or operation is performed in a particular programming language. In many respects, our use of templates resembles the use of axiomatic assertions to describe the effects of pieces of syntax (Hoare[5)); however, for use in our system, we have extended that idea by generalizing the notion of syntactic type from just those structures which are primitive in the programming language to encompass any kind of pattern in the surface structure of the code which has an associated function. For example, the function of "looping though an array" might have associated with it the following pattern:
DO <statementx> <index> = I,<array size>
... array\{ <index> )...

Note that there are places in the pattern in which arbitrary, unmatched pieces of code can occur.

\section*{23 Distinctive Features and Beacons}

To verify a hypothesized refinement or decomposition, code must be found in the program text which helps validate the hypothesis. To do this, a template must be found whose function is the needed one and whose pattern matches some portion of the code. The expected number of templates in our system is large so that matching templates efficiently is a central problem.

Our initial approach in solving this problem was based on an observation about the way human programmers look for particular functions in a program. Programmers generally associate with each function a set of distinctive features which enable them to locate the function in the code. For example, an interchange of two elements of an array is a distinctive feature of sort routines. We therefore thought that templates could be grouped into sets of distinctive features for each \(p b b\) in our system, and that a hypothesized \(p b b\) could be bound to the code by searching for just those distinctive features associated with its function. A further observation on human programmers caused us to modify that approach somewhat.

While human programmers look for distinctive features to help confirm their hypotheses, they also notice particularly salient features of other pbbs. We term these unusually salient features beacons. For example, a programmer looking for (hypothesizing) a sort routine might also identify the file-to-list-copy pbb of figure 1 by noticing a READ statement (beacon) somewhere else in the program. We felt that such behavior was advantageous in our system as well for nominating new hypotheses, and modifying and refining existing hypotheses; the approach we use for obtaining this behavior is a dynamically adjustable saliency ordering for matching templates.

\section*{24. Binding}

Once a template is matched, the code is bound to the associated pbb. This binding is both for operations and data structures so that each surface data structure is bound to its associated input or output slot. For example, suppose that the \(p b b\) of figure 1 was bound to the piece of code in figure 2.
```

    1=1
    100 READ(20,900,END=200)NEW(1+1)
NEW(1)=1+2
1=1+2
GO TO 100
200 NEW(1)=0

```

Figure 2: Binding code
NEW is now bound to linkedlistl. This allows us to in effect attach the piece of information "holds linked list" to NEW and move the system's understanding of NEW away from the surface and closer to the domain.

If more than one template matches - particular piece of
code, only the more detailed is actually bound. For example, if a section of code was both matched by a Quicksort template, and a more general, abstract sorting template, the code would be bound to the Quicksort pbb.

\section*{25 Searching the Code}

There are several possible outcomes when attempting to bind a particular hypothesized \(p b b\). First, a template might exactly match the hypothesized \(p b b\). In this case, the system has no new information regarding possible refinements to the matched p66, and hence, must choose a refinement to try using its own local information. Currently, a fixed order list of refinements is used, but in the future, a more efficient decision process could be used to take into account the type of knowledge experienced programmers carry around as rules of thumb, such as "use a linked list if data is going to be inserted or deleted frequently**, or the inverse "use an array if the data is relatively static" (see also Kant's "implementation selection rules" [6]).

If a template matches a more refined \(p b b\) than the one hypothesized, then the more abstract \(p b b\) can be replaced in the corresponding Implementation Plan with the new refined one. The effects of this new, more detailed \(p b b\) are allowed to ripple throughout the links of the IP, generally causing the refinement of other sub-parts in the \(\mathbb{P}\). An attempt will be made to match each of these new, more refined sub-parts, causing possibly still further refinements and rippling effects.

The depth-first search for distinctive features may be preempted by the matching of a beacon. If the beacon's associated function is a sub-part of the current hypothesized plan, then the system will bind the sub-part and allow any rippling effects to take place. In at least some cases, this will result in the deactivation of the current distinctive features being searched for, and the activation of more refined templates. The overall control flow will thus be opportunistic, working on those parts of the Implementation Plan for which the most information is available.

\section*{26 When Things Go Wrong}

In the ideal case, a matching piece of code can be found for each hypothesized sub-part in a plan; in practice, of course, this seldom occurs, and a number of things can go wrong. Two of the more common are: 1) no template can be matched for a particular \(p b b\), and 2) a beacon template is matched for a \(p b b\) that is not part of the current hypothesized plan. In the first case, if many other pbbs in the plan are still unmatched and if an alternative plan is available, then the system will adopt the alternative plan. In most cases, however, an attempt will be made to match the missing \(p b b\) by assembling it out of smaller functions. In this case the system does behave in a bottom-up manner.

In the second case, the system attempts to revise the hypothesized plan to incorporate the unexpected match. We have not yet defined a satisfactory method for this modification which avoids the problem of re-binding already
successfully bound sub-parts, but we are considering approaches which attempt to minimize the number of changes (see for instance the similarity networks of Minsky[7]).

\section*{3. CONCLUSION}

The system we have described possesses several unique features. First, It allows a useful partial understanding to be developed whenever time, the task, or lack of knowledge make a full understanding unattainable or unreasonable.

Second, by noticing the behavior of human programmers, the notion of distinctive features and beacons was incorporated into the system. These features, in combination, allow the system to act in an opportunistic fashion, exploiting whatever looks most promising as recognition proceeds.

Finally, a knowledge representation called templates was defined. Templates link a syntactic pattern with a particular function, and are general enough to be used in both top-down and bottom-up search.
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This work is an attempt to formally represent the knowledge required for the solution of a difficult retrograde chess problem (figure I). This solution Includes the extension of a formal deductive system to Include an observational facility. Using a proof checker for first order logic. FOL [9], we have detailed a proof of the solution of the puzzle, Including proofs for almost all of the necessary associated lemmas [2], We shall highlight the various representational decisions made In the process of axiomatiiing retrograde chess, discussing both the necessity for these particular choices, and their Implications for designers of representations for other domains. This work is part of the search for epistemologically effective formalisms for artificial Intelligence.
I. Introduction

Our consideration centers on a particular retrograde chess puzzle (figure 1). Its solution (from basic chess principles) is beyond the ability of any current computer program.


A piren hons fallen off of the hoard from tho aquarn marked X. W' hat pines umat il? This position wata achieved in a Irgal chean anme, though there la no prosumption that nitier playor uina playing to uin.

\section*{figure 1}

This problem was chosen because Its solution "requires" both "deductive" and "observational" Inferences, In a context Isolated from other issues of correctness and sufficiency. Deductive Inference is obtaining new proof steps by the application of syntactic Inference rules. However, human reasoning proceeds not only by deduction, but also by the Immediate recognition of results, a process we identify with Observation. We have extended our representational system to include observational inference by performance of computation In a semantic model.

\footnotetext{
* Author's current address: Department, of Computer Science, Indiana University, Bloominglon, Indiana 47401.
** This work was supported in part by D-ARPA under contract MDA903-76-C-0206.
}

\section*{2. Inference}

Human problem solving has several different modes. People are capable of deduction, applying syntactic rules to previous inferences. This has been the reasoning mode most frequently employed in A.I. programs. However, generally intelligent systems will need to reason by other schemes, such as induction (reasoning from particular cases to a general conclusion), analogy (modifying reasoning from a solution of another problem to fit the current situation), and what we call observation (quickly noticing an apparent conclusion, performed in our system by computation in a semantic model). If we are to create such programs, we must find a pragmatic representational mechanism, one that can support these other kinds of reasoning.

We perceive that the general A.I. problem is better approached by separating the representation of the knowledge of the problem domain (epistemology) from the search mechanisms used to manipulate that knowledge \{heuristics), This distinction is discussed more completely in [7].

Classically, an axiom system is epistemologically adequate for solving some problem if there exists a solution of that problem from those axioms. For example, a world view based on interacting particles would be classically adequate. AI, intent on the production of intelligent programs, makes greater demands on its fundamental knowledge structures. We require not only the generality of adequate systems, but also economy of expression; that the solution be not only derivable, but that the derivation be short enough for a machine to actually produce it. We call this notion of both economical and adequate formalisms epistemological effectiveness.

This paper is primarily concerned with the qualities OF formalisms capable of epistemologically effectively representing both complex deductive and observational reasoning.

Deduction is obtaining conclusions by application of syntactic rules. The term observation is usually applied to human inference in several ways; they are unified by the notion of drawing a quick and immediate conclusion by examination.

Examples of human observation are seen in the technician reading the value of a meter, the mathematician recognizing the value of some simple function, and the clerk finding the amount of some transaction in a table.

This examination employs the following scheme: knowledge which is to manipulated in deductive form is represented in a extended first order logic formalism. Associated with this logical system is a computational LISP model of these axioms. The results of the evaluation of functions on objects in this model are to be legal inferences in the deductive, logical system. This shall serve as our notion of observation. From the point of view of our intelligent computer, observation by computation in a semantic model is as opaque as sensory input

\section*{3. Basic Formalisms}

Just as our use of "English" is fundamental to our ability to present this paper, we have a fundamental need for an epistemological language for expressing reasoning. For that, we have chosen ah extended first order logic. It is the usual predicate calculus, with the addition of equality, functions, axiom schemata, and inference by computation in a semantic model.

We use formal logic for several reasons: I) The sentences of logic are unambiguous and easily understood. 2) First order logic has explicit quantification. 3) There has been much work in logic. Any system employing logic can avail itself of this work. Examples of such progress include resolution and decision procedures for propositionaly logic. 4) Logic is a general representation. It is obviously not contrived for one particular domain. 5) Declarative representations in general, and first order logic in particular, are easily and uniformly extensible. They can be extended not only with new axioms, but also with new predicates, functions and individuals.

These, however, are the minor justifications for the use of logic. More importantly, 6) First order logic provides a precise sense of meaning. From the rules of inference inherent in the system it is clear what can be deduced from any axiom. 7) Almost all other current representations, be they microplanner, semantic nets, KRL, or whatnot, are variations on the rules of formal logic. They are all expressible in logical terms. These formalisms differ principally in their interaction with the heuristic system. They are all declarative systems, and (almost) equivalent in terms of epistemology. Reliance on pure logic has two positive attributes: we are isolating the epistemological Issues from the implementation, and we are speaking the lingua franca of representation languages.

\section*{4. Proof Generation and Proof Checking}

An intelligent computer program will need both an epistemologically effective world view and an appropriate set of heuristic procedures. This reasoning program is beyond our current abilities. However, we do not need this reasoning program to judge candidate epistemological formalisms. Rather, we need only to have our deductions certified. Clearly, the ability to accept a valid deduction is a prerequisite to the actual generation of that deduction. And an epistemologically adequate formalism can be tested by the use of a proof checker. This is essentially the Missouri program of McCarthy-Hayes [ 6 J , and is in the tradition of the Advice Taker (5).

We were fortunate to have available for this research the program FOL [1,9], an extended natural deduction proof checker for first order logic. FOL will act as our Missouri program, checking the validity of our candidate inferences.

FOL is a proof checker for an extended sorted first order logic. FOL has been extended to incorporate a tautology decider lor propositional logic with equality. And, more importantly in FOL one has the ability to create a partial semantic model of one's world, and to evaluate the values of functions and Dredicates in that model, returning the results to the deduction Plevel. This is called semantic simplification. This ability is satisfactory for simulating our notion of observation in chess.

\section*{5. Chess Puzzles}

At the beginning of this paper, we mentioned a certain chess puzzle (figure /).* While space limitations preclude describing the solution of that puzzle, the reader should notice that, not only js the solution very complex, but that it also requires at least two different varieties of reasoning. Any solution will exhibit both deduction, inference of the form "Both sides can't be in check at the same time, black is in check, therefore white is not in check", and observation, inference of the form "I see black is in check" . We perceive our task as finding the appropriate incorporation of this observational reasoning into the deductive framework.

If the reader himself solves the puzzle, he will surely perceive how complicated chess reasoning can be. In addition to complexity, chess (as a problem domain) has another appealing attribute: we can unequivocally solve this problem This serves to help us to isolate the interesting features And chess is a somewhat ill-structured domain, the result of historical development, rather than mathematical sparsity or toy simplicity Our results, therefore, will principally be concerned with mechanisms, not representational details. However, understanding these mechanisms requires the presentation of those details

We will employ two different forms of inference in our system, the standard aeductive methods, based on axioms and natural deduction and augmented with decision procedures, and observation, semantic simplification performed by computation on a partial semantic model. We call this set of functions and data structures the Chess Eye. After defining a vocabulary of chess notions, we will consider the chess eye in greater detail.

\section*{6. Objects of the Chess World}

Space limitations preclude detailing the entire chess axiomatization. Instead, we will describe only a few of the more important and interesting components.

The most obvious chess object is a chessboard, one of the Boards. Most chess problems are stated in terms of a board. Similarly, there are 64 Squares on any board, each with a unique identity, and 13 possible Values, such as white pawn and empty, corresponding to the objects on these squares.

However, values are different than the chesspieces themselves; the white queen's knight is not the same as the white king's knight; a promoted pawn is not the queen. Our reasoning will need these distinctions. Hence, we need a set of the 32 chessmen, called the Pieces.

The above, while somewhat sketchy, ought to appear fairly natural. However, as a representational mechanism, they are inadequate. We need to speak of the various things that must

\footnotetext{
* The fallen piece in figure 1 was the white queen's bishop. The reader is referred to [2] for the detailed solution.
}
have happened to reach this point in the game, the capture that must have occurred, and so forth. Even the chess rules, In delimiting castling moves and draw conditions, refer to the entire game history. We therefore need an explicit set of historical states, the Positions, which can be though of as the history (set of moves) employed in reaching this particular board. (There will be many different games that could reached any particular board.) Positions are a variety of state vector; the reader is referred to [6] for a more complete exposition on state vectors.

There is also the natural notion of the Moves, the explicit, discrete transitions between the positional states, and the Colors, black and white, associated with the two chess armies.

\section*{7. Predicates and Functions on Positions}

Our most important manipulations will involve the state vectors, the positions. And the most fundamental relationship in reasoning about chess is that of legal move. Hence, we have the predicate \(\operatorname{SVCCESSOR}(p 1, p 2)\) defined on two positions, if \(p 2\) can be reached by a legal move from \(p 1\).

If SUCCESSOR is to be the succession function of our system, then, like arithmetic, we want a notion of "less than". This is called PREDEGAME. PREDEGAME(pl, p2) is true when p1 occurred in the game that reached p2. Naturally, the initial position, PO, has the PREDEGAME relation to every legal game.

As each piece has its own Identity, we can refer to the piece occupying a given square in a particular position. Thus, if \(p x\) is a position that was played to reach the problem board, we have Pos(px, BKRI) - WK. (Or, on BKRI in px is the WK)

We also have functions which extract the last move from a position, and the actors used in that move (Move, Mover, To, From, Taken).

\section*{8. Predicates and Functions on Boards}

Now, positions were only one variety of state vector. The other, perhaps more familiar, sort is that of BOARDS. Just as one can speak of the status of some square in some position, one can take the value on some square on a board (VALUE ON (GIVEN, BQ2) - RW). (Note, however, that the range of this function is Values, not Pieces.)

The Issue of legal moves is also Important for boards; we have, for each piece, a predicate the determines the validity of any particular move for that piece on that board. Thus, for example, a bishop-valued piece can move from BQ1 to BKB3 on board \(b\) only if \(\operatorname{blAG}(b, B \vee 1, B K B\})\) is true on that board. We can take the composition of these various movement types, and talk about \(\operatorname{MOVETO}(b, v, s q l j q 2)\) if, on board \(b\), a piece of value \(v\) could move from square sql to square sq2. However, legality of move is not purely a function of board; capture en passant and castling are not determined solely by board configuration.

Chessboards, as described in the previous section, will not even serve to represent the problem of figure \(I\). Consider the square with the \(X\) upon it. It has no representation within the system of ordinary values that we have described We resolve this difficulty by the introduction of a new constant, of type Values, one that stands for "I don't know what's here, but it is something." This is the constant UD (for "undefined" value.) Permitting an undefined value to be on the squares of boards creates a natural ordering on boards by greater definition. We call this ordering \(\operatorname{SUBBOARD}(b l, b 2)\).

We need to tie boards and positions together. Obviously, a board with no undefined squares is the result of playing out a position. The function that extracts this board is Tboard. We state that VP b.fBOARDtp.b) * SUBBOARD(bJboard(p)). In reasoning about chess puzzles, we typically take the problem board, and Infer properties of any position that has the BOARD relation to it.

\section*{9. Observation in the Chess World}

In our definition of the FOL inference system, we allowed computation in a partial semantic model to be a legal inference. We therefore define a LISP representation for (some) of the objects of our chess world, and to declare LISP functions to compute the computable predicates and functions on that model. For example, in our LISP model, atomic individual constants, like the black king and the white queen's bishop are LISP atoms; chessboards are eight long lists of eight atomic values.

\section*{Attachments are then made to functions and predicates such as VALUEON, ORTHO, and MOVETO. for example, the predicate MOVETO, which is defined axiomatically as:}

((VALUER(v) \(\cap O R T H O(b, s q 1, s q 2)) V(V A L U E B(v) \wedge D(A G(b, s q 1, s q 2)) v\)
(VALUEQ(v)^ORTHO(b,sql,sq2)) V(VALUEO(v) \(D 1 A G(b, s q 1, s q 2)) v\)
(VALUEK(v)^KINGMOVE(sq1,sq2))V
(VALUEN(v)^KNIGHTMOVE(sq1,sq2))v
(VAI UEP(v)^PAWNMOVE(b,v,sql,sq2)))),

\section*{is altached to the function:}

\section*{MOVETO (LAMBDA (b v sal sq2)(COND}
((VALUER v)(ORTHO b sql sq2))(VALUEB v)(DIAG b sql sq2))
((VALUEQ V)(OR (ORTHO b sal sq2)(DIAG b sql sq2)))
((VALUEK v)(KINGMOVE sql sq2))
((VALUEN v)(KNIGHTMOVE sql sq2))
((VALUEP v)(PAWNMOVE b v sql sq2) )):
in . the semantic model. We build up our hierarchy to have predicates such as BLACKINCHECK (which determines it black is in check on a given board), computable in the chess model. Thus, though our system is capable of expressing complex statements about chess, it is still able to derive the fact that black is in check on the problem board in a single inference.

The semantic simplification mechanism also has the ability to check WFF's quantified over finite sets by case computation in the semantic model. For example, the theorem: V i 3 sq. \(\operatorname{Pos}\left(P O^{\wedge} q\right)\) - \(x\) (every chesspiece was on some square in the initial position) required 165 steps to derive deductively, but only a single semantic simplification.

This use of procedural computation in a model is a form of observation; the intelligent program, whose internal language is the formal predicate logic and axioms, can use the same mechanism for simplification done in its semantic model and observed events in the real world. What we are providing here is a mechanism for perception; that its primary use In computers will be a form of internal visualization or hallucination is no more a problem than accepting the human use of internal visualization in human problem solving.

\section*{10. Axioms}

The most important axioms in this system are those that delimit legal moves. For example, consider the following representative axiom, MCONSEQA (move confluences \(A\) ).
axiom MCONSEOA: Yr q.(SUCCESSOR( \(r, q\) ) \(>\)
((-WHTETURN r IWHATETURN q)^-POSITIONINCHECK(q,Color r)^
Prevpos qurn(WHTEPIECE Mover Move a』WHTETURN r) A
Pos(r, From Move q)=Mover Move a \(\wedge\) Pos (a, To Move a)Mover Move q \(\wedge\) Pos ( \(q\), Froin Move q)-EMPTY \(\wedge\)
(CAPTURE MOve q 3 Pos ( \(r\), To Move q)=Taken Move q) \(\wedge\) (CASTLING(r,q)VEN_PASSANT( \((r, q) \cup S I M P L E L E G A L M O V E(r, q))))_{i j}\)

It states some conditions on legal moves; which side is on move. not leaving one's king in check, where the pieces in the move are, and the begining of a taxonomy of move types.

It is also important to talk both about what remains true between moves. For example, those squares not involved in the move retain the same contents between any position and its successor.
axiom MCONSEQD:
Vr a sq.((SUCCESSOR(r,q)^ asqefrom Nove qnasqaTo Nove qn -(CASTLE MOV q^(squAlsofrom Move qvequAlsoto Move q))A (ENPASSANT Move q^sq-Takenon Move qi)D \(\operatorname{Pos}(r, s q)=\operatorname{Pos}(q, s q))_{i ;}\)

\section*{11. Chess Induction}

Another feature of the chess axiomatization that deserves mention, is Chess Induction. Chess induction is an axiom schema that states that if a property \(P\) is true of a position \(p\). and remains true over the successor relation, then it will be true in all descendants of \(p\) (all games that can be reached from \(p\) ).

We usually use the initial position, \(P O\), for \(p\), and prove properties true of all legal positions. More formal, this is:

\section*{\((\mathcal{P}(P 0) \wedge \vee r p .((\mathcal{P}(r) \wedge \operatorname{SUCCESSOR}(r, p))>\mathcal{P}(p)))=\vee r . P(r)\)}

Chess induction is a useful deductive method. For example, using chess induction, we prove theorems such as: \(A\) piece not on its original square has moved in this game (or been the mouing rook of a castle):
(PREDEGAME(q.r) vqar)^((Mover Move q=x^To Move qusq)V
(CASTLE Move q^Alsomover Move qux^Alsoto Move qasq))),

\section*{And that bishops stay on a single color square:}

\section*{ (WHITESQUARES(sq1)=WHITESQUARES(sq2)))}

This is a powerful technique for dealing with the frame problem. If we have control over the types of interactions available in state transitions, induction schemas such as this one allow us to prove constant properties of distant states.

\section*{12. The Proof}

This has been Just a small sprinkling of examples from the chess axiomatization. We hope it has been useful in conveying their flavor and form. From this axiomatiation, we preceded to generate a proof of the solution to the chess puzzle.

The proof itself is too long to detail, but we are able to present a few comments about its "shape". The form of the proof matched, fairly closely, an English explanation of the detailed solution to the same problem. The human proof required 68 "steps"; the FOL "proof", 405. In the process of deriving the FOL proof, 159 genera) chess lemmas and theorems were
proven. These required 1702 steps. Additionally, six lemmas specific to this problem were also demonstrated, requiring another 136 steps. About half of the proof steps in the main proof were instantiations of axioms and theorems, and another quarter were requests for the confirmation of the chess eye. The complete FOL proof may be found in [2].

\section*{13. Syntactic and Semantic Reasoning}

We will attempt to convey some of the epistemological design concepts uncovered in this examination. This is a brief description; a more thorough examination may be found in [2].

One of the major distinctions underlying this work is that knowledge can be successfully modeled in two different forms. One is by the application of syntactic rules and the other, model based semantic computation. From the perspective of the person communicating with a representational system, syntactic mechanisms convey by their form the information (and possible uses of that information) they represent Thus, in our system the axiomatic knowledge as syntactic. Knowing the rules of inference, it is clear what is derivable from any axiom.

Semantic rules, on the other hand, are magic. We are not told the Justification for any rule, why it works, how it works, only that we are to accept its results. Typically, it will be performing this action by functional evaluation in some partial model of the domain, complete with hidden assumptions about what Is right and possible there. Such inference is performed in this system by the functions of the Chess Eye.

Detailed exploration of formal chess reasoning reveals that it is a fallacy to believe a simple methodology will be able to express the knowledge of a complex domain. Expressing complex relationships will require complex linguistic machinery. For example, any system dependent upon viewing only a single model, updated with each action, will be unable to compare states resulting from different actions in anything but the most primitive way. Any system that thinks that a "shortest path net traversal" algorithm will permit it to avoid dealing with inconsistency is going to be unable to do deep reasoning that relies on disjunction or case analysis.

\section*{14. State Vectors}

The manipulation of state vectors played the central role in this axiomatization. State vectors are like the practice of proofs in formal logic. Everyone knows how they can be used, but noone is every caught manipulating one in a complicated way.

We remind the reader that there were two flavors of state vector employed in this research; the first is the static vector, the boards. Boards were used to display a particular slice of time. Similarly, these chessboards were a fully realized, concrete object upon which calculations could be performed. The second is the historical vector, the position. A position contains the complete history of any particular game. However, it has no explicit representation in the model.

Each of these had important application. The full realization of the board (the association with any board with a data structure that completely defined that board) permited computation on that board; and this employment of the Chess Eye proved remarkably useful in reducing the magnitude of derivation. However, the historical state vector, the position, was also vital. Much of the work of this proof consisted of comparing states, asserting that a particular state with
particular properties must have existed. Usually this state occurred in the game played to reach some other state, and was interesting for that reason.

There is a third kind of state vector, the possible world. This vector contains information not only about the status of objects in the world, but also propositions about the propositions about those worlds. The most common use of these possible worlds is in semantic modeling of model logic systems. Possible worlds were not needed to model the simple world of retrograde chess.

State vectors seem to be one of three possible approaches to the problem of extending the set of things one can talk about in a formal system. This is the method of reification, or the making of new objects Here we postulates new, "ordinary" objects, from whicn propositional information can be obtained by use of the axioms. These objects can be manipulated by the use of the ordinary rules of the standard logic.

A second possible alternative is provided by modal logic formalisms; these attempt to talk about propositions by adding new "quantifiers" on propositions, and new inference rules to the deductive system. Unfortunately, if the proposition to be talked about contains several possible modals, the system can become rather cluttered with additional inference rules. And each additional modal requires extending not only the inference system, but also the heuristic system.

The third alternative focuses on the notion of meta level reasoning. That is, the propositions on one level become the objects of the next level. An additional set of inference rules is required for transferring between these levels. Since this scheme can be recursively applied, no additional mechanisms need be added to handle other proposition types. This is essentially a more advanced form of reification.

Of these three, the third seems most promising, and it is currently being incorporated into FOL If this axiomatization were to be repeated, the features of this meta level reasoning would have allowed more "incompletion" in the manipulation of the semantic model. However, the state of FOL at the time this research was performed compelled the use of reification and state vectors rather than this last, more general scheme. These distinctions are discussed more fully in [10].

One other major success in the use of state vectors ought to be mentioned: we had great success applying induction schema to historical vectors to prove properties of distant states. The induction schema Chess Induction stated that if a property was true over the successor relation, then it held in all descendants of any state for which the property is true. Chess induction permited the proof of many previously intransient theorems, such as "Only pawns can promote" and "Every piece now on some square either moved there in a previous position, or started on that square". We believe that this induction schema provided a good partial remedy to the frames problem, permitting proofs about distant states without even the trouble of simulating the actions involved.

\section*{15. Compound Objects}

The state vectors are examples of another form of reification, that of creating compound objects. The mathematical comprehension principle, creating sets, lists and bags, are forms of compound objects. Our experience is that compound objects play a critical role in even the simplest epistemology.

Compound objects are related to the idea of partially defined objects. A partially defined object is one that is a representation for something we have conceptually more information. We suggest there are two different varieties of partially defined objects that need to be dealt with in a complex reasoning system. One of these is exhibited by the boards with their explicit use of UD, the "undefined" constant. A board with an undefined in it is not conceptually a first class object of our system; rather, it is an explicit representation an object about which we only have partial knowledge. This is its tremendous advantage; with this explicit representation, we can use a partial board as data for a functional evaluation. However, the use of this explicit undefined limits the set of things that can be unknown about a partial board; we might know that an undefined square contains some officer, or that there is a queen somewhere on the board, or that this board was a legal move away from some other board. None of these partially defined objects is representable by this scheme. Each of them could be represented by some other scheme, but not all such partial information can be represented by any scheme that does not represent its information propositionally. Representing propositional information in the model is already metareasonIng [10].

The alternate variety of partially defined objected exhibited In this representational system is the position. In one sense, the position is completely defined; the position does not have any formal elimination of information. On the other hand, except for the most trivial positions, one knows nothing about any position that cannot be established propositionally. It is only possible to infer properties of a position from its relation with other positions and boards.

We see then that the board is the concrete realization of the abstract position. Any epistemologically effective system is going to need to deal with both abstract objects (for which there can be no representation in its model) and concretions of those objects (for in model to manipulate).

This discussion leads us to touch upon the Issue of multiple representations or the different aspects of similar objects. What we are considering here is the ability to refer to objects that have a common conceptual source in different fashions.

We see this division in our chess axioms. Inherently, there is only one conceptual object associated with any square at any point. Nevertheless, we find the necessity for dealing with this object in two different garbs: piece and value. We essentially have things to say about the pieces that both abstract information out (it's a white rook, not the white queen's rook) and that add information in (but it used to be a pawn). We see this same division in the board/position duality, where the board is really a "slice" of a position.

\section*{1G. Linguistic Generality}

This final section provides a perspective on how well we've provided a language for reasoning about chess. We need to consider a two part perspective: What were the failures in this representation system? How well could it be used to talk about problems other than "A piece fell off the board ...?"

There are two important linguistically failings in this axiomatization. The first of these was the failure to include general notions of compound objects, particularly sets and their kin. It was possible to deal with arguments equivalent to the "pigeon-hole principle" by case checking; but these are not naturally case arguments.

The other source of regret Is that the representation system, particularly In the semantic model, Is tied too closely to the rules of legal chess, and too closely to too simple an idea of representing chess knowledge. This point can be better Illustrated with a pair of examples. Consider this problem:


THE CURRENT axiomatization as currently FORMULATED, would NOT recognize this "fragment" as a piece of a "board". However, this Is a natural extension for the human problem solver The axlomatizatlon can be criticized for adhering too closely to the rules of chess, and ignoring its "prlmitives". Correction of the axiomatlzatlon to reflect this more primitive level would not need to be a major a revision.

This second example displays a more fundamental linguistic difficulty. Consider this problem, from [3] somewhat more conventional in lts phrasing.


While in play and mato in four.

\section*{figure 9}

This is not so much an Issue of mating in four, so much as recognizing that (as the black king and queen are on the wrong color squares) the pieces have exchanged sides. While the current axlomatlzatlon could be used to prove that if white started at the bottom of this board, then this board could not have been reached in a legal game, In some sense, the puzzle needs to be solved before It can be put in the acceptable form for the axioms. What we have here is an Issue of language. There are certainly many questions one would like to ask In, for example, English, for which natural language is inadequate. Imagine, if you wilt, the circumlocutions Involved In giving a written spelling test. The moral here is an epistemologlcal Incompleteness theorem; there will always be things that cannot be said in any system.

We have consider the axiom system In the light of other retrograde problems, and find that is it effectively capable of expressing their solution. In particular, we have considered the problem in [4],* and find no difficulty in expressing its solution in our axiomatizatton.

\section*{17. Summary}

We have taken a difficult problem of retrograde analysis chess, detailed a set of axioms for the rules of chess, and have shown that those axioms, together with a clever natural deduction system and the ability to simplify in a semantic model, are sufficient to produce a manageable derivation of the solution of a complicated problem. We have considered some of the conclusions that can be formed about formal knowledge representations from this work. Particularly we have explored, the nature of the objects of the chess world, such as state vectors, concrete and abstract objects, and compound objects and the value of things such as semantic simplification, meta reasoning, modal reasoning and induction schema.
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\author{
Tim Finin, Bradley Goodman and Harry Tennant \\ Coordinated Science Laboratory University of Illinois at Urbana-Champaign Urbana, IL 61801
}

\begin{abstract}
Work in progress on JETS, the successor to PLANES, is described. JETS is a natural language question answering system that is intended to interface users to a large relational data base. The architecture is designed to extend the conceptual coverage of JETS to better meet the conversational and data base usage requirements of users. The implementation of JETS is designed to gain a high degree of closure over concept manipulation, contributing to a solution to the problems of perspicuity and scale. Specific examples are given of concept manipulation through the implied relationships of modification and of an approach to problemsolving through the use of frames.
\end{abstract}

JETS is a natural language question answering system that is currently under development. Its goals and design are an outgrowth of the experience gained in the development and user environment testing of PLANES [13, 14]. This paper will describe JETS in terms of motivation, performance goals, strategies for achieving the goals, and techniques for measuring performance.

The PLANES system was developed to study the problems of natural language access to a very large data base. The data base which was used contained naval aircraft maintenance and flight records, and is the same data base that JETS will be applied to. The thrust of PLANES was toward the investigation of natural language data base interfaces that could be engineered to comply with response time and machine size constraints while enabling the user to express questions in the language to which he is accustomed. PLANES accepts user utterances that may or may not comply with standard grammar, that may include pronominal reference, and that may include some forms of ellipsis. In an effort to make an objective assessment of the achievements of PLANES, testing was conducted using the techniques described in [12]. The testing revealed that in addition to problems of linguistic completeness, there are interesting questions about the conceptual completeness of question answering systems. JETS is the response to those questions.

\section*{1. Coverage and Completeness}

The performance of question answering systems can be thought of as having two nearly independent components: the elements of conceptual coverage and the elements of linguistic coverage. The conceptual

This work is supported by the Office of Naval Research under Contract N0O014-75-C-O612.
coverage of a system refers to the set of concepts that it can deal with. The linguistic coverage of a system refers to the set of linguistic features that have been included in it to allow for variations in the way the concepts are referenced. Syntactic structure, anaphoric reference and ellipsis are all examples of elements of linguistic coverage. Conceptual coverage and linguistic coverage are attributes of the program. The adequacy of the conceptual and linguistic coverage may be measured against the demands that a set of users place on the system. The measures are called conceptual and linguistic completeness, respectively. The attributes, conceptual and linguistic coverage, and the measurements, conceptual and linguistic completeness, are described in more detail in [12].

The major work on PLANES, as on most question answering systems, has been to provide the user with a habitable [15] system through high linguistic completeness. Our testing shows that linguistic completeness is not the only limiting factor in building habitable natural language systems. The users wanted to be able to refer to certain concepts, but were unable to do so. For example, users often asked questions about the structure of the data base or asked for definitions. They made statements to set the context for later questions, or attempted to summarize a portion of the dialogue expecting agreement or disagreement with their summaries. They made presuppositions about the data that were not Justified. In short, there were a significant number of concepts that users attempted to reference or capabilities that they attempted to use that were not included in PLANES.

In addition to the voids in conceptual coverage that were discovered while testing PLANfiS, it was observed that the users readily adapted to the limitations of PLANES \({ }^{1}\) linguistic coverage. The user's "intellectual overhead" or "distraction from the problem" was not
measurable, but they did appear to be able to express themselves. We feel that improving the linguistic completeness of question answerers is indeed an area where attention should continue to be focused. However, linguistic completeness is only part of the problem of building habitable natural language systems. The work on JETS is centered on improving the conceptual completeness of natural language question answering systems.

With this motivation, our work on JETS has four goals. First, we intend to enlarge the domain of discourse. Instead of simply enabling a question answerer to accept questions about a data base, it must also be able to handle references to objects defined in the discourse. This includes characterizing the responses to queries that it generates to resolve references to its own utterances by the users. It should be able to handle references like "the last plane I mentioned \({ }^{1 *}\) and "the last question**. It should be able to clarify for the user how it interprets vague, ambiguous, or technical phrases.

Second, the natural language component should take on greater responsibility for pragmatic knowledge. It should have two distinct components. One component contains knowledge about the data in the data base, specifically including relationships between data types and between individual data elements. The other component contains knowledge about the activities that are reported on in the data base, rather than just the data in the data base. We have seen users refer to concepts that are related to the activities, but that are not in the data base. A natural language system should be able to understand these references if only to be more helpful in explaining why the user*s question cannot be answered. The following responses could be generated by JETS only if references to concepts outside the range of the data base were understood:

1 There is no data on individual pilots in the data base.

2 Aircraft are not grouped by squadron in the data base, but they can be grouped by permanent unit assignments.

3 The data base does not describe all combat aircraft, only fighter and attack aircraft.

4 The data base does not specify the part that failed, only the system or subsystem that contained the failure.

The third goal for JETS is to break away from the familiar model for question answerers of interpreting each user utterance as a data base query. We have observed that users do not intend eaoh utterance as a query. Some utterances set the oontext for later discourse or give general Instructions such as data formatting. Some users take several sentences to specify one query, while others couch several queries in one sentence. JETS builds an internal description of the user*s utterance, and takes action on it depending on the user demands that are implied in the utterance.

Oar fourth goal is to evaluate the performance of JETS with respect to its conceptual completeness. Designing and testing explicitly for linguistic completeness is a goal for future research. Our conceptual completeness tests will consist of giving short descriptions of the domain of discourse to subjects, each acting in two roles. First, acting as composers, they will generate data base problems. Then, acting as users, they will try to solve problems generated by the other subjects. By having subjects who are only slightly familiar with the data base compose problems, the problems will not be biased toward those that can actually be solved using the data base. This is intended to simulate the data base problems that would occur to a casual user, one who is not very familiar with the exact contents of the data base.

The users will interact with JETS through a human interpreter, whose task will be to maintain the conceptual content of the user utterances while making them comprehendable to JETS. In other words, the interpreter compensates for potential deficiencies in linguistic coverage. The conceptual completeness of the system can be measured by computing the fraction of user utterances that were properly handled by JETS.

\section*{2. Closure}

The architecture of JETS centers on establishing adequate conceptual coverage of the data base and its contents, the activities that the data base describes, and the dialogue between the user and system. The implementation of JETS, on the other hand, centers on capturing a degree of closure in the manipulation of concepts. Closure, as defined by Woods [16], implies handling user utterances which are consistent with the domain, but which may not have been specifically foreseen. Closure can be approached by basing interpretation on rules that are as general as possible.

The knowledge of JETS is organized into a network of frames. There are many kinds of links associating frames with one another, but two of the most useful are the generality/specificity links. With these links, the conceptual system can be thought of as a directed tree of frames rooted at the most general concept. The more specific frames, those closer to the leaves of the tree, inherit the information stored with their ancestor frames and add more specific information to that. The fundamental advantage of the abstraction hierarchy is that the classification of specific concepts into more general ones promotes the identification of regularities among the concepts. The hierarchy encourages the use of interpretation rules that are written to apply to the most general frames possible, and then automatically apply to their more specific descendents. The conceptual component of JETS will be implemented in FRL [4], a language for building frame based systems.
Use of the frames In JETS will be made primarily by a set of interpretation rules. These rules are represented as frames and currently have three major slots: a pattern, an action and a condition.

Implementing the interpretation component as a set of rules facilitates the insertion and deletion of rules. This means that incremental changes to the rule set may be made without necessitating the understanding of elaborate interpretation procedures.

The rules are organized hierarchically by generality, the more general rules being closer to the root. The hierarchical organization of rules is useful in resolving problems of contention. When more that one rule qualifies to be applied in a given situation, and one rule is a descendent of another, the more specific rule is chosen. In addition, the hierarchical organization of rules helps identify regularities among the rules. Regularities among the interpretation rules promote the writing of more general rules, thus contributing to gaining closure. Thus, we see several points which should prepare JETS to handle the problem of scale, one of the most important problems of natural laaguage systems: the ready ability to make incremental changes to interpretation rules, the concept clustering advantages of frames, and the identification of regularities among both the concept frames and the interpretation rules.

\section*{3._Achieving Semantic Closure}

A part of our work is centered on achieving closure in the area of semantic interpretation. Our focus is an attempt to adequately cover basic noun modification, in particular, the interpretation of noun-noun modification [3J.

The problem of interpreting strings of nouns related through modification is a complex one. For our purposes, we divide the problem into three subprobleras: lexical interpretation, modifier parsing and concept modification.

By lexical Interpretation we mean the process of mapping the lexical items (in this case the nouns in the string) into appropriate concepts. The principal difficulty here is handling words with multiple senses.

Modifier parsing is the process of discovering the internal structure associated with the string of nouns or the concepts which result after lexical interpretation. For example, a string of three nouns, N1 N2 N3, might have the structure ((N1 N2) N3) or the structure (N1 (N2 N3)). The first structure would be chosen for the string "engine damage reports" and the second for the string "replacement oil pump".

The term conceptual modification refers to the problem of assigning an interpretation to an instance of one concept modifying another. For example, when the ENGINE concept modifies the DAMAGE concept in the phrase "engine damage" we want to fill the damaged objects role in the DAMAGE concept with the ENGINE concept. A more complex example is the interpretation of the phrase "engine housing acid damage". Here, the desired result is something like:

A RESULT of a DAMAGE event in which the damaged object is a HOUSING part of an ENGINE and
the causes is a CORROSION event in which the corrosive agent is an ACID and the corroded object is the HOUSING part of an ENGINE.

These three subproblems are, of course, interrelated and cannot be completely decoupled. In our initial research we are concentrating on the problem of Conceptual modification. Our goal is that, given any two concepts that are correctly interpreted by the system, their combination (i.e. through modification) will be correctly interpreted by the system. Note that the correct interpretation of a concept does not imply that the system should be able to "handle" the concept in the sense of answering questions about the concept or relating it to the data base.

The problem of interpreting noun-noun modification brings the issue of closure into focus. The essential feature of noun-noun modification is that the semantic relationship which exists between the two nouns is not explicit in the utterance. Moreover, a large number of relationships may, in principle, be possible between the two concepts represented by the nouns. It is the responsibility of the system to attempt to infer or discover an appropriate relationship, given its understanding of the two concepts involved, general pragmatic knowledge, and the current discourse context.

\subsection*{3.1 An example: Time}

As an example, consider the use of a time phrase used to modify a noun, as in the phrases "January Skyhawks repairs" and "1976 flights". If the system can interpret phrases referring to time (as almost any system must) then it should attempt to interpret the modification of any other concept which could conceivably have a time phrase attached to it.

In our semantics, a time phrase can only be used to modify a concept which is, or can be viewed as, a kind of an EVENT. A minimal amount of closure is achieved when any event or event related concept can be successfully modified by a TIME concept. What if the modified concept is not an EVENT but something else, say an OBJECT? If a time phrase is hypothesized to modify something which is a kind of OBJECT, our system will attempt to derive an underlying event associated with that object to attach the time phrase to. For example, in the standard PARTS-SUPPLIERS-PROJECTS domain, the phrase "January parts" might suggest the interpretations: "parts which were snipped in January", "parts which were received in January", or "parts which were ordered in January". In such an impoverished domain this is almost trivial, as one can precompute the set of events in which a concept can partake.

In a semantically rich domain, such as our 3-M data base [7], the problem is much more difficult. One can not (or perhaps should not) always enumerate the potential relationships which might exist between even two simple concepts. The ability to handle references to entities and relations mentioned earlier in the discourse makes the problem even more complex. This allows for more potential relationships between any two concepts. For example, the phrase "the January planes" could be used to
refer to a set of planes introduced previously in the discourse. The successful interpretation of this phrase would require a search through the recent discourse to discover a set of planes which was involved in an event which occurred in January.

\subsection*{3.2 An examples: Sets}

We have introduced our JETS system to the concept of a SET. In order to achieve a high degree of semantic closure, the system should be able to form the ooncept of a SET over a wide domain of objects. Our previous system, PLANES, handled sets in an unsatisfactory way. One could refer to sets of objects of certain types but not others. For example, PLANES could understand descriptions of and references to a set of aircraft or maintenance codes but it could not handle sets of parts or "how malfunctioned" codes. Such shortcomings are particularly bad in that they mislead users. If a user was successful in using a description of a set of objects which PLANES understood, he could quite reasonably infer that PLANES understood the general ooncept of a set and could form one of arbitrary objects.

Given that sets can be represented and formed in a uniform way over the widest possible domain, we must turn our attention to issues of interpreting the modification of the set concept. The ability to form sets of arbitrary elements will be of limited use if the semantic interpretation rules do not allow one to modify such sets in a general way. Thus, if the system knows what it means for concept \(X\) to modify concept \(Y\), then it should know what it means for concept \(X\) to modify a concept \(Z\) where \(Z\) is a set whose members are concepts which are Y's.

Oar approach is to include a meta-rule for sets which uses rules applicable to the particular domain of a set. Our SET frame has a slot for a typical members as well as one to receive the actual members, if there are any. This slot refers to a frame which describes the typical member of the set. Whenever we wish to modify a set by another concept, this metarule will search for primitive rules which Interpret modification of the set's typical , members by that ooncept. The rules which are found to be applicable are then Invoked on the set's typical member and to the set's individual members, if any exist. This meta-rule for sets is shown in figure [1].

\section*{If a concept \(C\) modifies a set \(S\) then:}
[1] Find a modification rule \(R\) which interprets the wodification of \(S^{\prime}\) 's typioal_member by \(C\).
[2] Instantiate a now set \(S 2\).
[3] Fill S2's typioal member with the result of applying ruple ito S's Eypioal mambar and the concept \(C\).
[4] F1ll S2's momars with the result of applylng \(R\) to each or sus mambers and \(C\).
[5] Return the set S 2 .
an Interpretation Rule for Sets
Ingure [1]

Let's exanine the use of this meta-rule for sets in the interpretation of the phrase "planes 3,5, and 48n. At the concept level, this phrase is represented as the general PLANE concept modifyins a SET concept. This particular SET has the INTEGER concept for its typical member and, as individual members, the concepts for the integers 3,5 and 48.

One of the rules applicable when a PLANE modifies an INTEGER, is a rule which interprets the integer as representing the plane's serial number. In our world, the only planes wich have serial numbers are those in the data base. These planes are represented by the more specific concest 3M-PLANE. The action of this rule is to view (") the plane concept as a 3 PLANE and the integer concept as 3 SERIAL NUMBER. The 3M-PLANE's serial_number slot is then filled with the SERIAL-NUMBER concept.

When this rule is found by the meta-rule for sets, it is applied to both the set's typlcal member filler (in this case the generic INTEGER concept) and to the set's members (which are the integers 3,5 and 48). The result of all this is:
```

A SET with typical member = a 3M-PLANE
memberce=
(a 3M-PLANE WIth
serial_number = an INTEGER with value = 3
a 3M-PLANE with serial_number ...
a 3!-PLANE with serial_number ...)

```

To handle the case where a SET is used to modify another concept, we include another meta-rule, shown in figure [2]. Consider the role of this rule in the interpretation of the phrase: "radar and navigation equipment failures".

If a set \(S\) modifies a concept \(C\) then:
[1] Find a modification rule \(R\) which interprats the aodification of C by S's typlcal member.
[2] Instantiate a new set s2.
[3] Fill S2's typical member slot by invoiking rule \(R\) on the fyplicalmember of \(S\) and the concept \(C\).
[4] Fill S2's members by invoking \(R\) on each of S's members and C.
[5] Return the set S 2 .
An Interpretation Rule for Sets
rigure [2]
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline This & phrase & is & & nterpreted & as & \(a\) & & ET & & se \\
\hline typioa & 1 member & is & & FUNCTIONAL & SUBSY & Tra & & and & & hose \\
\hline mambar & a are & the & & concepts & RADAR & SUE & SY & TeM & & d \\
\hline mavigai & TION-SUB & SYST & M. & In & inter & pr & & & & the \\
\hline
\end{tabular}

\footnotetext{
Wiewing a concept \(X\) is a concept \(Y\) is a process which maps the information in \(X\) into a newly instantiated \(Y\) concept. If \(X\) is a kind of \(Y\), no mapping need be done, however.
}
modification of the FAILURE concept by this SET, the meta-rule for sets is invoked and attempts to find rules which guide the interpretation of a FUNCTIONALSUBSYSTEM modifying a FAILURE. The rule which is most applicable is one which Interprets the modifying concept (the subsystem) as filling the failure location role of the FAILURE concept. The final interpretation of this phrase results in a SET of FAILURES in which the typical member is a FAILURE in a FUNCTIONAL-SUBSYSTEM and which contains two members: a FAILURE in the RADAR-SUBSYSTEM and a FAILURE in the NAVIGATION-SUBSYSTEM.

The discussion so far has centered around the need for achieving closure and possible ways of accomplishing it in JETS. However, nothing has been done to help the system develop a plan to extract the required information from the data base in the form the user intended. This is where problem-solving frames are introduced. Problem-solving frames are to be used to describe problem domains and search strategies. They can range from very general sketches of a particular series of problem environments to specific suggestions on how to answer a certain request. The latter problem-solving frame might even be encoded in English-where a sequence of English instructions are given on how to put all of the information together at the end to answer the main request. Problem-solving frames will have to work Jointly with the frames used during the parsing and semantic analysis stages. Those frames describe the objects and events of the JETS' environment and how they are related to the data in the data base. Information gathered by those frames can be used to extract appropriate values to fill the empty slots in the problem-solving frames in order that the whole frame may become instantiated.

\subsection*{4.1 Well -Defined Problems}

Before describing the details of problem-solving frames, a description of what a "problem" is should be discussed. A well-defined problem has been defined in the literature to consist of the following properties:

1 expressed in terms the solver can understand,
2 all information necessary for solving the problem should be in the problem statement,

3 the form of the solution is exactly specified, and

4 there must be a systematic (algorithmic) way(s) for testing a proposed solution [8].

In our natural language query system environment (in particular with our experience with PLANES) we find that many requests by users are not normally welldefined, i.e. they do not satisfy the criteria above. Before such requests can be handled, it is necessary to make the request a well-defined problem. Previous systems have brought in this additional knowledge primarily through two sources-using past context to fill in missing information and/or asking the user
directly for it [2,14]. We want to introduce the use of world knowledge as a third way of obtaining such information. At the same time we want to use the world knowledge to detect requests not answerable with data available in the data base.

Collecting together such information still does little for bringing the system closer to developing a plan for answering the request. The problem-solving frames are to propose general techniques-such as problem reduction (reducing a problem to simpler subproblems)-for solving problems. To be able to develop a set of problem-solving frames that classify problems and techniques for solving them, we must categorize the "kinds" of problems encountered in our data base environment (based on the assumption that the data base world restricts us enough that the number of interesting classes of problems is manageable). Our studies have shown that the following kinds of requests occur most often: statistical analyses (correlation of data, etc.), categorization (classifying data into categories), association of data types to each other, ranking ("top five", etc.), plotting, causality (generalize concept), very general inferencing and operations on sets.

Another major contribution would be the ability to provide different "views" to a problem and to the values stored in the data base. In essence an "overlay" of the data base could be generated for a particular problem. An example would be data stored in a daily format in the data base viewed as if weekly data existed. This same mechanism could be applied to bring two seemingly disjoint concepts in a problem together.

\subsection*{4.3 A. Scenario}

A sample scenario of the use of problem-solving frames can be seen in Figure [3]. They are activated by key words and phrases in the user's request and as side-effects to the instantiation of particular frames during the semantic analysis stage of JETS. The activated frames analyze the request to decide if they can provide any guidance in formulating a plan capable of rendering a solution to the problem. If no such assistance can be offered, the frame is deactivated; otherwise complete control is passed to that problem-solving frame. Figure [4] gives an example of a problem-solving frame for comparison.(*) Notice the use of production-like rules that associate specific conditions and actions. These actions include drawing in other problem-solving frames and invoking specific functions such as MAKE-UNITS-EQUAL which tries to convert the units of measurement (time, length, etc.) of the individual fields into equivalent forms.

In summary, the value of this type of frame is that it provides a general forum for taking all the information provided by the frames instantiated
* The frames in our system are actually being written in FRL but the examples in this paper were written in a more simplified form for readability.

U: Compare NORS and MORMUS percentages by squadron and by wing for May 73.
J: Invoking COMPARE frame. Invoking PERCENT frame.
NOR (Not Operationally Ready) not in the data base. It can be obtained by ADDING NORS (NOR due to Scheduled Maintenance) and NOPMUS (NOR due to Unscheduled Maintenance).

SQUADRON partitions the existing planes up. No such data is stored in the data base. Such partitionins can be done by:
(1) plane serial number
(2) plane type
(3) none of the above

Please select one of the above:
U: 2
J: WING linked to SQUADRON. PLANE TYPE absorbing WING.

I have interpreted your request as follows:
1 Retrieve NORS, NORMUS by plane types for time period of May 1973.
2 FOTM NOR=NORS+NORMUS.
3 Generate NORSK=NORS/NOR and NORMUSK=NORMUS/NOR.
4 Construct table of Plane TYPE, NORS percentage, NORMUS percentage.
5 List by PLANE TYPE the maximum of NORS percentage or NORMUS percentage.

Does this satisfy your request?

\section*{yes}

Executing...
\begin{tabular}{ccc} 
PLANE TYPE & NORS\% & NORMUS\% \\
A7 & \(71 \%\) & \(29 \%\) \\
F4 & \(55 \%\) & \(45 \%\) \\
SKYHAWKS & \(27 \%\) & \(73 \%\) \\
A7: more NORS \\
F4: more NOR \\
SKYHAWKS: more NORMUS
\end{tabular}

A Scenario
figure [3]
during parsing and semantic analysis and analyzing it so that a program can be generated to answer the question. In other words, it is not responsible for writing a program at the formal query level but only to decide what question to answer, to break the question up into a sequence of simpler requests if the question is too complex, to provide higher level mathematical/statistical analysis of the data returned, and to call on a formal query generator to generate the actual formal query.

\subsection*{4.4 Handling vague. and Complex Requests}

The other type of problem-solving frame not yet described will be used in analyzing vague and complex questions. Each frame will consist, in essence, of a sequence of simpler commands, where each simpler

\section*{Invokins Concept:}

COMPARE, MORE, LESS, CORRELATE, ANALYZE, ...
Context(s):
Requires instantiation of two or more entities
to compare:
(1) one FIELD over two or more ranges or
(2) two or more different FIELDs: FIELD1, FIELD2,...
```

Actions:
Contextz (1):
If FIELD. TYPE =num \& CONCEPT=more
then invoke greater:
If FIELD. TYPE =num \& CONCEPT=less
then invoke less;
Contexts (2):
if FIELDI. TYPE $=$ num \& FIELD2. TYPE $=$ num
\& CONCEPT = more
then invoke greater:
if FIELD1.TYPC=num \& FIELD2.TYPE=num
\& CONCEPT = less
then invoike less
if FIELD1.TYPE=num FIELD2.TYPE=set
\& CONCEPT=more
then invoke cardinality-of-set
invoke more;
if FIELD1. TYPE=num \& FIELD2. TYPE=num
then invoke find-relationship;
if CONCEPT=associate
then invoke check-correlation
invoke rind-relationship;
$\cdot$
Global Actions: make-units-equal
COMPARE Frame
Figure [4]

```
command is either the sort of question which can be understood directly, or another command which can ultimately be broken up into a sequence of questions that can be answered. They will also be used to generate dialogue with the user when vague terms must be further explained before a formal query could be generated (e.g. defining "worst" for the particular user and question).

In JETS, this kind of problem-solving frame is useful for report generation. The following describes what a problem-solving frame for requests like "Does trend analysis of failure and maintenance rates differ significantly from the corresponding rates of new aircraft?" would have to do.(*)

\footnotetext{
1 define "differ significantly" (user-defined or system default),

2 retrieve for each maintenance action \(X\) whether it was scheduled or unscheduled and time since last maintenance on same system,
}
- Taken from list of questions most asked by 3-M Naval personnel[7].

3 form maintenance rate for each maintenance action,

4 project trend of maintenance rates by linear regression,

5 calculate average mean time between failure,
6 apply (1) through (5) to new aircraft,
7 generate table of trend of failure rate and maintenance rate for all data vs. trend of failure rate and maintenance rate for new aircraft, and

3 compute standard deviations for the trend of failure rates and maintenance rates for all aircraft and for Just new aircraft.

The problem-solving frame writes all of the program required except the generation of the basic formal queries (the ones that retrieve the actual fields used to calculate the failure and maintenance rates) which are generated by the formal query generator [13].

\section*{5. Conclusion}

This paper has discussed the goals and design of the JETS natural language question answering system. Our work on JETS is strongly motivated by our experience with the earlier PLANES system. The evaluation of PLANES highlighted its problems and shortcomings. A major goal of the work on JETS is to increase the completeness of the conceptual coverage of the system. The implementation is expected to begin during the summer of 1979. JETS will then be tested to measure linguistic and conceptual completeness. We feel that including evaluation as an integral part of the project is Important for three reasons. First, it will help us to keep issues of closure in focus. Second, it will create a detailed record of performance, making JETS' capabilities and limitations explicit. Third, the record of evaluation will provide a basis of comparison for assessing the performance of otner natural language systems.
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\section*{Abstract and Introduction}

This paper examines the problem of inheritance in Knowledge representation. Research in the formellteton of Knowledge hes resulted in a small number of Knowledge classes and associated inheritance relations, e.g., INSTANCE IS-A, DBROTHRC, PERSPICTME, Virtual-Copy, etc. (Brachman, 1977; Fahlman, 1977; Hayes, 1977; Levesque \& Mylopoloue, 1978). The process of inheritance is defined by the procedures that access these inheritance relationa. This paper proposes that: 1) in some cases inheritance between concepts is idiosyncratic and does not fit predefined inheritance relations, 2) learning and discovery systems require information on how and why one concept wes derived from another, which again Is not represented in standard inheritance relations, and 3) current methods of specifying inheritance modification and similarity mappings are complex to specify and understand. Consequently, e decleretive approach to inheritance and similarity specificaton is presented as a solution to the above problems.

\section*{1. Specifying Idiosyncratic Inheritance}

1 Experience with representing large yarieties of Knowledge show that a small fraction (<10Z) escape standard representation schemes, requiring specialized "fixes" (Fahlman, 1979). The idiosyncratic nature of language and Knowledge precludes its complete structuring using a small set of classes and associated processes. We conjecture that a small set of inheritance types will not suffice. In a some cases the inheritance relation will have to be specialized to the particular concepts they relate. Hence, the inheritance link is context sensitive. Tailoring inheritance to its context requires the explication of exactly what \(\pm \pm\) to be transferred, excluded, added, and/or modified.

Current approaches to handling idiosyncratic inheritance rely on property classification to distinguish between properties to be inherited and those not to be inherited (e.g., structure vs assertion properties, set vs type properties). For example, a structural properly is inherited *among classes while assertions are not. But anomalous sub-classes may occur which do not inherit all inheritable attributes (classification is fuzzy at best). To handle anomalous sub-classes, artificial sub-classes are inserted between the original super-class and sub-classes. Appropriate attributes are moved from the super-class to the artificial classes. This phenomenon is called anomaly induced class-splitting. Typically, class-splitting is a bifurcation where one branch is a singleton
set containing the anomaly. Class-splitting increases the \(s^{2} z^{2}\) and complexity of the representation thus increasing search time, obfuscating possible relationships among concepts, and negating the storage and description
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benefits of identifying concepts with class descriptions. It seems that Knowledge classification is an art. which tries to reduce anomaly induced class-splitting.

Secondly, a Knowledge representation must represent arbitrary mappings between concepts. For example a man is like a pig if you map nose onto snout and home onto sty.

To reduce the complexity of representing idiosyncratic concepts and their inheritance relations and to allow more expressive power in describing the similarity relationships between concepts, declarative, idiosyncratic inheritance relations are introduced. Current approaches to specifyng inheritance is implicit in the representation end explicit in the procedures that manipulate the representation. Our goal is to move the explication of inheritance from the procedure to an inheritance relation. This enables the context-sensitive specification of inheritance modification. Thus removing the need for class-splitting and any other complexity increasing methods. Secondly, the concept of inheritance is expanded to encompass similarity mappings between concepts (e.g., analogical relations). In the following, we focus not on one particular representation but attempt to describe the mechanism in a representation independent fashion.

We propose a single unidirectional NHRTANCE (INH) relation between two concepts ( \(\mathrm{A}-\mathrm{INH} \rightarrow \mathrm{B}\) ) with an attached \(\mathbb{N H} E R T A N C E\) CONOPT (C). The inheritance concept C explicitly states what set of information is inherited, what is excluded, what is created, and what is modified. The inheritance concept can be viewed as a label on the inheritance link specifying a set of transformations. To allow specifications of this type, a language for manipulating representations must be created. While trying not to be pinned down to a single representation, we propose the following primitives:


These primitives are applied to any slot, description, link, node, and other structured primitives of a representation. They specify modifications of the physical structure of a concept to create a new concept. These primitives admit the description of arbitrary transformations among concepts. They are additions to existing representations and are to be interpreted as specifying modifications using the primitives of the particular representation language.

For example, role restriction would have an N-ERTANCE link specifying all of the structure inherited using the PASS primitive, and the node being restricted by using the RESTRICT primitive. Differentiation, that is, the addition of SLOTS would use the ADD primitive. Analogical inheritance, would require the PASSing of some information, EXCUSION of other information, ADDition of new information, and the SUBSTITUTION of information via a MAP (as found in B-structures (Moore \& Newell, 1972)). Just what is the semantics of the information PASSED, ADDED, MAPPED, etc. depends on the underlying representation.

It is obvious from the current specification of the inheritance concept that a great deal of information would have to be specified by the PASS primitive. In almost all cases the PASS primitive will be the primary primitive used. The more information to PASS, i.e., the more complex the concept, the more cumbersome it is to write the inheritance concept. To alleviate this problem, we re-introduce the notion of information classes, which is the basis of current representations. The inheritance primitives would then specify that a class of representation structures, e.g., assertions, structures, etc., is to be PASSED, EXCLDED, etc. But the inheritance concept can still refer to particular structures (node or link). Extending the classification concept to its logical conclusion, we can associate a type with the inheritance concept. For example, IS-A, DSUPERC, INSTANCEOF, etc. can all be inheritance concept types whose inheritance definition correspond to their interpretation in other representations. But the typed inheritance concept may also specify exceptions to the type's inheritance definition. That Is, an inheritance relation could have an
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inheritance concept of type "is-a" (which has a standard definition composed of inheritance primitives) but is modified in the particular context by additional inheritance primitives. Since inheritance types are defined using inheritance primitives, new types can be defined for commonly occuring relations.

To illustrate these ideas an example is taken from zoology. Example 1 depicts a simplified representation language. A concept is divided into three parts: 1) the VIEW which specifies what the concept is related to. Each slot in the VIEW is a different inheritance concept, 2) the METACORPUS which specifies wholistic (set, type) information, and 3) the CORPUS which specifies structure information. Example 2 represents a partial description of a *mammal (a denotes a concept). To add *platypus to the set of •mammals requires concept-splitting (the platypus is an exception to the mammal specification, It lays eggs): create a*onotreme with «egg-laying value for *birth-process (ex. 4), and another concept with *live-birth value for ebirth-process. The alternative approach taken in this paper results in ex. 5. The *platypus has an inheritance concept of type *!S-A, but the definition of *is-A is overidden by the CONTRADICT primitive specifying that the aplatypus lays eggs instead of live birth. The RE-NE primitive is used to replace the *head slot with a *bill and askull slot.

\section*{2. Specifying Derivative Relations}

A second motivation for describing the relationship between two concepts explicitly is to allow learning and discovery systems to analyse how concepts are derived from other concepts.

The goal of learning and discovery systems is to generate new concepts via specialization, generalization , or analogy. In particular, these systems search for derivations that are "interesting", where interesting is defined by some heuristic metric. To properly focus search, the method for deriving one concept from another must be recorded. This information is used to analyse how a concept was derived and what should be done to derive a different but related concept. In Lenat*s AM system (1976), a set of heuristics were used to decide how to alter (extend) existing concepts to derive new and interesting concepts. A similar approach is used by Fox (1978) to decide how to specialize concepts to create new and interesting concept hierarchies. In Winston's system (1978), transfer frames are hypotheses for what slots to transfer between concepts; heuristics are used for deciding candidate slots. In each system, there exists a set of actions whose application defines a space of new concepts. The action(s) chosen and reason(s) for the choice(s) are important pieces of information used by these systems in deciding, how to extend concepts. The INHERTANCE concept should store it.

We further define each of the \(N\) HRTANCE primitives as having the following three attibutes: 1) SET 2) VALUE 3) REASONS. The SET attribute specifies the information the primitive could act on. That is PASS, ADD, EXQLDE, MAP, RESTRICT, GENERALLE, or REFINE The VALUE specifies the actual information chosen from the SET. REASONS specify what decisions led to the choice. Of the three attributes, REASONS is the least defined as it is dependent on both representation and Inference mechanisms. If a PASS was to be specified, then the SET attribute of the PASS would
list all the structures, e.g., DATIRS the PASS could be applied to. The VALUE attribute would denote the actual structure chosen, the REASON attribute would "explain" why the value was chosen from the SET.

As pointed out earlier, the SUBSTITIE primitive is equivalent to an EXCLUDE and ADO. Hence, it has two sets of attributes. ( SET \(_{e}\), VALUE \(_{e}\), REASON \({ }_{6}\) ) describe the information to be replaced, and (SET \({ }_{a}\), VALUE \(_{a}\), REASON \()\) describes the information actually substituted.

By specifying each of those attributes for each of the inheritance primitives, it is hoped that more information will be made available for learning and discovery systems to make decisions intelligently. By no means are these attributes complete. Their purpose is to focus attention on the types of information needed in inheritance specifications.

Example 6 illustrates how the SET, VALUE and REASON primitives are specified in ADD. In this example, a - platypus is specialized as a *purple-platypus by choosing a color out of the set of possible colors.

\section*{3. Conclusion}

Inheritance is the primary, most powerful representation primitive available in Knowledge representations. The explication of representation semantics has led to the creation of many types of inheritance links. The semantics of these inheritance types are defined by the procedures that manipulate the representation. Two problems arise in classifying inheritance relations. First, some inheritance relations are idiosyncratic and do not conform to popular classifications. Second, learning and discovery systems require an explication of how concepts are related, in particular what information is inherited, modified, added and/or excluded, and upon what information were these changes based. To adequately deal with these problems, the semantics of inheritance must be moved from the procedures to the representation. This view led to the creation of a general inheritance relation with an associated inheritance concept. The inheritance concept explicitly defines what information is inherited by concept, and what additions, deletions and substitutions are made. It also describes the set of choices available in making the alterations and why a particular alteration was chosen.
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\section*{Examples}
1. \(\left\{{ }^{*}\right.\) Concept

View: <view-slots>
Meta-corpus: <meta-corpus-slots>
Corpus: <corpus-slots>\}
2. \{*Mammal

Corpus:
\(»\) Nursing-Method: aBreast
*Birth-Process: alive
*color:
- Head: \(\}\)
3. \{*Mammal

Corpus:
- Nursing-Method: •Breast \(\}\)
4. \{*Monotreme

View:
*Is-a: aMammal
Corpus:
*Birth-Process: *Egg-laying\}
5. \{*Platypus

View:
*Is-A: aMammal
(Corpus:
(CONTRADICT DESCRIPTION OF *Birth-Process SLOT WITH aEgg-laying)
(REFINE SLOT *Head TO SLOT *Bill AND SLOT *Skull)) \}
6. \{*Purple-Platypus

View:
-Is-a: aPlatypus
(Corpus: (ADD VALUE ePurple TO DESCRIPTION OF
SLOT *Color FROM SET \{ared, *yellow, *purple\}
FOR REASON "environment is purple"))\}
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A system to produce practical experimental plans in the domain of molecular genetics is in development. It makes use of a large, expert-entered knowledge base containing object-level and strategy knowledge about the domain. The system works by refining general strategies or "skeletal plans," to the level of detail desired by the system user.

\section*{1. INTRODUCTION}

A large percentage of the experiments carried out in a genetic laboratory fall into the class of structural analysis. The goal of these experiments is to learn something about the physical structure of a particular type of DNA molecule. The experimenter uses his knowledge of fundamental molecular biology, laboratory methods, and basic analytic strategies, combined with what is already known about the structures under study, in order to design an appropriate experiment.

This paper will describe and illustrate one of the methods scientists employ in the experiment design process. It will then discuss a heuristic program which implements this method using a knowledge base entered directly by domain experts.

\section*{2. A THEORY OF EXPERIMENT DESIGN}

\subsection*{2.1 A Method Scientists Employ}

Much of the intellectual effort of experiment design can be characterized as an "encyclope-dia-dictionary" loop. Faced with an analytic task, the scientist first picks an appropriate strategy from his collected personal knowledge, from the knowledge of colleagues, or from the literature-his "encyclopedia." The strategy consists of an abstracted or "skeletal" plan which has proven useful for this type of experiment in the past. It may be as general as "label the structural feature you are looking for and then look for the label," or as specific as a detailed laboratory protocol for using an electron microscope to locate loops.
*This research is supported by NSF MCS 78-02777.

The experimenter than instantiates each of the steps of his skeletal plan with a specific laboratory tool. He does this by first referring to his encyclopedia again, looking for information to help him chose which of the possible techniques ls most suitable to the particular problem conditions. Three types of information are useful in making this selection. First, can the technique accomplish the goal of the plan-step? For example, if the specific planstep were to degrade (break into small pieces) all single-stranded DNA, which techniques are known to have accomplished that task on previous problems. Second, will the technique work on the particular molecule under the particular laboratory conditions? For example, a given enzyme may be able to degrade single-stranded DNA, but it may fail on this particular problem because the molecule is circular or because inhibitors are present in the sample. Finally, which of the remaining techniques is best? This involves using a heuristic based on parameters like convenience, reliability, accuracy, time, and cost.

The refinement process may occur in several hierarchical steps. For the example of degrading all single-stranded material on the molecule, the experimenter might first decide to use enzymatic means of digestion, then decide to use a single-strand specific endonuclease, and finally choose SI endonuclease. The advantage of this hierarchical approach is that the experimenter does not have to consider all techniques as independent, instance-level entities. Instead of making a choice among, say, one hundred different degradation methods, he can first make use of heuristics to choose between two basic classes, enzymatic and nonenzymatic. After selecting enzymatic, he decides between endonucleases and exonucleases, and then between double-strand-specific and single-strand-specific endonucleases. His final decision is among only half a dozen or so particu-

Sometimes the experiment designer will not be able to locate a suitable instantiation of a skeletal plan step. Then he refers to his "dictionary," attempting to understand what is the purpose of the step so that he can break it up into its component parts. For example, suppose the experimenter cannot find a workableinstantiation for a denaturation step. He uses his dictionary to find that denaturation really means breaking the hydrogen bonds between the two strands of DNA He then attempts to find a new skeletal plan for the subgoal of hydrogen bond breaking and repeats the experiment design process for that skeletal plan. The idea is that he is now treating denaturation as the goal of an experiment design problem, i.e. that subgoals are generated when instantiation fails.

\subsection*{2.2 An Example of Plan Instantiation}

An example of how a single, general skeletal plan can lead to the design of different experiments can be seen in the problem of sequencing. Sequencing is the process of determining the location on a molecule of specific sites, usually either bases or specific strings of bases. A general strategy for sequencing is as follows:
1. Label one end of the structure.
2. Treat the structure so that on the average one site is cut per molecule.
3. Determine the length of the labeled fragments.

This strategy has been instantiated in different ways for the two problems of total base sequencing and restriction site mapping. For total base sequencing the problem is to determine which of the four bases, \(\mathrm{A}, \mathrm{G}, \mathrm{C}\), or T , is present at each position on the molecule. The first step in the plan is refined to labeling with radioactive Phosphorus 32, the current best method. The second step is instantiated either by a series of chemical reactions or by a carefully controlled enzymatic reaction. The final step is accomplished by separating the fragments by electrophoresis and locating the labels with autoradiography. The process is known as Maxam-Gilbert sequencing (1) in the chemical case and Sanger-Coulson sequencing (2) in the enzymatic case. Both are thought of as major advances, decreasing by over an order of magnitude the time required to determine the base sequence of moderately complex molecule from the previous best method.

For restriction site mapping, the goal is to locate specific four-, five-, or six-base
strings on a structure. (These are the active cutting site for enzymes known as restriction enzymes). The first and third steps of the skeletal plan are instantiated as above; the second step is refined to cutting with a partial digest of the desired restriction enzyme (3).

\subsection*{2.3 Relation to other AT Work}

The basic idea of maintaining a collection of abstracted plans relates closely to Schank's concept of scripts in understanding natural language (A). The human scientist, in the typical experiment design case, docs not plan from scratch; instead he makes use of a library of knowledge about how classes of laboratory methods fit together to accomplish certain design goals. Maintaining a collection of parameterized plans was first discussed in ABSTRIPS with the name of MARROPS (5). The benefits of hierarchical plan refinement have evolved from ABSTR1PS (6) planning work through the robot planning systems of many other including Sacerdoti (7).

\section*{3. IMPLEMENTATION}

\subsection*{3.1 The Experiment Des ign Heurlstic}

The planning method has been implemented in a straight forward manner. An experimenter describes his problem by telling what he already knows about the structure and its surrounding environment and providing a goal for the experiment. The system searches its library of strategies for skeletal plans that have proven useful for satisfying the given goal or ones like it in the past.

The experiment design system then refines a skeletal plan by working through a detailed taxonomy of laboratory techniques. It uses do-main-specific rules to carry out the three-fold selection process described above: goal-oriented rules to choose techniques which can accomplish the desired task, rules relating technique parameters to molecular and sample conditions to eliminate those techniques which will not "go" for the given problem, and heuristics for making a final selection based on the relative convenience, reliability, accuracy, and cost of the competing techniques.

The system also makes use of rules which point out possible interactions between plan-steps, When it encounters an applicable rule of this sort, it postpones further refinement of the step until enough information is known to minimize an unfavorable interaction or (the more common case) maximize the favorable effects of
an interaction.
If an appropriate technique cannot be found to instantiate any plan-step, the system recurs as described above. A subgoal is created to design an experimental plan to provide a new method for accomplishing the plan step.

\subsection*{3.2 The Knowledge Base}

All three of the processes described aboveproblem description, skeletal plan finding, and plan-step refinement-are heavily dependent upon a detsiled knowledge base. This knowledgebase is being constructed by molecular biologists and biochemists through the facilities of the Unit Package developed at Stanford (8).

In the problem description phase of the process the user is guided in creating an instance of a unit for a DNA structure. The prototypical DHA structure unit contains slots for all the possible kinds of information that could be known for DNA structures. It also contains rules for checking consistency of information and for filling in additional slots from given onesusers don't always realize how much they really know about their structures. The user then describes other laboratory conditions by creating an Instance of a prototypical sample-conditions unit.

The skeletal plans are each described as units in the knowledge base. The units contain a slot listing the possible general and specific utilities of the plan, as well as a step-bystep description of the plan. For example, the skeletal plan for locating inverse complementary regions on all types of structures ls:

\section*{1. DENATURE \\ 2. RENATURE RAPIDLY \\ 3. DEGRADE SINGLE-STRANDED \\ 4. DETECT LARGE-MOLECULAR-WEIGHT DNA}

The bulk of the knowledge base consists of the descriptions of laboratory techniques used by the plan-refinement part of the experiment design system. The technique descriptions are arranged in a tree with the major branches being sequence-analysis, modification, separation and detection. Each class of techniques or individual technique is described in a unit containing declarative Information about utility, optimal laboratory conditions, allowable substrates and the like, as well as the selection rules that are relevant to that technique.

The knowledge base was constructed by several Stanford molecular biologists using the interactive facilities of the Unit Package. It
currently contains approximately 25 skeletal plan units and 200 laboratory technique units There are about 250 rules for plan-step instantiation, consistency checking, and modelling the consequences of modification techniques.

\section*{A. RESULTS AND CONCLUSIONS}

The experiment design system is currently operational and seems to give satisfactory (i.e., plausible) results for a variety of analysis experiments. The particular experimental problems of finding self-complementary regions (inverted repeats), and mapping intervening sequences between genes have received the most attention. As the knowledge base continues to grow in scope and complexity, the range of experimental plans produced should also increase.

An automated experiment design system will serve two major functions: throughness and variety. Some instantiations of experimental strategies are missed either because a scientist is not aware of all relevant technqieus or because of prejudices toward certain techniques. The design system will be as thorough as its knowledge base-the product of many experts's efforts. The system will promote variety, as it is able to combine the best strategies of different experimenters through the recursive encyclopedia-dictionary process.
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\begin{abstract}
As a step toward quantifying the processes whereby meaning is transmitted by language, an experiment was designed to facilitate observation of the process of verbalization by the sender as well as the process of comprehension by the receiver. Both sender and receiver characteristics were measured experimentally by confining the subject matter to ages and by restricting the available vocabulary to a small set of nouns. A model was then constructed for the entire process through which meaning is transmitted by a word, clarifying various causes of ambiguity and inaccuracy of transmission. The whole process was evaluated in terms of the amount of information and the r.m.s. error of transmission.
\end{abstract}

\section*{1. INTRODUCTION}

Language is obviously an important medium of human thought and communication, and elucidation of its essential characteristics is indispensable not only for understanding the human processes of thought and communication, but also for machine processing of linguistic information. Most of the studies on language, however, have been concentrated on the nature of the language itself as a system of codes, and little attention has been paid to the relationship between the linguistic code and the information conveyed by the code [1].

The present study deals with the communicative roles of language between a sender and a receiver, and experimentally analyzes the sender's process of conversion from information to word as well as the receiver's process of conversion from word to information. The process of transmission of meaning is then formulated and quantitatively evaluated in terms of the amount of transmitted information and the accuracy of transmission [2],

\section*{2. PROCESSES IN TRANSMISSION OF MEANING}

We deal here with a situation in which a physically definable stimulus is converted by a subject (sender) into a linguistic expression (a noun in this case) and is received by another subject (receiver). The input stimulus is first perceived by the sender and then expressed as a noun. The combined characteristics of perception and verbalization by the sender can be measured as the input-output characteristics, and will be referred to as the coding characteristics. On the other hand, the communication Is generally terminated by the receiver's process of comprehension. In order to render the receiver's percept into a directly observable form, however, we add here another process in which the receiver reproduces the stimulus which he may find most appropriate for the received linguistic message. Thus the combined characteristics of comprehension and reproduction by the receiver can be measured as the input-output characteristics, and will be referred to as the decoding characteristics. The processes involved in this verbal communication situation is schematically shown in Fig. 1.


Fig. 1. Processes in transmission of meaning by language.

\section*{3. CODING AND DECODING CHARACTERISTICS}

AS an example of experimental determination of the coding and decoding characteristics, an investigation was conducted on the relationship between the age of a person and the nouns of Japanese commonly used to designate the age. These nouns were selected such that they were nearly complementary with each other in designating age and uniform in other aspects. The major part of the following experiments was conducted by using the five-word vocabulary: "yo-nen", "sho-nen", "sei-nen", "so-nen", and "ro-nen", corresponding roughly to the English "childhood", "boyhood", "youth", "manhood", and "old age", respectively. The vocabulary size was varied, however, in studying the effect of its change on transmission accuracy. The method of constant stimuli was used to measure the coding and decoding characteristics separately on each of the nine subjects. Because of individual differences, the data from each subject had to be analyzed separately.

Figure 2 shows the coding characteristics of one subject as the probability with which he assigns a noun against a given age. In the vicinity of a category boundary, each of the probability distribution functions can be approximated by a Gaussian distribution function with a mean 0 and a standard deviation \(p\), to be defined here respectively as the coding boundary and the coding accuracy, suggesting that the selection of a particular noun is based on a categorical judgment whose threshold fluctuates due to a number of psychological factors. Thus the coding characteristics of a subject can be represented by the set of 0 's and \(p\) 's for all the category boundaries.


Fig. 2. An example of coding characteristics.


Fig. 3. An example of decoding characteristics.

Figure 3 shows the decoding characteristics of the same subject as a set of five probability density functions, each representing the probability density that a certain age is reproduced against a given noun. In this case, each of the density functions can be approximated by a Gaussian density function with a mean \(p\) and a standard deviation o, to be defined here respectively as the decoding reference and the decoding accuracy, suggesting that the reproduction of a particular age is based on a reference which is perturbed by a number of psychological factors. Thus the decoding characteristics of a subject can be represented by the set of \(u\) 's and a's for all the categories (nouns).

\section*{4. A MODEL OF SEMANTIC INFORMATION TRANSMISSION}

The results of the foregoing experiments lead to a model for the processes of semantic information transmission shown in Fig. 4, The coding process at the sender can be considered as quantization followed by code assignment. The quantization is probabilistic since each threshold \(0_{i}\) is perturbed by a Gaussian noise \(m_{i}\). On the other hand, the decoding process at the receiver can be considered as biased reproduction of the quantization levels. The bias \(B_{i}\) represents the discrepancy between the center of the ith coding step \(\left(0_{i}+0_{i-1}\right) / 2\) of the sender and the ith decoding reference \(u_{i}\) of the receiver. The reproduction is also probabilistic since each decoding reference ls perturbed by a Gaussian noise \(n_{i}\). The three variables \(x, w\), and \(y\) in Fig. 4 respectively represent the meaning implied by the sender, the code word adopted for transmission, and the meaning recovered by the receiver. The entire process as a communication channel can be characterized by the conditional probability \(q(y \mid x)\).

These formulations allow one to evaluate the mutual information \(R\) (in bit/word) and the r.m.s. transmission error \(E\) (in units of age) for a given probability density \(p(x)\) of the stimulus \(x\)


Fig. 4. Formulation of the process of semantic information transmission.
presented to a sender. They are given respectively by
\[
R=\iint p(x) q(y \mid x) \log [q(y \mid x) / q(y)] d x d y,
\]
where
\[
q(y)=\int p(x) q(y \mid x) d x,
\]
and
\[
E=\left[\iint p(x) q(y \mid x)(y-x)^{2} d x d y\right]^{1 / 2}
\]

The mutual information \(R\) indicates the requirement on the lower bound of the channel capacity for semantic information transmission necessary to achieve the accuracy of transmission indicated by the r.m.s. error.

These quantities were calculated from the measured data of coding and decoding characteristics of three subjects, obtained for the vocabulary size of two, five, and eight. The probability density \(p(x)\) of the stimuli was assumed to be uniform over the range [0, 80], and the calculation was made for all possible sender-receiver pairs. The results are shown in Fig. 5, where a small circle indicates the mean of all senderreceiver combinations, and a vertical line segment indicates the range of distribution. The results indicate that both the accuracy and the transmitted information increase with the vocabulary size, but also indicate that there is a limit to the accuracy attainable by increasing the vocabulary size. Thus there seems to exist an optimum size of vocabulary from the point of view of transmission efficiency.


Fig. 5. Mutual information and r.m.s. error of transmission versus vocabulary size.

\section*{5. DISCUSSION AND CONCLUSIONS}

The probabilistic nature of language use was earlier pointed out by Lenneberg and his co-workers [3,4], Due to the use of unrestricted vocabulary and pooling of data from many subjects, however, these authors did not attain a clear insight into the underlying process of coding in a language user. The problem is also treated by 7,adeh (5] in connection with the concept of
"fuzziness.'" Despite the conceptual distinction made by Zadeh between probability and the membership function, the present authors consider that the membership function is equivalent to the probability distribution in the coding characteristics. It should also be noted that these earlier studies did not separate the two kinds of indeterminacy in language use, i.e., the indeterminacy of coding and that of decoding.

The present study was based on the clear separation of the two processes in semantic information transmission, and developed experimental techniques to observe both the process of verbalization by the sender and the process of language comprehension by the receiver. The characteristics of these processes were measured and formulated. Based on these results, a model was constructed for the process of semantic information transmission by means of a word, and a method was also shown to evaluate the process in terms of the ambiguity and the accuracy of transmission.

Although the results shown in this paper are quite limited, the techniques described here are applicable to a wide range of problems of language use, such as the quantitative analysis of individual, contextual, dialectal, and language differences in semantic information transmission.
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In this paper, 1 propose a new algorithm for self-organizing a multilayered neural network which has an ability to recognize patterns based on the geometrical similarity of their shapes. This network, whose nickname is "neo-cognitron", has a structure similar to the hierarchy model of the visual nervous system proposed by Hubel and Wiesel. The network consists of a photoreceptor layer followed by a cascade connection of a number of modular structures, each of which is composed of two layers of cells connected in a cascade. The first layer of each module consists of "S-cells", which show characteristics similar to simple cells or lower order hypercomplex cells, and the second layer consists of "C-cells" similar to complex cells or higher order hypercomplex cells. The imput synapses to each S-cell have plasticity and are modifiable. The network has an ability of unsupervised learning: We don't need any "teacher" during the process of self-organization, and it is only needed to present a set of stimulus patterns repeatedly to the input layer. The network has been simulated on a digital computer. After completion of self-organization, the stimulus patterns has become to elicit their own response from the last C-cell layer. That is, the response of the last C-cell layer changes without fail, if a stimulus patterns of a different category is presented to the input layer. The response of that layer, however, is not affected by the pattern's position at all. Neither is it affected by a certain amount of changes of the pattern's shape or size.

\section*{1. INTRODUCTION}

In this paper, I propose a new algorithm for self-organizing a neural network which has an ability to recognize stimulus patterns based on the geometrical similarity of their shapes regardless of their positions and slight distortions of their shapes.

This network is given a nickname "neocognitron", because it is a further extension of the "cognitron", which is a self-organizing multilayered neural network proposed by the author before [1]. Incidentally, the conventional cognitron also had an ability to recognize patterns, but its response was dependent upon the position of the stimulus pattern. That is, the same patterns which were presented at different positions were taken as different patterns by the conventional cognitron.

The neocognitron has also a multilayered structure. It has an ability of unsupervised learning: We don't need any "teacher" during the process of self-organization, and it is only needed to present a set of stimulus patterns
repeatedly to the input layer. After completion of self-organization, the network acquires a structure similar to the hierarchy model of the visual nervous system proposed by Hubel and Wiesel [2], [3]. The response of the cells of the last layer of the network is dependent only upon the shape of the stimulus pattern, and is not affected by the position of pattern presentation. That is, the network has an ability to recognize patterns without affected by the position of the patterns.

\section*{2. STURUCTURE OF THE NETWORK}

The network which is proposed here consists of a photoreceptor layer followed by a cascadeconnection of a number of madular structures, each of which is composed of two layers of cells connected in a cascade. The first layer of each module consists of "S-cells", which correspond to simple cells or lower order hypercomplex cells according to the classification of Hubel and Wiwsel. The second layer of the module consists of "C-cells", which correspond to complex cells or higher order hypercomplex cells.

The cells in each layer are divided into many subgroups according to the optimum stimulus features of their receptive fields. Since the cells in each subgroup are set in a two dimensional array, we call the subgroup as a "cellplane". It is assumed that all the cells in a single cell-plane have the same spatial distribution of the input synaptic connections, and only the position of the presynaptic cells are shifted in parallel from cell to cell. Hence, all the cells in a single cell-plane have receptive fields of the same functions, but at different positions.

Let \(u_{s l}\left(t_{l}, n\right)\) be the output of an S-cell in the \(h_{l}\)-th cell-plane in the \(\ell\)-th module, and let \(u_{c e}\left(h_{f}, n\right)\) be the output of a C-cell in that module, where \(n\) is two-dimensional co-ordinates representing the position of these cell's receptive fields in the input layer \(U_{0}\). Besides these excitatory cells, we have inhibitory cells \(v_{s e}(n)\) and \(v_{c e}(n)\) in the module.

The output of these cells are represented as follows:
\[
\begin{aligned}
& u_{s e}\left(t_{l}, n\right)
\end{aligned}
\]
\[
\begin{align*}
& \text { where } \varphi(x)= \begin{cases}x & x \geq 0 \\
0 & x<0\end{cases}  \tag{2}\\
& v_{l l-1}(n)=\sqrt{\sum_{k_{l-1}=1}^{R_{l-1}} \sum_{\nu \in S_{l}} C_{l-1}(\nu) \cdot u_{C l-1}^{2}\left(l_{l-1}, n+\nu\right)}  \tag{3}\\
& u_{c l}\left(k_{l}, n\right)=\psi\left(\frac{1+\sum_{\nu \in D_{l}} d_{l}(\nu) \cdot u_{s e}\left(k_{p}, n+\nu\right)}{1+v_{s l}(n)}-1\right)  \tag{4}\\
& \text { where } \psi(x)=\varphi\left(\frac{x}{1+x}\right)  \tag{5}\\
& v_{s e}(n)=\frac{1}{k_{l}} \sum_{k_{l}=1}^{k_{l}} \sum_{N=D_{l}} \alpha_{l}(\nu) u_{s e}\left(h_{l}, n+\nu\right) \tag{6}
\end{align*}
\]

Where, \(a_{l}\left(h_{l, 1}, \nu, h_{l}\right)\) and \(\ell_{l}\left(h_{l}\right)\) represent the strength (efficiency) of the modifiable excitatory and inhibitory synapses, respectively. Parameter \(c_{l, 1}(\nu)\) and \(\alpha_{l}(\nu)\) represent the strength of the unmodifiable excitatory synapses. Positive parameter \(r_{l}\) controls the intensity of the inhibitory input, and the large value of \(r_{l}\) gives higher selectivity of the cell's response.

Let \(u_{0}(n)\) be the output of a cell of the input layer \(U_{0}\). In the above equations, it is assumed that \(u_{c l, 1}\left(n_{l-1}, n\right)\) stands for \(u_{0}(n)\) in case of \(\ell=1\). Incidentally, \(K_{l-1}=1\) for \(\ell=1\).

The inhibitory cell \(v_{\text {ce_, }}(n)\) has an r.m.s.-type input-to-output characteristic as indicated by eq. (3). The employment of r.m.s.-type cells is useful for endowing the network with an ability to make reasonable evaluation of the similarity between the stimulus patterns. Its usefulness was analytically proved for a cognitron [4], and the same discussion can also be applied to our new network.

\section*{3. THE SELF-ORGANIZATION OF THE NETWORK}

One of the fundamental hypotheses employed in this network is the assumption that all the S-cells in a single cell-plane have afferent synaptic connections of identical spatial distribution, and that only the position of the presynaptic cells shift in parallel in accordance with the S-cell's position. Therefore, in eq. (1), the modifiable synaptic connection \(a_{l}\left(\boldsymbol{h}_{\ell, 1}, \nu, h_{l}\right)\) is assumed to be independent of the position \(\boldsymbol{n}\) of the presynaptic cell ( \(h_{l}, n\) ).

During the process of self-organization, several 'representative" S-cells are selected every time when a stimulus pattern is presented. Here, we assume a certain mechanism which prohibit the selection of more than one representative from a single S-cell-plane. The detailed procedure for selecting the representatives are given later on

Suppose a representative is selected from an S-cell-plane. The afferent synapses to the representative S-cells are reinforced with the same manner as in the case of r.m.s.-type cognitron [4], and the reinforcement of the synapses of all the other S-cells in that cellplane follows those of their representative. These relations can be quantitatively expressed as follows.

Let cell \(u_{s e}\left(\hat{h}_{\ell}, \hat{n}\right)\) be selected as a representative. The modifiable synapses \(a_{l}\left(h_{l-1}, \nu, \hat{h}_{l}\right)\) and \(\ell_{l}\left(\hat{h}_{l}\right)\), which converge to the cells of the \(f_{l}-t h\) cell-plane, are reinforced by the amount shown below:
\[
\begin{align*}
& \Delta a_{l}\left(h_{l-1}, \nu, \hat{h}_{l}\right)=\varepsilon_{l} \cdot c_{l-1}(\nu) \cdot u_{c l-1}\left(h_{l-1}, \hat{n}+\nu\right)  \tag{7}\\
& \Delta b_{l}\left(\hat{h}_{l}\right)=\left(\varepsilon_{l} / 2\right) \cdot v_{c l-1}(\hat{n}) \tag{8}
\end{align*}
\]
where \(8_{\ell}\) is a positive constant specifying the speed of reinforcement.

The cells in the S-cell-plane from which no representative is selected, however, do not have their input synapses reinforced at all.

The representatives are chosen by the following procedures. At first, we watch a group of

S-cells in a layer whose receptive fields are situated within a certain small area in the input layer. Each group contains cells from all the S-cell-planes. We call the group as an "S-column". There are a lot of such S-columns in a single layer. From each S-column, the cell which has yielded the largest output is chosen as a candidate for the representatives. In case only one candidate appears from an S-cell-plane, the candidate is unconditionally selected as the representative from that S-cell-plane. If more than two candidates appear from an S-cell-plane, however, only the one which has yielded the largest output among them is selected as the representative from that \(S\)-cell-plane. If no candidate appears from an S-cell-plane, no representative is selected from that \(S\)-cellplane.

As it is seen from these discussions, if we consider that a single excitatory cell in the conventional cognitron [1] coresponds to a single S-cell-plane in the neocognitron, the procedures of reinforcement in the both systems are analogous to each other.

\section*{4. COMPUTER SIMULATION}

The neural network proposed here has been simulated on a digital computer. In the computer simulation, we consider a seven layered network: \(U_{0} \rightarrow U_{s_{1}} \rightarrow U_{c_{1}} \rightarrow U_{s_{2}} \rightarrow U_{c_{2}} \rightarrow U_{s_{3}} \rightarrow U_{c 3}\). That is, the network has three stages of modular structures preceded by an input layer. The number of cell-planes in each layer is 24 for all the layers except \(U_{0}\). The numbers of cells in these seven layers are 16*16, 16*16*24, \(10 * 10 * 24,8 * 8 * 24,6 * 6 * 24,2 * 2 * 24\), and 24 from the front. In the last layer \(\mathrm{U}_{\mathrm{c} 3}\), each cellplane contains only one cell, and that cell's receptive field covers the whole area of the input layer \(U_{0}\).

We have presented five stimulus patterns, which are shown in the leftmost column in Fig. 1, repeatedly to the input layer \(U_{0}\) of the network. The positions of presentation of these stimulus patterns have been randomely shifted at every presentation.

After a certain number of pattern presentations, each stimulus pattern has become to elicit an output only from one \(\mathrm{U}_{\mathrm{c} 3}-c e l l\), and conversely, this \(U_{c 3}\)-cell has become selectively responsive only to that stimulus pattern. That is, none of the \(\mathrm{U}_{\mathrm{c} 3}\)-cells responds to more than one stimulus pattern. It has been confirmed that the response of layer Ucs is not affected by the position of a stimulus pattern at all. Neither is it affected by the slight change of the shape
or the size of the stimulus pattern.
Fig. 1 shows some examples of the stimulus patterns which the neocognitron has correctly recognized: All the stimulus patterns in each row of Fig. 1 have elicited the same response to \(U_{c 3}\)-cells. That is, the response of layer \(U_{c 3}\) is affected neither by shift of position like (a)-(c), nor by distortion of shape or size like (d)-(f), nor by some insufficiency of the pattern or some noise like (g).


Fig. 1 Some examples of distorted stimulus patterns which the neocognitron has correctly recognized.
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\begin{abstract}
Relational algebraic strategies are described for processing universally quantified queries. First, a new algorithm is developed to evaluate universally quantified conditional queries of the form \([\overrightarrow{\mathbf{x}}:(\forall \vec{y}) \boldsymbol{W}(\overrightarrow{\boldsymbol{x}}, \overrightarrow{\mathbf{y}}) \rightarrow \boldsymbol{W} \mathbf{2}(\overrightarrow{\mathbf{x}}, \overrightarrow{\mathbf{y}})]\). It decomposes the problems into two subproblems using set intersection, summary and Join operations within the frame work of relational algebra. Second, the partial multi-valued-dependency decomposition of a relation is introduced as an efficient representation schema to express a set of uniform intensional data of the form \((\forall \vec{x} / \vec{\tau}) P(\vec{x})\). The original relation is defined in terms of the decomposed relations as a relational algebraic equation. A relational algebraic expression corresponding to a query to the original relation is transformed to the one in terms of the decomposed relations using the above equation. Furthermore, the transformed algebraic expression is converted to a simple associative search expression to one of the decomposed relations by applying the rule-based formula manipulation or symbolic evaluation method.
\end{abstract}

\section*{1. INTRODUCTION}

It has been shown in Chang [1978], Furukawa [1977], Minker [1978], Kellog et al. [1978] and Reiter [1978b] that deductive logic offers considerable potential for improving on-line access to large, complex data base domains. The common feature of the current researches to that direction is the attempt to combine a deductive component with relational data bases.

Chang [1978] divided the approaches of these researches into two groups: One is the evaluational approach where intensions are used to transform queries and extensions are used to evaluate queries. The other is the non-evaluational one where both intensions and extensions are used to prove a question represented by a formula in the same manner. It has been shown in Reiter [1978b] that the evaluational approach is more feasible for data bases with very large extensions and comparatively small intensions.

Codd [1972] has defined an algorithm to convert queries expressed in relational calculus to a sequence of relational algebraic operations. Reiter [1978b] has developed a general framework in the restricted first order logic which enables one to get indefinite answers to any
queries, and reformulated Codd's algorithm in his framework. Reiter [1978a] has also developed an efficient query conversion algorithm under the closed world assumption (CWA).

In this paper, a new algorithm to evaluate universally quantified conditional queries under the CWA is presented. Summary operation on a relation is added to the set of primitive operations of the relational algebra. The algorithm reduces the problem to the application of the operations of set intersection, summary and join to the answers to the subqueries.

In deductive relational data bases developed so far, only extensions have been considered to compose relations. Intensions have been stored in knowledge bases outside the relational data bases. However, it sometimes happens that we have a set of uniform intensional data of the form \(\forall \overrightarrow{\mathbf{x}} / \boldsymbol{Z}) \mathbf{P}(\overrightarrow{\mathbf{x}})\). In this paper, a new representation schema based on the partial multi-valued dependency (PMVD) decomposition of a relation is introduced as a suitable way to express such data.

Queries to the decomposed relations are evaluated using a set of equations which give users the image of the original relations as a logical view. Furthermore, it will be shown that
universally quantified queries on those relations can be evaluated very efficiently by applying the rule－based symbolic evaluation method．

\section*{2．REVIEW OF QUERY EVALUATION UNDER THE CWA}

In this section，query evaluation under the CWA developed by Reiter［1978a］will be reviewed quickly as well as some extentions．

All queries have the form \(\left[x_{1} / \tau_{1} \ldots, x_{n} / \tau_{n}\right.\) ：
\(\left.\left(q, y, / \theta_{1}\right) \ldots\left(q_{m} / \theta\right) w\left(x_{1}, \ldots, x_{p}, y_{1}, \ldots y\right)\right]^{n}\)
 free formula with free variables \(x_{1}, \ldots, x_{p}\) ， \(y_{1}, \ldots, y_{m}\) and \(q_{1}\) is either \(\forall\) or \(\exists, 1=1, \ldots\), ，\(^{\prime}\) ． We shafl use the abbreviated notation \([\vec{x} / \vec{己}:(q \vec{y} / \vec{f}) W(\vec{x}, \vec{y})]\) to express a typical query． The \(\tau\)＇s and \(\theta^{\prime} s\) ，which are called types，are sets of constant signs which the variables associated with them range over．A sequence of types \(Z=\left(\tau_{1}, \ldots, \tau_{n}\right)\) is the set \(\tau_{1} \times \cdots \times \tau_{n}\) ．

A data base（DB）is a set of clauses containing no functional signs．

Under the CWA，if no proof of a positive ground literal exists，then the negation of that literal is assumed true．This can be viewed as equivalent to implicitly augmenting the given data base with all such negated literals．

Since worlds are completely specified under the CWA，the set of CWA answers \(1 Q 1\) CWA to \(Q=\) ［ \(\vec{x} / \vec{z}:(q \vec{y} / \vec{\jmath}) W(\vec{x}, \vec{y})]\) is defined as follows：
\[
{ }^{1 Q 1_{C W A}}=\{\vec{c}: \vec{c} \in \vec{\tau} \text { and } D B U E D B \vdash(q \vec{y} / \vec{\theta}) W(\vec{x}, \vec{y})\}
\]
where \(\overline{E D B}=\{\bar{P} C: P\) is a predicate sign，\(\vec{C}\) a tuple of constant signs and DBHPCt．

The evaluation of any queries are reduced to the applications of the relational algebraic operations to the answers to atomic queries． Before listing query conversion rules，we define some of the operations of relational algebra．

Let \(Q=[\vec{x} / \vec{z}, z / \psi: W]\) ，and \(\vec{x}\) is the \(n\)－tuple \(x, \ldots, x\) ．Then \(1 Q 1\) is a set of \((n+1)\)－tuples， and the Projection of \(10!\) with respect to \(z\) ， \(\pi\) lQ1 is the set of \(n\)－tuples obtained from \(!Q 1\) by deleting the \((n+1) s t\) component from each （ \(n+1\) ）－tuple of IQ！．

Let \(Q=[\vec{x} / \vec{\tau}, z / \psi: W]\) ．Then the quotient of \(1 Q 1\) by \(2, \Delta_{z}!Q!\) ，is a set of tuples and is defined as follows：
\[
\vec{c} \in \Delta_{z}|Q| \text { iff }(\vec{c}, a) \in|Q| \text { for all } a \in \psi \text {. }
\]

The operater \(\Delta_{z}\) is called the division with respect to 2 ．

Let \(Q 1=[\vec{x} / \vec{z}, z / \psi: W 1]\) and \(Q 2=[\vec{y} / \vec{\theta}, z / \psi: W 2]\) ． The join of \(1 Q 11\) and \(1 Q 21\) with respect to \(z\) ， ＊z（lQ1！，！Q2I），is a set of tuples and defined as follows：
\[
(\vec{c}, d, \vec{e}) \in N_{2}(1 Q 11,1 Q 21)
\]

Iff \((\vec{c}, \mathrm{~d}) \in 1 Q 11\) and \((\vec{e}, d) \in 1 Q 21\) ．
We sometimes denote \(z^{2}(\) Q1！！！Q2！）as（！Q1！＊z 1Q21）．

The set of query conversion rules are listed below：

Rule 1．（Decomposition of AND／OR queries）
1．\(![\vec{x} / \vec{Z}: W 1 \wedge W 2]!=1[\vec{x} / \vec{Z}: W 1]!\cap 1[\vec{x} / \vec{Z}: W 2]!\) ．
2． \(1[\vec{x} / \vec{Z}: W 1 \vee W 2]!=![\vec{x} / \vec{Z}: W 1]!\cup![\vec{x} / \vec{Z}: W\) C \(]!\) ．
Rule 2．（Elimination of negation）
1． \(1[\vec{x} / \vec{Z}: \bar{W}]!=\vec{z}-1[\vec{x} / \vec{Z}: W]!\) ．
2．\(![\vec{x} / \vec{\tau}: W 1 \wedge \overline{W 2}]!=1[\vec{x} / \vec{\tau}: W 1] 1-1[\vec{x} / \vec{z}: W 2] 1\) ．
Rule 3．（Elimination of existential quantifiers）
\(\left|[\vec{x} / \vec{\tau}:(\overrightarrow{\vec{y}} / \overrightarrow{\boldsymbol{\theta}}) W]!=\Pi_{\vec{y}}\right|[\vec{x} / \vec{\tau}, \vec{y} / \vec{\theta}: W]!\)
where \(\pi_{7}\) denotes \(\pi_{y 1} \cdots \pi_{y m}\) and \(\pi_{y 1}\) is the projection with respect to \(W^{\prime}\) ．

Rule 4．（Elimination of universal quantifiers）
\(l[\vec{x} / \vec{t}:(\forall \vec{y} / \vec{\theta}) W]!=\Delta_{t} l[\vec{x} / \vec{\tau}, \vec{y} / \vec{\theta}: W]!\)
where \(\Delta \dot{y}\) denotes \(\Delta y_{1} \cdots \Delta y_{m}\) and \(\Delta y_{i}\) is the division with respect to \(y_{i}\) ．

Rule 5．（Decomposition of AND queries）

\section*{l［哜／も：W1＾W2］！}
\(=\left(1[\vec{x} 1 / \vec{Z} 1: W 1]!!\left[\vec{x} 2 / \overrightarrow{z_{2}}: W 2\right] 1\right)\)
where \(\overrightarrow{\mathbf{x}} 1\) is a sub－sequence of \(\overrightarrow{\boldsymbol{x}}\) which appears in \(W i\) ，and \(\vec{Z}_{i}\) is the corresponding sub－sequence of \(\vec{\tau}\) ，for \(1=1,2\) ．The join operation is performed with respect to the variables included in both \(\overrightarrow{\mathrm{x}} 1\) and \(\overrightarrow{\mathrm{X}}\) ．

Most of the above rules are derived from Reiter ［1978a］．The extended points are as follows：

1．In rule 2，the restriction that \(W, W 1\) ane \(W 2\) must be quantifier free is removed．

2．Rule 4 is new．Reiter has developed a general framework which enables one to get indefinite answers．The division operator defined by Codd ［1972］has been properly generalized in the framework．However，the handling of universal quantifiers in the OWA has been ommitted in Reiter［1978a］．But there is no reason to exclude the handling of universal quantifiers in the CNA and moreover the set of conversion rules becomes more well－structured by adding these rules．

3．Rule 5 is new，too．It is easily shown that
this rule reduces the amount of computation. Let \(Q_{1}=[\vec{x} / \vec{Z}: W 1]\) and \(\vec{z}_{1}^{c}=\Pi_{\vec{X} 1}\left(\vec{t}_{i}\right)\), i.e., the compliment subsequence of \(\vec{t}, \vec{P}_{1}=1,2\). We would have to evaluate \(Q=[\vec{x} / \vec{Z}: W 1 \wedge W 2]\) according to \(1 Q 1=1 Q 1!\) ค \(1 Q 21\), unless we have Rule 5 . But it is easily shown that
\[
1 Q 1!=\vec{\tau}\{\times![\vec{x} 1 / \vec{\tau} 1: W i]!
\]
for \(1=1,2\). By applying Rule 5, we can avoid the execution of the above costly Cartesian product operations.

\section*{3. THE HANDLING OF UNIVERSAL QUANTIFIERS}

Let us consider how to compute the division \(\Delta_{z}!Q!\) where \(Q=[\vec{x} / \vec{t}, z / \psi:(q \vec{J} / \vec{d}) W]\). The following algorithm generates the answer \(\Delta_{2}\) !Q!.

Algorithm D.
1. Group the answer set \(I Q!\) to the query \(Q\) by \(\overrightarrow{\vec{x}}\) and make a list of \(z\) 's for each \(\vec{x}\) (we denote the list by \(2 t\) ).
2. For each \(2 \vec{x}\), test whether it includes the set 4. If the test succeeds, then put the \(\vec{x}\) in the answer set \(\Delta_{z}\) !Q!.

Rule 4 says that \(\Delta_{2}\) !Q! is the answer set for the universally quantified query QO = \(\left[\vec{x} / \notin:\left(V_{z} / \psi\right)(q \vec{y} / \vec{G}) W\right]\). Notice that \(Q 0\) is the abbreviation of the conditional query QO' = \(\left[\vec{x} / \vec{己}:\left(\forall_{z}\right)(z(y+x q \vec{y} / \vec{G}) W)\right]\). The inclusion test \(\psi \subset Z \vec{X}\) in Algorithm \(D\) reflects the implication in QO', where the consequent \(2 G \psi\) in QO' \(^{\circ}\) corresponds to the lefthand set \(\psi\) and the antecedent ( \(q \overrightarrow{\mathbf{j}} / \mathbf{\|}\) ) \(W\) to the righthand set \(Z \overrightarrow{\vec{x}}\).

We can use the division operation to efficiently evaluate a class of conditional queries \(Q C=\) \(\left[\vec{X} / \mathcal{Z}:\left(V_{2} / \psi\right)(W 1 \rightarrow W 2)\right]\) such that \(W 1\) does not contain any free variables in \(\vec{X}\). The following theorem states the fact more precisely.
Theorem 1. Let \(Q c=\left[\vec{x} / \vec{z}:\left(v_{z} / \psi\right)(W 1 \rightarrow W 2)\right]\) be a universally quantified conditional query and assume that \(W 1\) does not contain any free varibles in \(\vec{x}, Q=[\vec{x} / \vec{Z}, z / \psi: W 2]\), and \(Q z=\) \([z / \psi: W 1]\). If \(D B \cup E D B\) is consistent, then
\[
\begin{aligned}
|Q c| & =\Delta_{z} \in\left|Q_{z}\right| Q \mid \\
& =\vec{Z} \quad|Q z| \neq \phi, \\
& \text { otherwise } .
\end{aligned}
\]

We cannot use Theorem 1 if \(W 1\) contains any variables in \(\overrightarrow{\vec{x}}\). We can deal with the general case by introducing the following cut operation:

Let \(R=[[\vec{x} / \vec{z}, z / \psi: W(\vec{x}, z)]!\). Then the cut of \(R\)

With respect to \(\vec{x}\), denoted by \(\rho_{\vec{x}}(R)\), is a set of pairs ( \(\vec{C}_{1}, D_{1}\) ) where \(\vec{c}_{1} \in \vec{\tau}\) and \(D_{1}\) is a set of \(d_{k} \in \psi\) such that
\(D_{1}=\left\{d_{k}:\left(d_{1}, d_{k}\right) \in R\right\}\).
We regard \(\rho_{\vec{x}}(R)\) to be a function from \(\pi z R\) to \(2 \pi_{i} R\) and denote \(D_{1}\) as \(\rho_{\vec{x}}(R)\left(\vec{C}_{i}\right) . \rho_{\vec{x}^{\prime}}(R)\left(\vec{C}_{1}\right)\) is called the cross-section of \(\rho_{\vec{x}}(R)\) at \({ }_{1}\).

The set of \(D\) is exactly the same as \(Z_{i}{ }_{i}\) in Algorithm D.

Theorem 2. Let \(Q=\left[\vec{x} / \vec{Z}:\left(\forall_{z} / \psi\right)(W 1 \rightarrow W 2)\right]\). If \(\overline{D B U E D B}\) is consistent, then
\[
\begin{aligned}
1 Q 1= & \left(\vec{Z}-1\left[\vec{x} / \vec{Z}:\left({ }_{z} / \psi\right) W 1\right] 1\right) \\
& \cup\left\{\vec{d}: \phi \neq \rho_{\vec{x} 1}\left(R_{1}\right)\left(\vec{c}_{1}\right) \subset \rho_{\vec{x} 2}\left(R_{2}\right)\left(\vec{c}_{2}\right)\right\},
\end{aligned}
\]
where Ri \(=\left\{\left[\vec{x}_{1} / \vec{己}_{1}, z / \psi: W 1\right]!\right.\) for \(1=1,2\).
Since \(A \subset B\) iff \(|A \cap B|=|A|\) in case \(A\) and \(B\) are finite sets, we can replace the set inclusion test in Theorem 2 by a simple comparison of the cardinal numbers of two sets. This strategy has been implemented in GM-RDMS (Whitney [1974]), where an operation called summary has been used to construct a set of pairs ( \(\left.\vec{C}_{1},\left|D_{1}\right|\right)\) which summarize the pairs ( \(\left.\vec{C}_{1}, D_{1}\right)\).

\section*{Example}

The following example is taken from Palermo [1974]. There are four relations: SUPPLY, SUPPLIERS, PROJECT and PART, as shown in Figure 1 (The relation names are underlined to distinguish them from the corresponding predicates. They are considered to refer sets, rather than predicates).

SUPPLY SID PID JID SUPPLIER SID SLOC SNAME
\begin{tabular}{lllllll}
211 & 31 & 971 & & 211 & NY & AA \\
325 & 32 & 971 & & 325 & SF & XX \\
211 & 33 & 970 & & 237 & LA & YY \\
211 & 31 & 972 & & & & \\
237 & 31 & 972 & & & & \\
237 & 31 & 970 & PROJECT & JID & JLOC & JNAME \\
237 & 32 & 970 & & & & \\
237 & 33 & 970 & & 970 & POK & A \\
237 & 32 & 971 & & 971 & SJ & \(\mathbf{X}\) \\
237 & 31 & 971 & & 972 & SJ & \(\mathbf{Y}\)
\end{tabular}

PART PID PTYPE
\begin{tabular}{ll}
31 & A \\
32 & A \\
33 & B
\end{tabular}

Figure 1. An example data base.

The relation SUPPLY (SID, PID, JID) is a set of tuples ( \(x, y, z\) ) such that a supplier \(x\) supplies a part \(y\) to a project \(z\). SUPPLIER (SID, SLOC, SNAME) has information on suppliers' locations and their names. PROJECT (JID, JLOC, JNAME) has information on projects' locations and their names. PART (PID, PTYPE) defines the type of each part.

Let us consider the following query to the above data base:

Query. Find the name and location of suppliers each of whom has supplied at least one project located in San Jose with at least one of every part of type \(A\).

This query is expressed as follows:
\(Q=[x /\) SNAME, \(y /\) SLOC :
\[
\begin{aligned}
& \text { ( } 3 \mathrm{~s} / \operatorname{SID)} \text { ) } \operatorname{SUPPLIER}(\mathrm{s}, \mathrm{y}, \mathrm{x}) \\
& \wedge^{(3 \mathrm{~J} / \text { PID })(P R O J E C T(S J, j)} \\
& \wedge(\forall p / \operatorname{PID})(\operatorname{PART}(p, A) \\
& \rightarrow \operatorname{SUPPLY}(s, p, j))))]
\end{aligned}
\]

The evaluation of \(Q\) proceeds as follows:
```

1. Let
Q1 = [x/SNAME,y/SLOC,s/SID : SUPPLIER(s,y,x)]
and
Q2 = [s/SID : ( }\mp@subsup{\exists}{j/JID)(PROJECT(SJ,j)^}{
(}\forall\textrm{p}/\operatorname{PID})(\operatorname{PART}(p,A)->\operatorname{SUPPLIER}(s,p,j))))]
By applying Rule 3 and 5 to Q, we get
IQ! = 琣(1Q1! *s !Q21).
2.Let Q21 = [j/JID: PROJECT(SJ,j)]
and Q22 = [s/SID,j/JID :
(\forallp/PID)(PART}(p,A)->\operatorname{SUPPLY}(s,p,j))
From Rule 3 and 5, we obtain
1Q21 = 诟(1Q211 | 1Q221).
```
3.Let
    \(R 1=![p / \operatorname{PID}: \operatorname{PART}(p, A)]!\) and
    \(R 2=![s / S I D, j / J I D, p / P I D: \operatorname{SUPPLY}(s, p, j)]!\)
    Since Rl is not an empty set,
            1Q221 = R2 / R1
    from Theorem 1.

The snapshots of the above evaluation process is shown in Elgure 2, where the summary operation is used to evaluate Q22.


Figure 2. The process of the query evaluation.

\section*{4. THE PMMD DECOMPOSITION OQF A RELATION}

Suppose that the answer of the universally quantified query Q22 in the previous example is saved. Then, we can answer to the same query immediately by simply restoring the saved answer. We need to save answers for other types, e.g. a set of supplier-project pairs (x, y) such that \(x\) supplies all parts of type \(B\) to \(y\). These answers can be put together if we associate each type to each answers. Let SIIPPI.YALI. (SID, JID, PTYPE) be the relation built in such a way. From SUPPLYALL and PART relations, we can infer the "SUPPLY" fact, namely;
\[
\begin{gather*}
(\forall s / \operatorname{SID})(\forall j / J I D)(\forall \operatorname{PrPID}) \\
\quad\left(\exists_{t} / \operatorname{PTYPE}\right) \operatorname{SUPPLYALL}(s, t, j) \\
\rightarrow \operatorname{SUPPLY}(s, p, j)) \tag{4.1}
\end{gather*}
\]

Furthermore, we can remove all tuples which are infered in (4.1) from the original SUPPLY relation. We rename the reduced SUPPLY relation as SUPPLYSOME. The original SUPPLY relation is now decomposed into two relations: SUPPLYALL and SUPPLYSOME, as shown in Figure 3.

\footnotetext{
The extension of \(\operatorname{SUPPLY}(s, p, j)\) can be obtained from not only the SUPPLYSOME relation, but also
}

SUPPLYALL SID PTYPE JID
\begin{tabular}{rrr}
237 & A & 971 \\
211 & B & 970 \\
237 & B & 971 \\
237 & A & 970 \\
& & \\
SUPPLYSOME SID & PID & JID \\
& & \\
211 & 31 & 971 \\
325 & 32 & 971 \\
211 & 31 & 972 \\
237 & 31 & 972
\end{tabular}

Figure 3. The decomposed relations of SUPPLy.
the SUPPLYALL relation. Assume that there are no other relations which contain the information about \(\operatorname{SUPPLY}(s, p, j)\). Then, the following equation holds:
```

SUPPLY( }s,p,j)=\operatorname{SUPPLYALde}(s,y,j) y PART(p,y)
USUPPLYSOME (s,p,j)

This equation is used to transform queries in terms of simple user's view of relations to those in terms of system's view (Furukawa [1977]). The relational algebraic expression of the query 022 , that is,

$$
\begin{equation*}
!Q 221=\operatorname{SUPPLY}(s, p, j) / \varphi_{t=A} \cdot \operatorname{PART}(p, t) \tag{4.3}
\end{equation*}
$$

is transformed to:

$$
\begin{aligned}
1 Q 221= & ((\operatorname{SUPPLYALL}(s, y, j) \quad y \quad \operatorname{PART}(p, y)) \cup \\
& \operatorname{SUPPLYSOME}(s, p, j)) / \varphi t=A \operatorname{PART}(p, t)(4.4)
\end{aligned}
$$

where the operator $\varphi_{f}(\vec{t})$ is defined by
$\varphi_{f(\vec{t})} R(\vec{x}, \vec{t})=1[\vec{x}: R(\vec{x}, \vec{t})$ and $f(\vec{t})=\operatorname{True}]!$
and is called the selection with respect to $f(z)$.

Considering the meaning of the predicate "SUPPLYALL", it is expected that $102211=$ ![s/SID,j/JID : SUPPLYALL(s,A,j)]! should be included in the answer set lQ22!. In fact, we can deduce !Q2211 as the answer.

To deduce the result, we need several rules and assertions as follows.

## Rules.

$$
\begin{aligned}
\text { RU1. If } R 1 & =R 2 \text { " } \mathrm{R} 3^{\prime}(t) \text { and } \\
B 3 & =\varphi_{t=a 1} B 3^{\prime}(t), \text { then } R 3 \mid B 1 .
\end{aligned}
$$

RU2. If R3 \| R1, then

$$
(B 1 \cup R 2) / R 3=B 1 / R 3 \cup B 2 / R 3
$$

RU3. If $x$ uniquely determines $y$, then

$$
\begin{gathered}
(B l(y, z) \quad B 2(x, y)) / \varphi_{t=a i} R 2(x, t) \\
=\varphi_{y=a i}^{R 1}(y, z) .
\end{gathered}
$$

## Assertions.

$\operatorname{AS1.\operatorname {SUPPLYSOME}}(s, p, j) / \varphi_{t=a i} \operatorname{PART}(p, t)=\varnothing$.
AS2. In $\operatorname{PARI}(p, t), p$ uniquely determines $t$.
The deduction process is as follows:

1. From RU1, and (4.4), it is shown that
$\varphi_{t=A} \operatorname{PART}(p, t) \mid \underline{\operatorname{SUPPLYALL}}(s, y, j) y^{\operatorname{PART}}(p, y) \quad$ (4.5)
2. From (4.5), RU2 and (4.4), 1Q221 is transformed to
```
\(\operatorname{SUPPLYALL}(s, y, j)\) y \(\operatorname{PART}(p, y)) / \varphi\)
\(\cup \operatorname{SUPPLYSOME}(s, p, j) / \varphi \operatorname{PART}(p, t)\).
    \(\cup \operatorname{SUPPLYSOME}(s, p, j) / \varphi_{t=A} \operatorname{PART}(p, t \bar{t}\). (4.6)
```

3. From (4.6), AS2, RU3 and AS1, 10221 is further transformed to:

1 Q221 $=\varphi_{y=A} \operatorname{SUPPLYALL}(s, y, j)$.
This is the final result and is equal to 102211.
If $\operatorname{SUPLLYSQME}(s, p, j)=$, then all suppliers supply only all parts of some types to some projects. In this case, it is said that multi-valued dependency (MVD) PTYPE $\rightarrow$ (SID,JID) holds and it is guaranteed that the SUPPLYPART relation, that is, the hypothetical single relation which includes all information about SUPPLY and PART, can be decomposed into

$$
\underline{\operatorname{SUPPLYALL}}(s, t, j)=\pi_{p}(\operatorname{SUPPLYPART}(s, j, p, t))
$$

and $\overline{\operatorname{PART}(p, t)}=\pi_{s} \pi_{1}(\operatorname{SUPPL} \overline{\operatorname{YPART}(s, j, p, t))}$ without losing any information.

If $\operatorname{SUPPLYSOME}(s, j, p)$ is not empty, the above condition holds only for the subset (SUPPLY SUPPLYSOME) of the SUPPLY relation. We say that partial MVD (PMVD) PTYPE $\vec{\beta}(S I D, J I D)$ holds in SUPPLYPART relation with SUPPLYSOME relation as exception.

The relation SUPPLYALL, unlike ordinary relations, is a set of intensional data. A tuple ( $s 0, t 0, j 0$ ) in SUPPLYALL means that the supplier so supplies all parts of type to to the project j0. On the other hand, "SUPPLYALL $(s 0, t 0, j 0) "$ may sometimes be interpreted as an extensional fact by itself. ( $s 0, t 0, j 0$ ) becomes an extensional
fact if it is not unusual that some suppliers supply to some projects all parts of some types. In that case, the query will be expressed directly in terms of "SUPPLYALL", instead of through "SUPPLY".

It has been suggested in Ohsuga [1979] that the information clustering by the division is an important mechanism to build a structure in the data base. The PMMD decomposition schema, together with the associated query transformation equation, enables one to realize the above mechanism in the framework of deductive relational data bases.

We finally remark the evaluation of queries other than universally quantified ones to the decomposed relations. For example, consider the query $Q=[p / P I D, j / J I D: \operatorname{SUPPLY}(237, p, j)]$. By applying the query transformation equation (4.2) $t \quad 1 Q!=\varphi_{s=237} \underline{\operatorname{SUPPLY}(s, p, j)}, s \quad$ transformed

```
\(1 Q!=\varphi_{s=237} \frac{\operatorname{SUPPLYALL}(s, y, j)}{\operatorname{SUPPLYSQME}} \mathbf{t} \operatorname{PART}(p, y) \cup\)
        SUPPLYSOME \((s, p, j))\).
                            (4.7)
```

We need to perform the costly Join of the SUPPLYALL relation and the PART relation to evaluate (4.7). However, it may sometimes be adequate to answer in terms of SUPPLYALL and SUPPLYSOME instead of SUPPLY. In that case, we can avoid the join. It is related to the notion of approximate responses discussed in Joshi et al. [1977].

## 5. CONCLUSION

Practical algorithms to evaluate universally quantified queries are presented.

Furthermore, a new representation schema based on the PMD decomposition of relations are introduced. A set of uniform intensional data of the form $(\nabla \vec{x} / \vec{Z}) P(\vec{x})$ is expressed as a relation by using the schema. Universally quantified queries to the decomposed relations are converted to quantifier-free queries by the rule-based symbolic evaluation method.

The DBAP (Furukawa [1977]) are being expanded to realize the algorithms presented in this paper..
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# A PROBLEM SIMILARITY APPROACH TO DEVISING HEURISTICS: FIRST RESULTS 

John Gaschnig<br>Department of Computer Science<br>Carnegie-Mellon University<br>Pittsburgh, PA 15213


#### Abstract

Here we describe an approach, based upon a notion of problem similarity, that can be used when attempting to devise a heuristic for a given search problem (of a sort represented by graphs). The proposed approach relies on a change in perspective: instead of seeking a heuristic directly for a given problem PI, one seeks Instead a problem P2 easier to solve than PI and related to PI in a certain way. The next step is to find an algorithm for finding paths in P2, then apply this algorithm in a certain way as a heuristic for PI. In general, the approach is to consider as candidates problems P2 that are "edge subgraphs" or "edge supergraphs" of the given problem PI. As a non-trivial application, we show that a certain restricted form of sorting problem (serving as P 2 ) is an edge supergraph of the 8 -puzzle graph (PI). A simple algorithm for solving this sorting problem is evident, and the number of swaps executed in solving an instance thereof is taken as a heuristic estimate of distance between corresponding points in the 8 -puzzle graph. Using the At algorithm, we experimentally compare the performance of this "maxsort" heuristic for the 8 -puzzle with others in the literature. Hence we present evidence of a role for exploiting certain similarities among problems to transfer a heuristic from one problem to another, from an "easier" problem to a "harder" one.


## 1. Introduction *, **

Many combinatcrially large problems cannot be solved feasibly by exhaustive case analysis or brute force search, but can be solved efficiently if a heuristic can be devised to guide the search. Finding such a heuristic for a given problem, however, usually requires an exercise of creativity on the part of the researcher.

Research to date on devising heuristics has spanned several problem-solving domains and several approaches. !n come efforts, the objective has been to optimize, using some adaptation scheme over a number of trials, the values of coefficients determining the relative weighting of several preselected terms in an evaluation function, so as to maximize the overall performance (e.g., [Samuel 1959], [Samuel 1967], [Rendell 1977]). Other approaches to automatic generation of heuristics include [Ernst, et al., 1974] and [Rendell, 1976]. Related efforts have focused on what might be called "disciplined creativity", enunciating general principles or rules of thumb that a person may apply to the problem at hand (e.g., [Polya 1945], [Wickelgren 1974]).

The approach to devising heuristics proposed here differs in perspective from these previous efforts: instead of seeking a heuristic directly, one seeks instead a problem P2 that is easier to solve than the given
problem P2 and is related to P2 in a certain way. * The next step is to find an algorithm for finding paths in P2, then apply this algorithm in a certain way as a heuristic for PI. As an elementary example, the rectilinear distance function is an efficient heuristic for finding paths in a "Manhattan street pattern" graph even when some (but not too many) of the streets have been blockaded (i.e., some edges are removed from the graph). Generalizing, the approach is to consider as candidates problems P2 that are "edge subgraphs" or "edge supergraphs" of the given problem PI. As a non-trivial application, we show that a certain restricted form of sorting problem (serving as P 2 ) is an edge supergraph of the 8-puzzle graph ( PI ). A simple algorithm for solving this sorting problem is evident, and the number of swaps executed in solving an instance thereof is taken as a heuristic estimate of distance between corresponding points in the 8 -puzzle graph. Using the $A^{*}$ algorithm, we experimentally compare the performance of this "maxsort" heuristic for the 8 -puzzle with others in the literature.

The general class of problems to which the present approach can be applied are those state space problems that can be represented as graphs, in which the objective is to find a path from a given initial node in the graph to

[^1]a given goal node. * Such problems can be solved using the A* best-first search algorithm, which iteratively grows a tree or graph of partial paths from the initial node, at each step expanding the node (along the edge of this tree or graph) that appears to be "best". ** The definition of "best" is specified by assigning a number to each node generated, whose computation typically involves the value of a heuristic function $\mathrm{K}(\mathrm{s}, \mathrm{t})$ used to estimate the distance in the graph from an arbitrary node $s$ in the graph to another arbitrary node $t$ (where $t$ is taken to be the goal node in a particular instance of search). Devising heuristic functions that estimate distance between points in a given graph is the present practical objective.

Additional theoretical objectives motivated this work: to investigate how "similar" or "dissimilar" problems differ in structural properties, and how such structural differences relate to difference in difficulty to solve the problem. Investigations of relatively simple problems serve this purpose well. Note that we are not interested In the 8-puzzle (our principal example) per se, but as a concrete instance with which to investigate general principles.

Section 2 defines the notions of "edge subgraph" and "edge supergraph", and illustrates their relation to heuristic transfer using a simple example - a "Manhattan street pattern" graph and variants thereof. Section 3 applies the basic approach to a larger problem - the 8 -puzzle. Secticn 4 discusses the generality of the results and poses future tasks.

## 2. Problem Similarity: Edge Subgraphs and Supergraphs

The basic idea considered in this paper can be illustrated using a simple example. Consider the graphs depicted in Figures la, Ib, and Ic, which we shall refer to as MSUB44, M44, MSUP44, respectively. We note that these three graphs have identical numbers of nodes, and that the edges of MSUB44 comprise a subset of those of M44; similarly the edges of M44 comprise a subset of those of MSUP44. We shaft say therefore that MSUB44 is an edge subgraph of M44 and that similarly M44 is an edge subgraph of MSUP44. Likewise we also say that M44 is an edge supergraph of MSUB44 and that MSUP44 is an edge supergraph of M44. These relations of edge subgraph and edge supergraph generalize formally in the obvious way for the class of problem graphs, which we define to be any finite, strongly connected graph G - (V, E) having no self-loops and no multiple edges. This definition includes the familiar problems cited in the

[^2]
## preceding section.

To illustrate how edge subgraph or edge supergraph similarity between problem graphs is related to heuristic transfer, we now consider three cases in turn: (1) that M44 is the given problem to be solved; (2) that MSUB44 is the given problem; and (3) that MSUP44 is the given problem. In general we wish to solve an arbitrary instance of a given problem graph $P$, that is to find a path from an arbitrary initial node $\mathrm{s}_{\mathrm{r}}$ in P to an arbitrary goal node $\mathrm{s}_{\mathrm{g}}$. (We denote such a problem instance I of a problem graph P thus: $\mathrm{I}-\left(\mathrm{s}_{\mathrm{r}}, \mathrm{s}_{g}\right)$ ).) This trivial example serves as a vehicle for introducing several general concepts.

The task of finding a path between arbitrary initial and goal nodes in the M44 graph (or in some larger version of this "Manhattan street pattern" graph) is trivial. A simple algorithm for solving instances of this problem graph is readily evident: comparing the coordinates of the current node (starting with the initial node $s_{r}$ ), move iteratively up (or down as the case may be) until the vertical coordinate of the goal node is reached, then move right (or left) iteratively until the goal node is reached. Call this algorithm L (for "L-shaped solution path").

If MSUB44 is taken instead of M44 as the problem to be solved, the $A^{*}$ approach seems more attractive than attempting to devise an algorithm like algorithm L, because of the additional cases an algorithm of the latter sort must account for: besides comparing the coordinates of the current node with those of the goal node, it must also be prepared to make detours when necessary.

To use $A^{*}$ to solve MSUB44, one must supply a heuristic function $\mathrm{K}(\mathrm{s}, \mathrm{t})$ that estimates distance from node $s$ to node $t$. Let $h p(s, t)$ denote the actual distance in $P$ from $s$ to $t$, assuming edges have unit weight. In the case $\mathrm{K}(\mathrm{s}, \mathrm{t})-\mathrm{h}(\mathrm{s}, \mathrm{t})$ the distance estimate is exact; it is well known [Hart et al. 1968] that this case minimizes the number of nodes expanded -- the number is exactlv $h\left(s_{r}, S_{g}\right)$, the distance from initial node to goal node.**

For* M44, it is evident that $\mathrm{h}_{\mathrm{M44},(\mathrm{~s}, \mathrm{t})}$ $I^{x} \sim_{s} x_{t}^{\prime}{ }^{*}$ ' $Y_{s}$ " $y_{t}^{\prime}$ where $x_{5}$ and $y_{s}$ are the $x$ and $y$ coordinates, respectively, of node ${ }^{\text {s }}$. For MSUB44 a symbolic formula for $h(s, t)$ is not so compact, since it must distinguish more cases. An alternative to enunciating $\mathrm{h}(\mathrm{s}, \mathrm{t})$ for MSUB44 is to use $K(s, t)-h_{M 44}(s, t)$, i.e., use the distance function of M44 to approximate the distance function of MSUB44.

It is easy to show, as follows, that solution paths found for an arbitrary problem instance of MSUB44 using

[^3]$K(s, t)=h_{M 44}(s, t)$ will be of minimal length. If P1 and P2 are any problem graphs such that Pl is an edge subgraph of $P_{2}$ (denoted $P_{1} c_{e} P_{2}$ ), then the distance between arbitrary nodes 5 and f in P 2 is never more than the distance between the corresponding points in $\mathrm{P}_{1}$, i.e., $h_{p 2}(s, t) \leq h_{p_{1}}(s, t)$. Hence using the heuristic function $K(s, t)=h_{p_{2}}(s, t)$ for solving $p_{1}$ it follows that $K(s, t) \leq h_{p}(s, t)$. Hence by the $A^{*}$ admissibility theorem ([Hart, et at. 1968), (Gelperin 1977)) the solution path found is always of minimum length when using $K(s, t)=h_{P 2}(s, t)$ in solving P1.*

As a third case, take MSUP44 as the problem to be solved. Now hMSUPAA(s, 1$) \leq h$ Ma4 $(\mathrm{s}, \mathrm{t})$, hence taking $K(s, 1)=h_{M 44}(s, 1)$ overestimates the distance from s to $t$ in MSIJP44. Instead of using $A^{*}$, however, note that algorithm $L$ can be used to find paths in MSUPAA, although they will not necessarily be of minimum length. (Whether this is important depends on the application.) In general, if P2 $c_{e}$ P1 then an algorithm that finds paths in P2 can also be used to find paths in P1 (assuming the same encoding scheme is used for identifying corresponding nodes in P 1 and P 2 ).

These simple examples illustrate a general approach: given a problem graph P1 to be solved, first identify a problem graph P2 that is an edge subgraph or edge supergraph of P1. We call P1 the given problem and P2 the transfer problem. Then find a way of computing $h_{p 2}(s, t)$. (ln the preceding examples a simple formula for $h_{\text {M } 44}$ was readily evident. When a formula for $h_{P}$. is not evident, we instead attempt to devise an algorifhm for computing the values of $h_{p 2}(s, t)$ by finding a path in P2 from s to $t$ and counting the number of steps in the path. See section 3.) Then use $h_{p}(s, t)$ as a heuristic function for solving instances of $\mathcal{P l}_{1}$ : given a goal node $s_{g}$, whenever $A^{*}$ calls for a value to be assigned to a node ${ }_{5}{ }_{\xi}^{\prime}$ in P1, compule $h_{P 2}\left(s, s_{g}\right)$.

## 3. Example: A Sorting Algorithm Used as Heuristic for the 8-Puzzle

Section 3.1 defines the "9MAXSWAP" graph and shows it to be an edge supergraph of the 8 -puzzle graph. Section 3.2 defines an algorithm, called MAXSORT, for finding paths in the 9 MAXSWAP problem graph. Section 3.3 reports experimental results measuring the performance of MAXSORT when used as the basis of a heuristic distance-estimating function for the 8 -puzzle, and compares this observed performance with those of other known heuristics for the 8-puzzle. This section also proposes and tests another related heuristic for the 8 -puzzle. Section 3.4 reports experimental measurements of how closely the heuristic function based on MAXSORT approximates the distance function of the 8-puzzle. This larger example serves as a non-trivial application and as a vehicle for introducing additional concepts.

[^4]
### 3.1. The MAXSWAP problem

The 8 -puzzle is a one-person game the objective of which is to rearrange a given configuration of eight tiles on a $3 \times 3$ board into another given configuration by iteratively sliding a tile into the orthogonally adjacent empty location, like so:


To apply the present approach (which might be called the "edge subgraph/supergraph transfer" approach) to the 8 -puzzle, first we must identify a suitable edge subgraph or edge supergraph of the 8 -puzzle. Toward this end we note that an 8 -puzzle tile configuration can be considered a permutation of the sequence $1,2_{r \ldots, 9,}$, letting 9 correspond to the hole in the 8 -puzzle, and numbering the nine locations of the 8 -puzzle board in left to right, top to bottom manner, say. Hence the topmost of the four configurations depicted above corresponds to the sequence 398146572

Now we define the " $N$-swap" graph to have $N$ ! nodes, corresponding to the N! permutations of the sequence $1,2, \ldots, N$. An edge connects two vertices of this graph iff the corresponding permutations differ by a single swap. In an obvious way, the behavior of any sorting algorithm which operates by sequentially interchanging pairs of array elements can be mapped into sets of paths in this graph. Taking $N=9$, there is evident a one-to-one correspondence between the nodes of 9-Swap (but not the edges) and those of the 8-puzzle graph.

By noting that the effect of moving a tile in the 8-puzzle graph is to exchange two elements of a 9 element vector, it is easy to see that the 8-puzzle graph is an edge subgraph of 9SWAP. Hence the 8-puzzle can be viewed as a restricted version of permutation sorting, such that every swap must include the largest element (i.e., 9), and that certain swaps are forbidden, depending on the location of the largest element.

If we impose the restriction on sorting $N$-element permutations that every : wap must exchange the largest element, $N$, with some other element, we oblain what might be called trie "N-MAXSWAP" graph. For illustrative purposes, Figure 2 depicts the $4 M A X S W A P$ graph. Note that 8 -puzzle $\varsigma_{e} 9$ MAXSWAP $\subseteq_{e} 9 S W A P$, hence for $h_{\operatorname{gSWAP}(s, t)} \leq h_{\text {gMAXSWAP }}(s, t) \leq h_{g-\text { puzzle }}(s, t)$. Hence ${ }^{\text {s. }}$ the distance functions of both 9SWAP and 9MAXSWAP underestimate the distance function of the 8-puzzle, but that of 9MAXSWAP is a closer approximation of the

8-puzzle's distance function than that of 9SWAP. * We will use 9MAXSWAP as the transfer problem for the 8 -puzzle in this example; next, we must demonstrate the transfer.

### 3.2. The MAXSORT algorithm

We describe now what seems to be a most peculiar way of solving the 8 -puzzle. Given a problem instance, A* iteratively expands nodes in the 8 -puzzle graph and requires that a number be assigned to every new node generated, as the basis for deciding which node to expand next. To obtain each such number we propose to solve an entire instance of 9MAXSWAP using an algorithm defined below, and return a number measuring its performance (in fact, the number of swaps it executes). If solving instances of 9MAXSWAP itself required search, this approach might consume more time than if the 8 -puzzle were solved using breadth-first search. However, the point of this example is that the 9-Maxswap problem is simpler than the 8 -puzzle - one can readily devise an efficient algorithm for it, as follows.

The basis for an algorithm which we call "MAXSORT" (defined by a SAIL procedure in the test ) for finding paths in an N-MAXSWAP graph is the observation that the largest element, N , in the permutation can always be swapped with the element whose proper place in the permutation it occupies, except when $N$ is in the N'th position of the permutation. We illustrate using $N=4$. To sort the permutation $P=2341$ (into 1234), the algorithm first swaps 3 and 4 producing 2431, in which the element 3 now occupies its proper place. Next swapping 2 and 4 puts 2 in its proper place and then swapping 4 and 1 puts both those elements in their proper places and the algorithm terminates. To implement this policy of simply swapping the largest element 4 with the element whose proper place 4 is occupying, MAXSORT uses an internal auxiliary array B, and begins by assigning to $\mathrm{B}[\mathrm{i}]$ the location of element i in the input permutation, i.e., $B[1: 4]=4123$ for the above example. Then MAXSORT simply swaps iteratively $\mathrm{P}[\mathrm{B}[4]]$ with $\mathrm{P}[\mathrm{B}[\mathrm{B}[4]]]$, updating both P and B at each iteration, until the sort is complete, with the followng exception to this rule.

Sorting 4321 using MAXSORT, the first swap produces 1324, but now 4 is in its proper place, and so we must do something other than swap 4 with itself indefinitely. Instead, the algorithm swaps 4 with the leftmost element of $P$ that is not in its proper place, i.e., 3 in this case, and we proceed as before. (Determining this leftmost element is accomplished efficiently - using the variable called avail for bookkeeping, the block named "available-spot-found" is executed at most N/3 times.) So

[^5]each swap executed by MAXSORT moves zero or one new element, other than $N$, into its proper place and never moves an element, other than N , from its proper place. Table 1 shows the current permutation, the contents of the elements of $B$, and the value of the variable avail for each step in the above example.
(Trace this sequence as a path in the graph in
Figure 2.)


Table 1. MAXSORT trace for permutation 4321

To apply MAXSORT as a heuristic for the 8-puzzle, we take $N=9$. Let $K_{M A X S O R T(p)}$ denote the number of swaps executed by MAXSORT given permutation $p$. Then given an 8 -puzzle instance with arbitrary initial node $p$ and goal node $q=123456789$, the function KMAXSORT can serve as a heuristic for the 8-puzzle: we take $K(s)=K_{\text {MAXSORT }}(s)$, obtained for any state $s$ by executing CKAXSORT on $s$ and counting the number of swaps it executes. For example if $p=296134758$ and $q=123456789$, then MAXSORT executes seven swaps when sorting $p$, hence $K(p)=7$. (It happens that $h_{8 \text {-puzzle }}(p, q)=9$ in this case.) For other goal nodes $q$, we compute $K_{\text {MAXSORT }}(p, q)$ by simply using. MAXSORT to sort $p$ into $a$ by first transtorming the instance $(p, q)$ into the canonical form ( $p^{\prime}, 123456789$ ) and then sorting $p^{\prime}$ by MAXSORT. The permutation $p^{\prime}$ is the image of $p$ under the transformation that maps $q$ into 123456789, e.g., if $p=258491367$ and $q=485297361$, then 4 in $p$ becomes 1 in $p^{\prime}, 8$ in $p$ becomes 2 in $p^{\prime}$, and so on, so that $p^{\prime}=4$ 32159786. Note that every swap must include as one of its elements not 9 , but rather the image of 9 under this transformation, i.e., 5 in this example. (The trivial generalization of the MAXSORT code to accomplish this transformation is omitted here for brevity.)

Since 8 -puzzle $\subseteq_{e} 9$ MAXSWAP it follows that
 KMAXSpRI $(s, t)=h_{\text {gMAXSWAP }}(s, t)$ it follows from the $A^{*}$
admissibility theorem that solution paths found using $K_{\text {MAXSORT }}(\mathrm{s})$ as heuristic function for the 8-puzzle are

[^6]of minimal length. * In words, to prove the premise is to show that for any 9 -element permutations $p$ and $q$, the number of swaps executed by MAXSORT in sorting $p$ into $q$ is minimal, i.e., it equals the minimum distance from $p$ to $q$ in the 9-MAXSWAP graph. Instead of attempting to prove this (its relevance beyond the example at hand being minimal), we note that it has been observed that heuristic functions that overestimate distance in a graph often are more efficient than similar functions that always underestimate the true distance ([Doran \& Michie 1966], [Nilsson 1971], [Gaschnig 1977], [Gaschnig 1979]). Hence it may advantageous for efficiency in solving the 8-puzzle if K MAXSORT does not find minimal length paths in 9MAXSWAP, provided that a guarantee of minimal length solution paths in the 8 -puzzle is not mandatory.

### 3.3. Experimental Performance Measurement Results

How efficient is the function K MAXSORT as a heuristic function for the 8-puzzle? To Mind out, we selected randomly a set of over 800 problem instances of the 8 -puzzle, and solved each of these with $A^{*}$ using KMAXSORT as the heuristic function. As a measure of search efficiency, ior each such problem instance ( $s_{r}, s_{p}$ ) we measured the value of $X\left(s_{r}, s_{p}\right)$, the number of nodes expanded before a solution pafh is found to problem instance ( $s_{r},{ }^{s}{ }_{p}$ ) when using $K_{\text {MAXSORT }}$ as a heuristic function with $A^{*}$. This sample of problem instances is identical to the one used in [Gaschnig 1977] and [Gaschnig 1979], as is the experimental procedure followed, hence those results and the present results are comparable. The problem instances ( $s_{r}, s_{p}$ ) in this sample are grouped logether according to the value of $h\left(s_{r}, s_{g}\right)$, the length of a minimum length path in the graph from $s_{r}$ to $\mathrm{s} g$.

Figure 4 plots the observed values of XMEAN(N), the mean number of nodes expanded as a function of depth of the goal node (i.e., the mean over all instances ( $s_{r}, s_{f}$ ) in the sample such that $h\left(s_{r}, s_{p}\right)=N$. Superimposed $f_{h}$ Figure 4 for comparison purposes are the analogous experimental data reported in Figure 1 of [Gaschnig 1977] and [Gaschnig 1979] for three particular 8-puzzle heuristic functions there called $K_{1}, K_{2}$, and $K_{3}$. Figure A shows that KMAXSORT is slightly better than $K_{1}(s)$, which computes the number of tiles out of place in tile configuration $s$ with respect to the goal node. Figure 4 shows also that KMAXSORT usually expands many more nodes than do $\mathrm{K}_{2}$ or $\mathrm{k}_{3}$.** So it turns out that ${ }^{2}$ MAXSORT is a refatively inefficient heuristic for the 8-puzzle, compared with these other known heuristic functions, but inspection of Figure 4 reveals that it expands far fewer nodes in solving the 8-puzzle than does breadth-first search.

[^7]
## 4. Analysis of Distance Function Approximation

The experimental results in Figure 4 pose a challenge: why is KMAXSORT a relatively inefficient heuristic for the 8 -puzzle, and is it coincidental that its performance is comparable to that of $K_{j}$ ? One approach to answering such questions is to determine how closely $K_{\text {MAXSORT }}(s, t)$ approximates $h_{8-p u z z l e}(s, t)$. Figure 5 plofs experimental measurements of the range of KMAXSORT's estimates of distance to the goal node in the 8 -puzzle vs. the actual distance to the goal. KMIN(i) is defined with respect to K MAXSQRT to be the minimum value of KMAXSORT( $s, t$ ) over an node pairs ( $s, 1$ ) such that $h(s, t)=1$, and similarly $\operatorname{KMAX}(i)$ is the maximum of these values. Hence $K M I N(i)$ and $\operatorname{KMAX}(i)$ bound the values computed by KMAXSORT for nodes that happen to be distance i from the goal. The data plotted in Figure 5 were recorded during the same experiment represented in Figure 4, in the following way. The value of $K_{M A X S O R T}\left(s_{r}, s_{g}\right.$ ) was recorded for each problem insfance ( $\left.s_{r}, s_{p}\right)^{8}$ in the sample set. The value of $h\left(s_{r}, s_{p}\right)$ equals the length of the solution path found, which is of minimum length since $K_{\text {MAXSORT }}$ underestimates distance in the 8-puzzle graph. In addition we measured the value of KMAXSORT $(5,5 \mathfrak{g})$ for each node s along the solution paff found for ${ }^{\mathfrak{g}}$ each problem instance in the sample set. Since the solution path found is of minimum length, the value of $h\left(s, s_{g}\right)$ is known for each such node s. In all, Figure 5 rebresents over 10,000 distinct observations of $K_{\text {MAXSORT }}(s, t)$ vs. $h_{8 \text {-puzzle }}(s, t)$. Superimposed for comparison in Figure 5 are analogous experimental meacurements of KMIN(i) and KMAX(i) for $K_{1}$, Iaken from Figure 2 in [Gaschnig 1977] or [Gaschnig 1979].

Figure 5 shows both that KMAXSORT is a poor approximation of $h_{8 \text {-puzzle, }}$, and that fhe approximation is only slightly better than that of $\mathrm{K}_{1}$.

## 5. Discussion

We have described a general principle of problem similarity for path-finding state-space problems -- the edge subgraph and edge supergraph relations. We have demonstrated, using the 8 -puzzle as case study, how this principle of "edge subgraph/supergraph transfer" can be exploited to aid in devising a heuristic function for a given problem, by transferring a heuristic from an "easier" problem to a related "harder" one. We have measured experimentally the efficiency of the resulting heuristic function devised for the 8 -puzzle, demonstrating at least a limited practical utility.

These first results leave many questions unanswered. Our intention here has been merely to introduce the idea for further consideration. Hence the remainder of this discussion focusses on extensions to the present efforts.

Additional insight might be obtained by applying the transfer approach to additional problem graphs, including some in which the transter problem is an edge subgraph of the given problem instead of an edge supergraph, as in the 8-puzzle case study. In particular, we note of the 8-puzzle case study that a transfer problem (9MAXSWAP) was readily apparent, that an efficient algorithm for 9MAXSWAP was readily devised, and that this algorithm proved to be a relatively inefficient heuristic function for the 8 -puzzle. How formidable these hurdles are for
other problems remains to be determined.
Another objective is to attempt to devise for the 8-puzz!e another transfer problem which is a closer approximation to it than is the 9MAXSWAP graph, that is to identify a problem graph that is an edge supergraph of the 8 -puzzle and an edge subgraph of 9MAXSWAP.

It may be interesting to apply this transfer concept in reverse fashion: given a particular heuristic function for a given problem, identify the graph to which it is equivalent. For example, one might attempt to determine whether a graph corresponding to the $\mathrm{K}_{1}$ function is an edge supergraph of the 9MAXSWAP graph, or to identify a graph corresponding to the function $K_{2}$ A theory about the equivalence of problem graphs and heuristic functions along these lines is conceivable.
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Figure 1. A "Manhattan street pattern" graph and two varianta thereof
Note that MSUB44 \& M44 \& MSUP44



Figure 4 Mean number of nodes expanded vs. depth of goal A* search of the 8-puzzle, comparing heuristic KMAXSAP and $K_{\text {WMAXSWAP }}$ with heuristic: $K_{1}, K_{2}$, and $K_{3}$ 40 problem instancer for mosl values of $N$
760 to 895 algorithem executions per heuristic function
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Figure 5
Heuristic estimate of distance to goal ve. aclual distance 8-puzzis heuristic KMAXSWAP (solicl) compared with heurislic $K_{1}$ (darh)

# PRELIMINARY PERFORMANCE ANALYSIS OF THE PROSPECTOR CONSULTANT SYSTEM FOR MINERAL EXPLORATION 

John Gaschnig<br>Artificial Intelligence Center<br>SRI Internationa<br>Menlo Park, CA 94025


#### Abstract

To demonstrate that the performance of an expert knowledge-based system is comparable to that of the experts it emulates, it is useful to subject the system to an appropriate objective evaluation. The Prospector consultant system is intended to aid a geologist in evaluating the mineral potential of an exploration site. Here we report the results of a preliminary performance analysis of three Prospector ore deposit models. Using data from known deposits as test cases, we compare the system's performance in detail with analogous target values supplied by the model designer based on the same input data. These calibration results measure how well a model embodies the model designer's intentions, and identify particular sections of a model that would benefit from revision. We discuss limitations of the present experiments and future work. Put briefly, we report how work-a-day performance analysis instruments can accelerate the model design and refinement process in expert systems.


## 1 Testing Prospector Models

Performance analysis of exert systems can serve several useful purposes: (1) to demonstrate objectively and convincingly that the competence of a system is (or is not) comparable to that of the experts it emulates; (2) by exposing the inner workings of a complex system and knowledge base, to aid the ongoing efforts of the system implementors to achieve a level of performance that merits a formal evaluation by outside experts. Performance analysis techniques can be applied to systems of diverse domains of expertise, such as medical diagnosis (e.g., [10]), speech understanding (e.g., [6]), and game playing (e.g., [4]). In this paper we report another instance of the performance analysis of an expert system - the Prospector consultant system for mineral exploration. The present work emphasizes the work-a-day use of performance analysis as an aid to system implementors in refining a knowledge base. The performance data provide an objective, detailed, quantitative measure of the current performance of a model, and pinpoint those sections of the model that are not performing exactly as intended, thereby establishing priorities for future revisions. Hence besides reporting specific experimental results for the Prospector system, the present work provides an example of an experimental methodology that may be adapted to (or improved upon in adapting it to) other expert systems.
The Prospector system is intended to emulate the reasoning process of an experienced exploration geologist in assessing a given prospeot site for its likelihood of containing an ore body of the
type represented by the model he or she designed [2] [3]- Like other rule-based expert consultation systems (e.g., [8], [5], [7]), Prospector engages the user in a dialogue, accepting volunteered observations and prompting the user with questions about relevant factors not volunteered. Here we report the results of preliminary performance measurement experiments for a Prospector ore deposit model concerning porphyry copper deposits (denoted PCDA).

The basis for a Prospector computation is a set of ore deposit models formulated by expert economic geologists. We perform a separate evaluation for each model. In this paper "Prospector" always means the Prospector system executing some particular model.

## 2 Experimental Methodology

We wish to compare Prospector to human geologists in terms of the accuracy with which the presence or absence of a particular type deposit at a particular location can be predicted, but there exist no standard quantitative measures of human performance. Lacking an absolute scale of comparison, we employ instead a relative scale; our principal objective here is to measure how closely Prospector's conclusions agree with those of the model designer.

To compare Prospector's conclusions with those of its model designer, we ask the model designer to express his or her conclusions on the same -5 to 5 certainty scale used by Prospector. This scale measures degree of subjective certainty: the value 5 indicates absolute certainty that a
geological characteristic is present or that a final or intermediate model conclusion is true; -5 indicates absolute certainty that a characteristic is not present or that a conclusion is false; zero indicates no information; values between 0 and 5 and between 0 and -5 denote degrees of uncertainty. Values on this subjective certainty scale map (in a piece-wise linear, one-to-one onto fashion) to probability values, which are used exclusively for computation purposes. (Prospectors reasoning about uncertainties is based on a modified Bayesian probability updating scheme [1]; see [9] for a description of the subjective certainty scale used in MYCIN.) Since Prospector models have a hierarchical structure, we wish to compare both Prospector's overall conclusion and its major subconclusions with those of the model designer.

The test sites chosen here are all exemplars of the PCDA model. The experimental procedure is as follows: (1) for each test site, the model designer completes a questionnaire listing all the questions (about geological characteristics of the test site) asked by the model; (2) for each such input data set, the model designer assigns to each of several major sections of the model a target certainty value, expressing his Judgment as to the extent to which the conclusion represented by that section is established for that test site; (3) Prospector is run once for each input data set, and the final certainty values assigned to each node in the model are recorded; (4) these raw performance and target values are analyzed in ways described subsequently.

Additional details about the experiment methodology are given in [2]. The fact that all the present test cases are exemplars of their respective models, and the fact that the model designer supplied the input data concerning the test cases, are limitations; the present tests are more necessary than sufficient conditions for good performance. Despite these limitations, the preliminary results reported in subsequent sections have proved useful in the ongoing model refinement process.

## 3 Performance Analysis of the PCDA Model

We now evaluate one version of a model for a class of porphyry copper deposits (PCDA) designed by Prof. Marco Einaudi of Stanford University. Input data was available for three test cases, namely the known deposits called Yerington (Nevada), Bingham (Utah), and Kalamazoo (Arizona). Prospector scored 4.769, 4.721, and 4.756, respectively for these three sites, indicating acceptable performance of the PCDA model (since these three sites are considered examples of the PCDA model).

The target certainty values assigned by Prof, Einaudi for calibration purposes are given either in the form of a single number (on a -5 to 5 scale), or as two numbers establishing an upper and lower bound on a certainty interval. The estimates are listed in Table 1 on the left, with the scores as determined by execution of Prospector recorded on the right. For brevity, Table 1 lists data only for the Yerington deposit. The symbols PCDA, FPTS, FRE, etc., in Table 1 denote nodes in the PCDA model hierarchy corresponding to major sections and subsections of the model (indicated by indentation).

Table 1. Prospector Scores for Several Levels ofthe PCDA Model - Yerington Deposit

| Name of | Einaudi's | Prospector |
| :--- | :--- | :--- |
| Model Node | Estimate | Score |
| PCDA | 4.5 to 5.0 | 4.769 |
| FPTS | 4.5 to 5.0 | 4.528 |
| FRE | 4.5 | 4.540 |
| FPCDAIS | 4.5 to 5.0 | 4.787 |
| FCDS | 5 | 4.524 |
| FIS | 5 | 4.744 |
| FAMR | 4.5 to 5.0 | 4.225 |

In most cases shown in Table 1 Prospector agrees very closely with Prof. Einaudi's estimate. Conclusions about these data can be expressed quantitatively by first identifying the values in Table 1 with a concise notation, then defining a simple formula for the relative error of Prospector in predicting Prof. Einaudi's estimates. We let $C(X, Y, Z)$ denote the certainty score given to model node $Z$ by agent $X$ for site $Y$, where $X$ denotes Prospector or Einaudi. For example, C(Prospector, Yerington, FPCDAIS) - 4.787. When Einaudi are an interval of certainty values instead of a single value, we use the midpoint of the interval as the value of $C$. Then an error measure is given by

C(Einaudi, Y, Z) - C(Prospector, Y, 2)
$E(Y, Z)=$

C(Einaudi, Y, Z)
For example, $\mathrm{E}($ Yerington, FPCDAIS$)=(4.75$ 4.787) / $4.75=-.008$, meaning that Prospector's prediction is accurate to within $0.8 \%$ in this case. Supplementing Table 1 with analogous data for the Bingham and Kalamazoo deposits, we oan compute the value of E for 3 * $7=21$ different instances. For 5 of the 21 data points Prospector predicted Einaudi's estimate to within $1 \%$, while 15 of the 21 data points show agreement to within 10\%. The grand average over the 21 data points is $10.3 \%$. For convenience, we list these 21 values of $E$ in Table 2, expressed as percentages. In Table 2, "Average" denotes the average of absolute vales.

Table 2. Relative Error (E) of Prospector Scores as predictors of Einaudi's Estimates (derived from data in Table 1 and analogous datal

|  | Yer. | Bingham | Kal. | Average |
| :---: | :---: | :---: | :---: | :---: |
| PCDA | -.3\% | -4.98 | -11.9\% | 5.78 |
| FPTS | 4.7 | -18.6 | -4.7 | 9.3 |
| FRE | -. 9 | -13.6 | 49.0 | 21.2 |
| FPCDAIS | -. 8 | . 4 | -. 9 | . 7 |
| FCDS | 9.5 | 51.9 | 5.6 | 22.3 |
| FIS | 5.1 | 5.1 | 5.1 | 5.1 |
| FAMR | 11.1 | 5.6 | 5.6 | 7.6 |
| Average: | 4.1 | 14.3 | 11.8 | 10.3 |

Note that the average data in the rightmost column suggest the FRE and FCDS sections as candidates for model revisions. More extensive data and interpretation are found in [2].

## 4 Conclusions and Future Work

We have applied a simple experimental methodology for measuring quantitatively the performance of Prospector ore deposit models in some detail. The results indicate that the PCDA model reflects fairly faithfully the Judgments of its designer. Although covering a limited number of cases that include only exemplars of the model, these performance analysis results prove useful in identifying particular sections of a model that would most benefit from "finetuning", hence establishing precise priorities for model revisions. Directions for future work include analogous experiments on additional cases, sensitivity analysis of input data and rule strength values, and incorporation of performance analysis into Prospector's explanation system.
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#### Abstract

Consultation is a method widely used in computer centers for helping people to use unfamiliar computer systems or languages. Unfortunately, consultants are scarce, expensive, and often unavailable when needed. Thii paper describes the implementation of an automated consultant for MACSYMA, called the Advisor.

The Advisor's implementation is based on the assumption that the MACSYMA novice behaves in accordance with a standard heuristic problem solving algorithm, called MUSER. This assumption is supported by a body of data on the problem solving behavior of MACSYMA users. In solving his problem, the user implicitly generates a goal-subgoal graph, called a "plan". The plan is a direct proof that the commands used actually achieve the goal (in terms of the user's beliefs), and the problem solving algorithm constitutes a grammar for such plans.

The key to the consultation process is the analysis of the user's plan. First, the plan is reconstructed by a combined process of dialogue and automatic plan recognition, and then the underlying beliefs are checked for errors. Because of the MUSER model, the Advisor is able to diagnose not only standard errors but also more general misconceptions.


## 1. Introduction

Consider a person trying to solve a problem with a cornput er system he docs not fully understand, and assume that he has encountered a difficulty due to his lack of knowledge of that, system. For example, he might be unaware of the capabilities available or not know the names of its commands, or he might get an unexpected result he cant explain. The simplest way for him to acquire just the information he needs is to ask a consultant for help. Then, armed with the consultant's advice, he may surmount the difficulty and solve, the problem. Consultation is a method widely used in computer centers as well as in domains like business, law, and medicine; and, as computer technology becomes more pervasive and computer systems more complex, the need for consultation will grow. Unfortunately, human consultants are scarce, expensive, and often unavailable when needed. This paper describes the implementation of an automated consultant to fill this need.

The type of difficulty described above can be called a resource usage difficulty to distinguish it from a difficulty inhering in the problem or a difficulty in learning about the resource without a specific problem in mind. A resource usage difficulty is one which is encountered in trying to solve a problem using a resource and due to the problem
solver's lack of knowledge of that resource. The consultant's task is to remedy the deficiency in the user's knowledge underlying a resource usage difficulty.

The hardest resource usage difficulty to handle is a violated expectation which the user can't explain. In other cases, the deficiency in the user's knowledge is implicit in his question, and the answers can simply be looked up in a data base (e.g. "how do 1 invert a matrix?" or "what are the arguments to MAP?"). In the case of an unexplainable violated expectation, even the user is unaware of the nature of his "misconception". The consultant's first step, therefore, is to identify this misconception, after which he can generate his advice.

The method described here for the identification of the user's misconception is based on the assumption that the user's actions are "rational", i.e. that he has some "plan" for achieving his goal. This plan explains why he chose the commands he did in terms of his beliefs about the input-output specifications of those commands. The key to the identification of the user's misconception is the reconstruction and debugging of this plan.

The plan reconstruction procedure is based on the assumption that the user of a complex resource behaves (up to ordering of strategics) in accordance with a stand-
and heuristic problem solving procedure, called ,MUSER. MUSER is a largely domain independent problem solver with the ability to invoke domain dependent methods when necessary. In solving a problem the user implicitly generates a graph of goals and subgoals, in accordance with this algorithm. MUSER is guaranteed to produce only correct solutions (given a correct data base), and so this goal-subgoal graph constitutes a direct proof that the user's commands achieve his goal (in terms of his beliefs). In the consultant described here, the notion of the user's plan (as proof) is identified with the goal-subgoal graph of his solution.

With this view, plan reconstruction is a complex "parsing" problem, in which the user's actions are the "sentences" and in which the MUSER algorithm is the "grammar". The plan reconstruction process consists of heuristic suggest ion of partial parsings together with forward and backward symbolic evaluation of the problem solving procedure to filter these suggestions. Some of the partial parsings are suggested by the patterns in a library of freqiir.iit.ly recurring errors. Others arc suggested by correct facts about MACS YMA and the structure of the MUSER model. Although the recognition of standard errors plays a large part in effective consultation, it is possible to reconstruct plans containing misconceptions using just the MUSER model and correct facts about MACSYMA.

The method of consultation is exemplified by an automated consultant for MACSYMA novices, called the Advisor. It is a program distinct from MACSYMA, with its own separate data base and expertise. The Advisor accepts a description of a resource usage difficulty from its user and generates advice tailored to his need. Eventually, the Advisor should be able to converse in English, however, at present, all communication is conducted in the Advisor's LISP-likc data base language.

This does not mean that the consultation technology described here is in any way restricted to MACSYMA. Consultation is useful in any situation where the user of a resource must do some problem solving with partial know ledge of the resource. The Advisor could equally well be applied to any complex, interactive computer system, such as a text editor, a document production program, or a data base query system.

## 2. An Example of a Resource Usage Difficulty

As a concrete example of a resource usage difficulty, con-
sider the MACSYMA interaction and consultation session shown in figure 1 . The command lines (e.g. C 6 ) are typued by the user; the display lines (c.g. D6) are M $\Lambda$ CSY'M ${ }^{\prime}$ 's response. 1 command line may be terminated by a ";" or a " $\$$ "; if the latter is used, the display line is suppressed (c.g. C7). Expressions are entered in lincar form (c.g. (3-2*7)/7); ":" is the assignment operator; and other commands are applicd using functional notation (c.g. R $\wedge$ TSIMP(D1)). Parentheses delimit compound statements.
(C6) RATSIMP(D1);
$(-3 X-3) 7+X^{2}+3 X$
(C7) ( $\wedge: \operatorname{COEFF}(\mathrm{D}), \mathrm{X}, 2), \mathrm{B}: \operatorname{COFFF}(\mathrm{D} 0, \mathrm{X}, 1)$, C:COEFF $(D 6, X, 0)) \$$

(D8) 0
(C9) HELP()S
User: I was trying to solve $D 6$ for $X$ and I got 0 .
Advisor: Did you expect COEFF to return the coeflicient of $D G$ ?

User: Yes, docsn't it?
Advisor: COFFF(FXP,VAR, POW') relurns the correct cocfficient of $V \Lambda R^{P O W}$ in $E X^{\prime} P$ only if $E X P$ is expanded with respect to $V A R$. Either expand first and then use COEFF or use RATCOEF.
Uscr: Ok, thanks. Byc.
Fig. 1- An example of M $\wedge$ CSYMA consultation
In (his example, the user's difficulty was due to his "misconception" that COEFF always returns the coefficient of its argument. This misconception gave rise to the erroneous use of COEFF in line C7 without a preliminary expansion of DG. However, the user didn't observe (his "bug" until the zero appeared in line D8. Being unable to explain the violation of his expectations, the user then appealed to the on-line consultant for help.

One common suggestion for eliminating such difficulties is to switch the names COEFF and RATCOEFF. One reason (his hasn't been done is that COEFF is much more efficient than RATCOEFF; by giving COEFF the more common name, the hope is that users will try the more efficient command first. Even if they were switched, not all problems would be eliminated. For example, a user who wants to solve a polynomial over a polynomial domain would need a version of COEFF with the present
semantics; seeing a command called COEFF he might believe that it does what he wants and would get the wrong answer. So long as there are commands with different interpretations depending on the the type of problem the user is trying to solve, there will be violated expectations and a need for consultants.

## 3. The MUSER Model and Plans

In order to discover the misconception underlying the user's violated expectation, it is first necessary to know why he expected it. The user must have had in his mind some argument explaining how his particular sequence of commands was structured to achieve his expectation. For single commands, an adequate explanation is simply a belief about the command involved. For a sequence of several commands, the explanation requires an enumeration of the intrinsic properties of the individual commands together with an argument showing how they co-operate to achieve the expectation A plan is a formalization of this notion of co-operation, essentially a formal proof that the command sequence results in the expectation.

This view of plans raises two questions. How does one charact crize plans, i.e. is there any syntax for or constraint on plan structure? Second, how does the Advisor acquire knowledge of the user's plan and how is it debugged? The an swer to the first question is given as a formal model for the problem solving behavior of the MACSYMA novice. The Advisor's techniques for plan reconstruction and debugging are described in the sections thereafter.

### 3.1 The MUSER Model

In solving problems MACSYMA novices do not randomly explore all possible combinations of commands. In fact, the analysis of more than a hundred problem solving sessions supports the conjecture that novices act in accordance with a standard heuristic problem solving procedure called MUSER. The differences between users stem from differences in their knowledge of MACSYMA and their ordering of strategies. The strategics themselves seem to be common.

The MACSYMA user typically has a mathematical problem he is trying to solve and approaches MACSYMA for its powerful abilities at algebraic manipulation. Thus, in any MACSYMA problem, there are two distinct domains involved, viz. mathematics and MACSYMA. In the MUSER model, knowledge about these domains is grouped into three categories (see figure 2). The "Task Environment" is a body of mathematical facts and procedures; the "Static Model of MACSYMA" contains the input-output specifications of MACSYMA's commands; and the "State Description" is a data base of facts about the current MACSYMA (such as variable bindings and function definitions). The MUSER problem solver is a domain independent procedure which accepts a problem statement in a domain independent formalism similar to predicate calculus and produces a sequence of MACSYMA commands that solves it. In doing so, it utilizes the facts stored in the data bases and implicitly generates a goal6ubgoal graph, or "Plan".


Fig. 2-MUSFIR's data slructures

The MUSER problem solver is guaranteed to produce only correct Rotations (given a correct data base), and so this goal-subgoal graph constitutes a direct proof that the commands achieve the goal (in terms of the facts in the data bases). Any errors in a solution must derive from incorrect entries in one of the data bases. A resource usage difficulty often arises due to an error in the user's static model of MACSYMA, and the purpose of consultation is to correct such errors.

The MUSER problem solver is represented as a "parameterized procedural net", or PPN. A PPN is a hierarchical network of actions at varying levels of detail in which each action node has associated with it sets of input and output objects and sets of 'prerequisites" and "postrcquisitcs" (conditions which must be true for the action to succeed and those which become true after its execution). In the procedural nets described by Sarerdoti [Sacerdoti), each action node is described in terms of specific objects in the world being modeled. In a parameterized procedural net, the flow of data into and out of an action is described in terms of the inputs and outputs of other actions without naming any specific real world objects Thus, a PPN is a kind of partial program. Except for its hierarchical character and the explicit rep* resentation of prerequisites and postrequisitcs, this formalism is similar to the dataflow graphs described by Dennis [Dennis).

Figure 3 shows a very small fragment of the MUSER PPN The square boxes represent problem solving methods at varying levels of detail Methods at different levels are connected by vertical "supergoal-subgoal" links. Links with crossbars denote conjunctive subgoals; those without, denote alternativesugbgoals. The rounded boxes represent data base assertions In order to simplify the presentation and emphasize their hierarchical character, PPNS are drawn here as trees without control or dataflow links and with various problem solving methods duplicated (e.g. "Obtain an object"). In looking at such abbreviated diagrams, the reader should bear in mind that the action nodes are. actually interconnected through their inputs and outputs and through their prerequisites and post requisites

Each problem solving method in MUSER satisfies a particular type of goal by a particular method or a choice of methods. For example, the goal of "Obtain an object" is to "obtain" the object specified as its argument (either to print it out or pass it as argument to a function). In

MACSYMA one can do this cither by finding an already computed expression (the "Find a variable" method) or by constructing one anew (the "Construct an object" method).

In the "Find a variable" method, MUSER searches its data base to find a variable with the goal as value and then evaluates it. In the terms used in figure 3, it looks a variable $v$ such that $\operatorname{Val}(v)=g$, where $g$ is the specified goal.

The "Fetch" method is MUSER's data base access function It searches the data base for a fact of the form specified in the assertion attached to it. (This includes more than exact matches. "Fetch" employs a fast but limited inference algorithm [Gcnescrcth 1977) to do property inheritances and set intersections as well.) In this case, the goal $g$ would be supplied as an input to "Fetch" and the variable $v$ would be returned as output.

The "Action" method is MUSER's way of executing a command in MACSYMA. Given a command and a set of objects as inputs, "Action" will cause MACSYMA to call the command with the objects as arguments and will return an internal representation of the answer as its output. In the case of "Find a variable", the command is MACSYMA's evaluator MEVAL.

The alternative to obtaining a pre-computed object is to construct a new one. The goal of the "Construct an object" method is to produce an object defined as /(a). The strategy is to search the data base for a command c which computes /, given preconditions $p$ on the argument and general prerequisite $q$, as shown in figure 3 . The outputs of "Fetch" are the command $c$, the preconditions $p$, and the prerequisite q. Having found such a command, the method then obtains the argument $a$ in a form that satisfies $p$, achieves $q$, and executes the command. The extension to multiple argument functions is straightforward.

The arguments of a function are obtained by the "Obtain arguments" method If a particular argument must satisfy a precondition, MUSER uses the "Obtain and Convert" method If not, it simply calls "Obtain" recursively.

The strategy of "Obtain and Convert" is to obtain the argument and then transform it to satisfy the precondition. In doing so, it searches for a suitable transformation, achieves its prerequisites/and applies the transformation, as shown.


Fig. 3-A fragment of the MUSER Model


Fig. 1- The domain dependent method SOLVEQD

The full MUSER model is considerably larger than the small fragment shown here (see [Gcncsercth 1978]). In addition, MUSER has the ability to invoke domain dependent procedures when appropriate. As MUSER generates each subgoal in solving a problem, it searches its data base for any domain dependent methods with a matching goal. If a procedure is found, it is used just as if it were a method in the MUSER model. As an example, consider the procedure SOLVEQD shown in figure 4. SOLVEQD computes the coefficients of the quadratic and then plugs the results into the quadratic formula. If MUSER needed to obtain the root of a quadratic, it would find SOLVEQD and invoke it with the corresponding "Obtain an object" method as supergoal.

### 3.2 Plans

A plan is the result of executing a parameterized procedural net. with particular bindings for the parameters. More formally, a plan is a PPN in which all network objects are bound to real world objects, all parent-child cycles have been eliminated by copying, and all disjunctions have been resolved Additionally, a plan includes pointers to all data base assertions accessed in constructing it.

Figure 5 shows a plan for computing the coefficient C1G6 of $X$ in an expression G6. The data base documents that the COEFF command computes the coefficient of an expression so long as it is expanded. In trying to obtain the argument in expanded form, MUSER finds that the EXPAND command returns an expanded version mathematically equivalent to its argument. Hence, EXPAND is called on the value of DO, and the result (GE) is passed as argument to COEFF. Note that this plan is completely correct, unlike the user's plan in figure 1.

## 4. Overview of the Consultant

In handling a violated expectation, the Advisor'6 first step is to reconstruct the user's plan. When the Advisor is called, it has a data the relevant sequence of MACSYMA commands; and, if the user has not already supplied it, the Advisor obtains from him a statement of his overall goal. The commands are assumed to represent the fringe of a plan in whirh the root is the user's goal. The purpose of plan reconstruction is to fill in the intervening structure.

The Advisor's plan reconstruction procedure has three parts The first step is to convert the user's actions into a
single-level dataflow graph. The second step is mechanical plan recognition. In principle, the plan could be obtained by asking the user to describe in detail how he intended to achieve his goal However, human consultants are able to bypass most and sometimes all such questioning, and it would be preferable if the Advisor could do as well. Furthermore, in practice the user often won't know what terms to use in describing his intentions, or the description might be too tedious for his patience to bear Therefore, to be effective, a consultant must reconstruct as much of the user's plan as possible with as little questioning as possible. The third phase of plan acquisition is user interrogation When the Advisor's plan recognition procedure fails to produce a complete plan, the Advisor tells the user what it has figured out and asks for help.

The plan recognition procedure is a heuristic "parsing" procedure that searches the. partially reconstructed plan for plan fragments (from its "Plan Library") or error fragments (from its "Error Library"). Since the user's plan is assumed to be an instantiation of the MUSER model, the Advisor also uses the MUSER model as data in inferring further struct ure. All possible parsings are simultaneously explored until a single plan is found that ties the user's goal to his dataflow graph. The first such "parsing" of the graph to be found is tentatively adopted by the Advisor as the correct plan If at some later 6tagc the Advisor finds that its < entative plan does not correspond with the user's, the Advisor eliminates it from consideration and searches for another parsing. In some cases, the recognizer can rule out potential plans by checking the component data base assertions against its model of the user's beliefs. If the tentative plan includes a misconception the U6cr is known not to possess, the plan is rejected and another sought. In the episode shown in figure 1, the Advisor was able to reconstruct the plan shown in figure 6 In comparing this plan to the one shown as figure 5 , note the different data base assertion about the command COEFF and the resulting use of the "Obtain" method instead of "Obtain and Convert".

Once the Advisor has a version of the user's plan, it tries to identify the misconception. The first step in doing this is to acquire a suspicion of what might be wrong. Suspicion can be aroused either by recognition of some standard error in the user's plan or by a general model debugging process Once a suspicion is aroused, the Advisor confirms that it is a misconception by asking the user whether or not he believes it In the example, the Advisor found that


Fig. 5 - Plan to compute the coefficient of an exprescion


Fig. 8 - The plan for the MACSYMA sersion shown in Fig. 1
the assertion about COEFF in the reconstructed plan was incorrect and then asked the user whether he believed it.

Once a misconception has been identified, the Advisor corrects it and generates advice In the current implementation all standard errors have scripts associated with them. When such an error is detected and confirmed, the script is recited to the user. These scripts arc prepared by (he Advisor's programmer and contain all the necessary directions. In other cases, the Advisor follows a more general procedure.

In this more general procedure, correcting the misconception is easy, the user is simply told that his misconception is wrong. If there is a corresponding correct fact about the command or variable involved, this information is then supplied. In this example, the user was first told the correct information about COEFF.

Unfortunately, simply relating the correct information about the wrong command doesn't always help the user find the right command or option. Misconception correction is intended to improve the user's knowledge about the command or variable used. Helping him to useful information to achieve the goal involved is the purpose of the "misconception alternative" step of advice generation. In order to find an alternative, the Advisor executes (on its own data base) the same "Fetch" call with which the user retrieved his misconception (as indicated in the plan). If it succeeds, the information is conveyed to the user, as in the example If it fails, no further action is taken In either case the Advisor considers its work done and the episode ends.

## 5. Summary

The Advisor is implemented in MACLISP and consists of about $T \geqslant 0$ pages of very compact code, including the data base manipulation routines and the MUSER problem solver but not counting the data base about MACSYMA. (At the moment the data base includes information about a few dozen commands only.) As mentioned earlier, there is no natural language interface. Preliminary testing of the system by hand translating consultation sessions into the Advisor's internal language shows that the major shortcoming arc its lack of knowledgcof the task environment (mathematics) and the weakness of the MUSER model. A full description of the implementation and the theory on which it is based can be found in [Genesereth 1978]'

The important contributions of this research are (1) its emphasis on the need for consultation in any sufficiently complex domain and (2) its consultation technique. In general, a consultant is necessary whenever one is faced with a problem solving situation in a domain one docs not fully understand. The lack of knowledge may be incidental, as it is when the domain or device is fairly simple but time constraints make it impossible for the U6cr to learn all that is necessary (e.g. using a calculator or oscilloscope). Or it may be essential, as when the domain is very complex and the user can't possibly learn everything (eg. MACSYMA).

The implementation described here is based on the belief that a good consultant must possess not only substantial knowledge of its material but also a good model of its user's knowledge. The key point of the paper is that plan reconstruction and analysis is a good way to gain this user model. The consultant described here utilizes a formal domain-independent problem solving model as a grammar for plan reconstruction. Although the Advispr also uses an error library, the plan grammar allows it to diagnose bugs it has not previously encountered. This not ion of a person's "plan" for solving a problem is central to consultation and should prove useful for man-machine interaction in general.
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#### Abstract

A method of detecting and measuring objects for the purpose of representing three-dimensional outdoor scenes, using data such as that obtained from stereo vision or from a scanning laser rangefinder, is described. Objects are approximated by ellipsoids. Segmentation of the objects from the background and from each other is done by finding the ground surface, forming a preliminary segmentation by clustering the points above the ground by more than a threshold, fitting ellipsoids to match these clusters and to avoid obscuring the other points, and adjusting the clusters according to the fits. The method is designed to produce results useful for obstacle avoidance and navigation in an exploring vehicle, such as a Mars rover. An example is given showing results obtained from a stereo pair of pictures of Mars from the Viking Lander.


## 1. Introduction

In a previous paper [11 a stereo vision system and its possible use in an exploring vehicle was described. This paper describes further work towards a complete system for an exploring vehicle, specifically, the use of three-dimensional data for the detection of objects and the measurement of their position, size, and approximate shape. Although the three-dimensional data could be obtained from a laser rangefinder, the object detector is designed to be tolerant of errors in this data, such as mistakes produced by incorrect matches in stereo vision data and poor accuracy of distances from stereo.

Many approaches are possible In describing the shapes of objects. For example, generalized cones [2] can be used to describe complicated objects. However, in some cases the resolution of the data is insufficient to produce detailed information about the shape. In other cases, the objects are so irregular as to make such detailed descriptions very difficult. However, in such cases information about the position and size and some crude information about the shape may still be quite useful. For example, for obstacle avoidance in a roving vehicle, this sort of information is adequate. Furthermore, this sort of information for each object in a large scene containing many objects amounts to quite detailed information concerning the whole scene, and thus it would be useful for navigation.

[^8]For these reasons, and because of its convenient mathematical properties, here each object will be approximated by an ellipsoid. By "object" we do not necessarily mean an actual physical object, but merely a portion of the scene that can be reasonably approximated by an ellipsoid. Thus, if we use as an example a vehicle exploring Mars, an object may be a single rock on the Martian surface, two or more adjacent rocks, or merely a bump in the ground. Also, an L-shaped physical object might be represented as two objects.

This ellipsoidal representation should be quite appropriate for representing rocks on Mars, because rocks probably tend to resemble more nearly ellipsoids than any other simple shape. However, it could also be used to represent cars in a parking lot or trees in a field, for example, especially in aerial photographs where the resolution may be poor compared to the size of the objects, and in other cases where precise object description or recognition is not necessary but rather an overall description of the scene is desired.

The stereo vision processing or laser rangefinder results in data representing the three-dimensional position of a large number of points distributed over the scene. The first step in the processing of this three-dimensional data is to find the ground surface. A method of doing this was previously described [II In general, an entire scene would be partitioned into small areas, in each of which the ground would be approximated by a plane or paraboloid. Then points which are above the ground by a sufficient amount (depending on the computed accuracy of the points, the roughness of the ground, and the minimum size of object that is of interest) are candidates for points on objects.

These above-ground points are clustered to produce preliminary groupings of points which correspond roughly to objects. An ellipsoid is fit to each cluster by first computing an initial approximation based upon the moments of the points in the cluster and then iterating a weighted nonlinear least-squares adjustment to fit the ellipsoids to these points and to avoid obscuring other points. Then, according to the relative positions of the ellipsoids and points, clusters can be broken or merged, and the process repeats until the apparently best segmentation is found. Each of these steps will be described in the following sections.

The object detection and measurement process as described here uses only the three-dimensional position information. The brightness information is discarded after the stereo processing. However, a more complete system would use both types of information. Perhaps an edge detector could be applied to the brightness data in the regions near the outlines of the ellipsoids in order to refine the boundaries of the objects, for example.

Matrix notation will be used throughout this paper. Matrices will be denoted by capital letters. The transpose of a matrix $A$ will be denoted by $A^{\top}$, and the inverse of $A$ will be denoted by $A^{\prime \prime}$. The trace of a square matrix $A$ (sum of the diagonal elements, which is equal to the sum of the eigenvalues) will be denoted by $\operatorname{tr}(\mathrm{A})$. A vector in three-dimensional space will be represented by a 3-by-l matrix containing the Cartesian coordinates, usually denoted by X with an appropriate subscript. (Hohn [3] provides a good text on matrix algebra.)

## 2. Preliminary Clustering

Once the ground surface has been determined, all points that are above this surface by more than a threshold are clustered to form an initial approximation to the segmentation of the scene into objects.

Various clustering techniques could be used here. One possibility is a relaxation method, such as Zucker's [4] However, at present, the clustering is done by using the minimal spanning tree of the points. (The minimal spanning tree is the tree connecting all of the points such that the sum of the edges is minimum.) This is computed by using the nearest neighbor algorithm [5\} (The length of the edges of the tree is defined here as the three-dimensional Euclidean distance between the points.) Then the tree is broken at every edge whose length is greater than twice the average length of the adjacent edges [51 However, a minimum length for an edge to be broken (related to the resolution of the data) is specified, so that the method will not be overly sensitive to local fluctations in the data. Also, a maximum can be specified, beyond which all edges are broken.

## S. Initial Approximations to Ellipsoids

Since each ellipsoid will be fit to a cluster of points by an
iterative process, an initial approximation is needed. A good approximation Increases the likelihood of convergence, decreases the number of iterations required, and can be used as the result in case the iterations do not converge. This initial approximation is obtained from the three-dimensional moments, through the second order, of the points in the cluster.

An ellipsoid can be represented by the following matrix equation:

$$
\left(X \cdot X_{c}\right)^{T} W\left(X-X_{c}\right)=1
$$

where X is a vector of the three-dimensional coordinates of any point on the surface of the ellipsoid, $\mathrm{X}_{\mathrm{c}}$ similarly is the position of the center of the ellipsoid, and $W$ is a positive-definite symmetrical 3-by-3 matrix. (See, for example, Hohn [3].) Let M denote the inverse of W . (The square roots of the eigenvalues of M are the lengths of the semi-axes of the ellipsoid.) The relationship between the computed moments and the matrices $X_{c}$ and M depends on the distribution of points over the ellipsoid. If the object has been viewed from a single point, we will have points distributed nonuniformly over half of the surface. (Actually slightly less than half will be seen because of perspective. Also, in stereo vision, both cameras must see each point, so that with a single pair of cameras only the common area seen from both camera positions will appear. These two effects will be neglected below, however.)

We assume here that the object is seen from a single viewpoint by a raster scanning device which produces points distributed uniformly in the image plane. Such a device might be a scanning laser rangeflnder or an area-based stereo system. Actually, because of missing points, the distribution will not be uniform. It would be possible to estimate the actual distribution by computing higher-order moments, but this might be overly sensitive to randomness in the distribution or an inadequate density of points, so it is not attempted here. As an approximation, we assume an orthogonal projection instead of a central projection. Let $X_{s}$ denote :he vector of normalized first moments (centroid) and $M_{5}$ denote the matrix of second moments about $X_{s}$ obtained with this distribution, and let $X_{0}$ denote the position of the camera.

The relationship connecting $X_{s}$ and $M_{s}$ to $X_{c}$ and $M$ can be derived by first considering the case of a sphere of radius $r$. A little integration shows that in this case the eigenvalue of $M_{s}$ corresponding to the eigenvector $X_{0} \cdot X_{c}$ is $r^{2} / 18$, the other two eigenvalues are both $r^{2} / 4$, and $X_{s}$ is $X_{c}$ plus $2 r / 3$ times the unit vector in the $X_{0}-X_{c}$ direction. All three eigenvalues of $M$ should be $r^{2}$ in this case. An ellipsoid can be considered to be a distorted sphere (using stretching and skew distortions). Thus the ellipsold can be considered to be stretched in the various directions by the amount given by the square roots of the ratios of the above eigenvalues, but in computing the displacement of the center, instead of $r$ the distance from $X_{c}$ towards $X_{0}$ to the ellipsoid surface must be used. Thus the displacement of the center is the vector
$2\left(X_{0} \cdot X_{c}\right) / 3$ divided by the scalar $\sqrt{\left(X_{0} \cdot X_{c}\right)^{1} W\left(X_{0} \cdot X_{c}\right)}$ Since $X_{c}, X_{s}$, and $X_{0}$ are colinear, $X_{c}$ can be replaced by $X_{s}$ without changing the value of this ratio. Also, $W\left(-M^{-1}\right)$ can be replaced by $M_{s}^{-1} / 18$ in this expression, because of the stretching discussed above. Thus $X_{c}$ can be computed from $X_{a}$ by translating by this amount. To compute $M$, we can take 4 times $M_{8}$ to account for the factor of 4 in two dimensions, but this leaves 14 out of the factor of 18 by which we need to stretch the moments in the direction toward the camera. This extra amount can be added by adding 14 times the moment produced by a fictitous point at the intersection of the $X_{8}$ to- $X_{0}$ line and the surface of the ellipsoid corresponding to $M_{\text {. }}$. In order to keep the ellipsoid to a reasonble shape when there are not enough points to determine it well, $M$ as obtained above is averaged with a scalar matrix whose diagonal elements are s (which represents a sphere of radius $\sqrt{5}$, with the average weighted so that the sphere represents four additional points in the moment computation. The value of $s$ is determined so that it is the average of the two components of the second moments at right angles to $X_{0} \cdot X_{s}$, but limited by the average of all three components (the three eigenvalues), including the effect of 14 times the effect of the fictitious point, as above, as an upper limit, and excluding this effect, as a lower limit. This avoids putting undue weight on the $X_{0} \cdot X_{s}$ dimension when the ellipsoid is long in this direction, since this dimension is less reliable because of the factor of 18 compression.

By combining the above information, the computation of the initial approximation can be expressed as follows:

$$
\begin{aligned}
& x_{s}-\frac{1}{n} \sum x_{p} \\
& M_{s}=\frac{1}{n} \sum\left(X_{p}-x_{s} X_{p}-x_{s}\right)^{T} \\
& M_{t}=4 M_{s}+\frac{14\left(X_{0} \cdot X_{8} X X_{0} \cdot X_{8}\right)^{T}}{\left(X_{0} \cdot X_{8}\right)^{T} M_{8}^{-1}\left(X_{0} \cdot X_{8}\right)} \\
& X_{c}=X_{s}=\frac{2 \sqrt{2}\left(X_{0} \cdot X_{8}\right)}{\sqrt{\left(X_{0} \cdot X_{8}\right)^{\top} M_{c}^{-1}\left(X_{0} \cdot X_{8}\right)}} \\
& s=\min \left[\operatorname { m a x } \left(\frac{4}{3} \operatorname{tr}\left(M_{8}\right)\right.\right. \text {. } \\
& \left.2 \operatorname{tr}\left(M_{8}\right) \cdot 2 \frac{\left(X_{0} \cdot X_{8}\right)^{T} M_{8}\left(X_{0} \cdot X_{8}\right)}{\left(X_{0}-X_{8}\right)^{T}\left(X_{0} \cdot X_{8}\right)}\right) . \\
& \left.\frac{1}{3} \operatorname{tr}\left(M_{1}\right)\right] \\
& M=\frac{n}{n+4} M_{i}+\frac{4}{n+4} s 1 \\
& W=M^{-1}
\end{aligned}
$$

where $X_{p}$ represents any point in the cluster, $n$ is the number of points in the cluster, the summations are over these points, and I is the 3-by- 3 identity matrix.

## 4. Iterative Solution for Ellipsoids

The adjustment of the ellipsoids is done by a modified least-squares approach. Each ellipsoid is adjusted so as to minimize the weighted sum of the squares of two kinds of discrepancies: the amounts by which the points (usually points in the cluster being fit) miss lying in surface of the ellipsoid, and the amounts by which the ellipsoid hides any points as seen from the camera position. (In the latter case, the discrepancies actually should be considered separately for each camera that sees the point in question. However, for narrow-angle stereo we use as a reasonable approximation the assumption that the "camera" is at the midpoint of the stereo baseline.) Including the second kind of discrepancy is useful in helping to determine the size and shape of the object when the points on the object itself do not contain sufficient information. Also included in the weighted sum of squares to be minimized are a priori terms which tend to force the ellipsoid by default to become a sphere near the ground when the points do not constrain it well.

The first kind of discrepancy above optimally should be defined as the length of the normal from the point in question to the surface of the ellipsoid. However, computing this requires solving a sixth-degree equation. Therefore, as an expedient the distance between the point and the surface along a straight line from the center of the ellipsoid to the point is used instead. In order to be consistent with this definition, the second kind of discrepancy is defined as follows. The midpoint of the two intersections of the surface of the ellipsoid with a line from the camera to the point is first found. Then the discrepancy of the first kind is computed for this midpoint. Both kinds of discrepancies are illustrated in Figures 1 and 2.

Now we must consider exactly for which points which kind of discrepancy is computed. There are five regions of space to consider, according to whether the point is to the side of the ellipsoid as seen from the camera (that is, the line through the camera postion and the point does not intersect the ellipsoid), is in front of the ellipsoid as seen from the camera, is inside the front portion of the ellipsoid (in front of the surface of midpoints as defined above), is inside the back portion of the ellipsoid, or is behind the ellipsoid. Also, there are two kinds of points to consider, according to whether or not the point is in the cluster which is assumed to correspond to this object. This produces ten combinations in all, which are illustrated in Figures 1 and 2. They divide into four categories.

First, if the point is not in the cluster and is either in front of the ellipsoid or is to the side, there is no discrepancy and this point is not included in the computations.

Second, if the point is in the cluster and is either in front, inside the front half, or to the side, or if the point is not in the cluster and ii inside the front half, the first kind of discrepancy is used.


Figure 1. Two-dimensional version of adjustment, showing points belonging to this cluster. Solid dark straight lines are discrepancies to be minimized.


Figure 2. Two-dimensional version of adjustment, showing points not in this cluster. Solid dark straight lines are discrepancies to be minimized.

Third, if the point is not in the cluster and is behind the ellipsoid, or if either kind of point is inside the back half, the second kind of discrepancy is used.

Fourth, if the point is in the cluster and is behind the the ellipsoid, both kinds of discrepancies are used, and the point acts as two points in the computations. This is because there are two separate components of error in this case: the object
does not extend enough on the side to hide the point, but it apparently bulges out in back (relative to the ellipsoid) to include the point.

In order to derive the mathematics for dividing space into the above five regions, consider the equation for the ellipsoid, as previously stated,

$$
\left(X \cdot X_{c}\right)^{T} W\left(X-X_{c}\right)=1
$$

and the equation of a straight line through the camera position $\mathbf{X}_{\mathbf{0}}$ and the point in question $\mathrm{X}_{\mathbf{p}}$, in parametric form,

$$
\left(X-X_{0}\right)=u\left(X_{p}-X_{0}\right)
$$

These can be combined to produce

$$
\left[u\left(X_{p} \cdot X_{0}\right) \cdot X_{0} \cdot X_{c}\right]^{T} W\left[\left(X_{p} \cdot X_{0}\right)+X_{0} \cdot X_{c}\right]-1
$$

the roots of which determine the intersections of the line and ellipsoid. This equation is equivalent to

$$
a u^{2}+b u+c=0
$$

where

$$
\begin{aligned}
& a=\left(X_{p} \cdot X_{0}\right)^{T} W\left(X_{p} \cdot X_{0}\right) \\
& b=2\left(X_{p} \cdot X_{0}\right)^{T} W\left(X_{0} \cdot X_{c}\right) \\
& c=\left(X_{0} \cdot X_{c}\right)^{T} W\left(X_{0} \cdot X_{c}\right)-1
\end{aligned}
$$

The roots of the above equation in $u$ determine the region of space in which $X_{p}$ lies. If the roots are imaginary ( $b^{2}-4 a c<$ 0 ), the point is to the side of the ellipsoid. If the average of the two roots (-b/2a) is positive, the point is in front of the midpoint surface, if negative, it is behind the surface. If the roots are real, the point is in front of, behind, or inside the ellipsoid according to whether both roots are greater than unity, both roots are less than unity, or unity lies between the roots, respectively. Alternatively, we can use the fact that the point is outside of the ellipsoid if and only if $\left(X_{p}-X_{c}\right)^{T} W\left(X_{p}-X_{c}\right)>1$.

The discrepancy of the first kind is

$$
\epsilon-\sqrt{\left(X_{p}-X_{c}\right)^{T}\left(X_{p} \cdot X_{c}\right)}\left(1-\frac{1}{\sqrt{\left(X_{p}-X_{c}\right)^{1} W\left(X_{p}-X_{c}\right)}}\right)
$$

In order to compute the discrepancy of the second kind, the midpoint of the intersections of the camera-point line with tine ellipsoid is first obtained as follows:

$$
x_{u}=-\frac{b}{2 a}\left(x_{p}-x_{0}\right)+x_{0}
$$

Then the discrepancy of the second kind is

$$
\epsilon=\sqrt{\left(X_{u} \cdot x_{c}\right)^{T}\left(X_{u}-x_{c}\right)}\left(1-\frac{1}{\sqrt{\left(X_{u}-X_{c}\right)^{T} W\left(X_{u}-x_{c}\right)}}\right)
$$

Because there may be erroneous points in the data, points
which have large discrepancies relative to the size of the ellipsoid are given less weight in the solution. The weighting function used is

$$
\omega=\frac{1}{\frac{1 \cdot 2\left(\sqrt{\left(X-X_{c}\right)^{T} W\left(X-X_{c}\right)} \cdot 1\right)^{2}}{\operatorname{tr}(W)} \cdot \sigma^{2}}
$$

where $X$ represents $X_{p}$ or $X_{u}$ for discrepancies of the first or second kinds, respectively, and $\sigma$ is the component of standard deviation of measurement errors in $X_{p}$ propagated into the discrepancy. (If these are unknown, $\sigma$ can be zero.) Thus the dimensionless quantity to be minimized (by ad justing $X_{c}$ and $W$ ) is $\sum \omega \epsilon^{2}$, plus some additional terms for a priori values yet to be discussed. However, this quantity is minimized only with respect to the effects of $X_{c}$ and $W$ acting through $\in$ and not their effects through $\omega$. In order to solve the above nonlinear problem, the Causs method [6] is used. This method is equivalent to using the partial derivatives of the discrepancies to approximate the nonlinear problem by a linear statistical model [7], solving the linear problem, and iterating this process until it converges.

On any one iteration the following is done. The current values of $X_{c}$ and $W$ are used to compute for each point the $v a l u e$ of $\epsilon$ as define above and the 1 -by. 9 matrix $P$, which consists of the partial derivatives of $\epsilon$ with respect to the three elements of $X_{c}$ and the six unique elements of $W$. ( $W$ is symmetrical.) The following summations over all of the points are computed, in which each point in the first category above is not used, each point in the second or third categories appears once, and each point in the fourth category appears twice:

$$
\begin{aligned}
& H=H_{0} \cdot \sum \mathrm{P}^{T} \omega \mathrm{P} \\
& \mathrm{C}=\mathrm{C}_{0} \cdot \sum \mathrm{p}^{\mathrm{T}} \omega \mathrm{e}
\end{aligned}
$$

( $\mathrm{H}_{0}$ and $\mathrm{C}_{0}$ are used for the a priori values yet to be discussed.) Then the $9-$ by -1 matrix of corrections is

$$
D \cdot v H^{-1} C
$$

where $v$ is a factor used to improve convergence because of the very nonlinear nature of the problem. (Currently $v=0.5$ on early iterations, but $v=1$ after a test indicates that this will produce more rapid convergence.) The elements of $D$ are subtracted from the corresponding elements of $X_{c}$ and $W$ to obtain the improved approximations for the next iteration.

Now the a priori values will be discussed. In some cases the points affecting the ellipsoid will be insufficient in number or insufficiently distributed to determine all parameters of the ellipsoid very well. It is therefore desirable to have a priori values for some of the parameters with appropriate weight in the solution to constrain them to reasonable default values when the points do not contain sufficient information. When there is ample information in the points, the a priort values will have very little effect because of their small weight. The a priorl values currently used are the ground
surface height directly under $\mathrm{X}_{\mathrm{c}}$ for the vertical component of $X_{c}$, with weight $0.1 / t r(M)$, equality for the diagonal elements of $W$, with weight $\operatorname{tr}(M)^{2} / 10$, and zero for the off-diagonal elements of $W$, with weight $\operatorname{tr}(M)^{2} / 10$, where $M$ $=W^{-1}$. (Including $\operatorname{tr}(M)$ as shown scales things correctly so that the solution is invariant under a scale factor change.) The effect of the $\mathbf{W}$ terms is to try to force the ellipsoid into a spherical shape. These a priori terms are put into the solution in the following way. The diagonal element of $\mathrm{H}_{0}$ corresponding to the vertical component of $X_{c}$ is $0.1 / t \mathrm{t}(\mathrm{M})$, the three diagonal elements corresponding to the off-diagonal elements of W are each $\operatorname{tr}(M)^{2} / 10$, and the 3 -by- 3 submatrix on the diagonal of $\mathrm{H}_{0}$ in the position corresponding to the diagonal elements of $W$ consists of $2 / 3$ on its main diagonal and $-1 / 3$ elsewhere multiplied by $\operatorname{tr}(M)^{2} / 10$. All other elements of the 9 -by- 9 matrix $\mathrm{H}_{0}$ are zero. Then

$$
\mathrm{C}_{0}=\mathrm{H}_{0} \mathrm{C}
$$

where $G$ is a column matrix of the current values of $X_{c}$ and $W$, arranged as in $D$, with the height of the ground directly under the center of the ellipsoid subtracted from the element of $\mathbf{C}$ corresponding to the vertical component of $X_{c} . H_{0}$ and $\mathrm{C}_{0}$ are used in the summations for $H$ and C as previously shown.

## 5. Breaking and Merging Clusters

Because the preliminary clustering is dependent on local information, it may not produce the best segmentation based on more global information. Therefore, after ellipsoids have been fit to all of the preliminary clusters, these clusters may be tentatively broken into smaller clusters and merged into larger clusters, new ellipsoids are fit to these clusters by the same process previously described, and a decision on whether to keep or reject each of these actions is made based on the goodness of fit of the ellipsoids to the points.

In order to decide where to break a cluster, for each edge in the portion of the original minimal spanning tree which connects this cluster the quantity $\lambda(1-\rho)$ is computed, where $\lambda$ is the length of the edge and $\rho$ is the minimum of $\sqrt{\left(X_{p} \cdot X_{c}\right)^{T} W\left(X_{p} \cdot X_{c}\right)}$ for the two points connected by the edge. Then the cluster is tentatively broken at the edge for which this quantity is maximum, of all such edges such that each new cluster formed has at least four points at least one of which has $\left(X_{p} \cdot X_{c}\right)^{7} W\left(X_{p} \cdot X_{c}\right)>1$ (that is, it is outside the old ellipsoid). This process tends to break the cluster at places furthest inside the ellipsoid, but connecting points that are outside the ellipsoid. If this new clustering is accepted by the criteria described below, the process repeats on the new clusters.

After the above breaking process is finished, any two clusters are tentatively merged if $\left(X_{a} \cdot X_{c}\right)^{7} W\left(X_{a} \cdot X_{c}\right)<4$ for etther cluster, where $X_{a}$ is $X_{c}$ for the other cluster, provided that these two clusters were not previously one cluster before breaking. If there is competition for the merging, the cluster
pair with the minimum value for this quantity is merged first. If a merger is accepted, further mergers can take place on these clusters by this same process.

The criteria for accepting two clusters or one that resulted from a tentative break or merger are as follows. If $\left(X_{a}-X_{c}\right)^{T} W\left(X_{a} \cdot X_{c}\right)<1$ for either small cluster, where $X_{a}$ is $X_{c}$ for the other small cluster (that is, the center of one ellipsoid is inside the other ellipsoid), the single cluster is chosen. Otherwise, the following quantity is computed for each of the three ellipsoids:

$$
q=\frac{\Sigma \omega \epsilon^{2}}{n-3}
$$

where $E$ and $w$ are the discrepancies and weights from the last iteration, as defined in the previous section, and $n$ is the number of points in the cluster corresponding to this ellipsoid. (If the initial approximation is used as the result, e and $w$ are obtained from the first iteration, and the denominator is n instead of $\mathrm{n}-3$. ) Then the two small clusters are chosen if the sum of their two values of $q$ is less than the value of $q$ for the single cluster. Otherwise, the single cluster Is chosen.

## 6. Results

Fig. 3 shows a stereo pair of pictures taken from the Viking Lander I on the surface of Mars. Each picture is 256 pixels by 256 pixels. The pixel spacing is 0.04 degrees in azimuth and elevation. (Thus the field of view is about 10 degrees.) The azimuth and elevation from the left camera to the center of the picture are about 18 degrees and -20 degrees, respectively, relative to the camera positions. The two cameras are 0.8187 meters apart. The distances to the points in the scene range from about 3 meters to about 4.5 meters.

Fig. 4 shows the left picture enlarged, with arrows indicating the points found by the stereo processing. The point of each arrow is at the center of an eight-pixel-square window which was matched to a corresponding area in the other picture. (Thus the resolution of the reduced stereo data is 0.32 degrees in azimuth and elevation.) The arrows are dropped perpendicularly from the point in three-dimensional space computed for this point to a nominally horizontal reference plane 1.5 meters below the cameras, with the base of the arrows on this plane, and arc then projected into the picture. Fig. 5 shows the same data as Fig. 4 except that the bases of the arrows rest on a ground plane computed from this data by the ground surface finder. Fig. 6 is the same as Fig, 5 except that it shows only points computed to be at least 5 centimeters above the ground surface.

The 5-centimeter height threshold was used for selecting the points to cluster in the object finder. The minimum distance for breaking the minimal spanning tree to form the initial clusters was also 5 centimeters, and the maximum distance for connecting points was 20 centimeters. (Using zero and infinity for this minimum and maximum produced a sightly different Initial clustering but identical final results.)

Fig. 7 shows the points in Fig. 6 in a nominally vertical orthogonal projection (perpendicular to the reference plane). The figure covers an area one meter by one meter. The symbol for each point represents height in centimenters above the ground plane, with the letters A, B, C, etc. representing the values $10,11,12$. etc. The points are connected to show the minimal spanning trees that were computed. Solid lines connect points within each initial cluster.


Figure 3. Stereo pair of Martion surface.


Figure 4. Points found by stereo processing, showing heights above reference plane.


Figure 5. Heights above computed ground plane.


Figure 6. Heights above computed ground plane, for points above 5 cm .


Figure 7. Mimimal spanning tree connecting points sbove 5 cm , vertical view. Solid lines show initial clusters.


Figure 8. Ellipsoids ill to initial cluaters.


Figure 9. Ellipsoids fit to final clusters.


Figure 10. Ellipsoids fit to final clustors, projected into left picture.

Fig. 8 shows the ellipsoids that were fit to the initial clusters. Each ellipsoid is represented by two ellipses. One ellipse is the orthogonal projection of the ellipsoid onto the reference plane. The other ellipse is the intersection of the ellipsoid with a plane through the center of the ellipsoid and parallel to the reference plane. Only the clustered points are shown here, as in Fig. 7. However, as previously described, any of the points shown in Fig. 4 may have been involved in the adjustment of the ellipsoids. Remember that the fit is done in three dimensions, whereas Fig. 8 shows a two-dimensional projection.

Fig. 9 shows in the same way the results of the breaking and merging operations. The two clusters in the center (corresponding to the large rock in the center of the pictures) were merged into one, and a new ellipsoid is shown for this cluster. The other clusters were not changed.

These results were projected into the left picture to produce Fig. 10. The outline of the ellipsoids as they would be seen from the left camera are superimposed on the picture. The lengths of the principal axes of the large ellipsoid in the center are $36.5,30.5$, and 19.8 centimeters.
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# A $\mathbb{R} A M E W O R K$ FOR CONTROL $\mathbb{I N}$ PRODUCTION SYSTEMS 

M.P. Georgeff<br>School of Mathematical Sciences<br>Flinders University<br>Bedford Park, S.A., 5042.<br>Australia

A formal scheme for representing control in production systems is defined. The scheme allows control to be directly specified independently of conflict resolution and thus allows the issues of control and nondeterminisim to be treated separately. Unlike previous approaches, it allows control to be examined within a uniform and consistent framework. It is shown that the scheme provides a basis for implementing control constructs which, unlike existing schemes, retain all the properties desired of a knowledge based system_modularity, flexibility, extensibility and adaptive capacity. Within the formalism it is also possible to provide a meaningful notion of the power of control constructs. This enables the types of control required in production systems to be examined and the capacity of various schemes to meet these requirements to be determined.

## 1. INTRODUCTION

Over the years a range of different mechanisms have been proposed for representing and using knowledge about general and possibly ill-defined problem domains. Of these, production systems [12] have been among the most promising, and have been applied to a diverse collection of problems, including mass spectroscopy [A], medical diagnosis [15], electronic circuit design [10] and automated theory formation in mathematics [8]. Most theorem provers can also be viewed as production systems (e.g. PROLOG [16]).

Informally, a production system consists of a set of modules or procedures called productions and a data base on which these productions operate. Now one of the most fundamental and significant characteristics of production systems is the lack of explicit control information _that is, production invocation can only be achieved indirectly through the data base. The primary effect of this indirect means of production invocation is to produce a system which is strongly modular, flexible and adaptive, and thus well-suited as a knowledge based system. However, it is also perhaps the most significant factor in complicating the programming of production systems, in making the behaviour flow more difficult to analyse, and in increasing the difficulty of an adequate formalization [1].

Now there are two reasons why we would like to have control. The first, and to which we alluded above, is that the solutions to many problems are most naturally represented by sequences of
actions rather than by sets of actions in which the order of application is unimportant. We tend to use plans or strategies, even when we are manipulating declarative knowledge or facts about the world (e.g. consider the wide use made of procedural attachment in most knowledge based systems). Secondly, any large production system that does not somehow constrain the number of productions that are active at any one time becomes so inefficient as to be unworkable. The problem is: how do we achieve such control with out sacrificing the raison $d$ 'etre of production systems.

Many production systems use some form of control information. Usually, this remains hidden in the productions or in the data base in the form of special flags and other hand-crafted markers [11]. Other systems use more explicit means of control (e.g. NASL [10], annotated systems [6]), but the control structures are limited and are often difficult to access or modify. But most importantly, no system provides a uniform framework in which control issues can be addressed, nor a direct means of implementing control con-straits-in every case the control schemes are essentially ad hoc.

In this paper we approach the problem from the other direction. That is, we formally characterize the notion of control applied to production systems, and then consider how best to implement such a scheme. The scheme we propose, which we will call a controlled production system, simply consists of a production system together with a control device called a
control language. This provides us with a uniform framework for representing control in production systems, and allows us to examine in a very general way how the various approaches to realizing (implementing) control affect the properties and behaviour of the system as a whole.

In fact, it first appears that the notion of control in production systems is quite obvious, and hardly needs formalizing. However, if we examine the control schemes of current production systems_apart from their ad hoc nature_-we see control being used in quite different ways. For example, in most schemes (e.g. PROLOG) control is intended to simply enhance the efficiency of the system-given enough time, the system without the control component would find the same solutions as the system with control. In other schemes (e.g. [13]), and in fact in most of the a fore mentioned schemes (e.g. PROLOG), control can be used in the same manner as in procedural languages_that is, the solutions obtained depend critically on the order in which the productions are invoked. Such confusion leads toad hoc systems the behaviour of which it is very difficult to predict and the solutions to which it is very difficult to validate. That is, it leads to a programming methodology quite the opposite of that favoured for procedural languages. Further, domain specific control knowledge is difficult to realize as it becomes confused with efficiency issues |3]. Formalizing the notion of control avoids these difficulties, and allows system efficiency to be treated as a separate issue.

## 2. CONTROLLED PRODUCTION SYSTEMS

### 2.1 An Informal Description

Informally, a production system (PS) consists of a set of modules or procedures called production rules and a data base or working memory to which these rules are applied. Each production rule is an expression or string of symbols which consists of two parts called the lefthandside (LHS), or antecedent, and the righthandside (RHS), or consequent. These respectively denote a condition which is to be satisfied before the production can be applied or invoked, and an action which specifies the result of application of the production to the data base.

In the simplest execution scheme, the conditions in each production are evaulated for the current state of the data base, one of the satisfied productions is selected, and the action specifled by that production then executed. The procedure is then repeated for this new state of the data base. Execution terminates either when there
are no satisfied productions or when some desired state of the data base is achieved. In general execution is nondeterministic, as at any stage during execution more than one production may be applicable. The set of productions applicable at each stage of execution is known as the conflict set, and the selection procedure is usually called conflict resolution.

For example, consider the following production system where states of the data base are words over the alphabet $\{S, A, B, C, a, b, c\}$ and where the productions (which are to be interpreted in the nurmal rewriting sense) include

| $\mathrm{p}_{1}: \mathrm{S} \rightarrow \mathrm{ABC}$ | $\mathrm{p}_{5}: \mathrm{A} \rightarrow \mathrm{a}$ |
| :--- | :--- |
| $\mathrm{p}_{2}: \mathrm{A} \rightarrow \mathrm{aA}$ | $\mathrm{p}_{6}: \mathrm{B} \rightarrow \mathrm{b}$ |
| $\mathrm{p}_{3}: \mathrm{B} \rightarrow \mathrm{bB}$ | $\mathrm{p}_{7}: \mathrm{C} \rightarrow \mathrm{c}$ |

P3:B $\rightarrow$ bB
$\mathrm{p} 7: \mathrm{C} \rightarrow \mathrm{c}$
$\mathrm{p}_{4}: \mathrm{C} \rightarrow \mathrm{cC}$
For an initial state $S$ of the data base, the set of possible final states is the set of strings $\left\{a^{\prime} b^{m} m_{C} n: \ell \geq 1, m \geq 1\right.$, and $\left.n \geq 1\right\}$. Depending on how the system is implemented, it can be used either as a generator of these strings or as a recognizer for these strings.

Suppose that we now wish to introduce explicit control constraints into such a system. One way to achieve this is to allow productions to throw special symbols into the data base to constrain invocation of other productions (e.g. [11]). However, this scheme has numerous drawbacks. Firstly, in order that the desired constraint is effected, it is necessary to invest the productions that respond to these special symbols with a higher priority of invocation than all other productions that might also be satisfied by the current state of the data base. We thus end up with two classes of symbols in the data base, or equivalent!y, two classes of productions. Nothing is wrong with this, of course, except that we have changed the nature of the production system. Secondly, it is clear that the above scheme will not work unless the special symbols are known to be unique to the invoking and the invoked productions, and such uniqueness can only be established by reference to the condition part of all other productions. Other problems are also present in the above scheme. The system loses its potential extensibility as these special symbols essentially invoke productions by name rather than by content. Further, augmentation and modification of control information is extremely difficult.

Other contol schemes have been proposed which avoid some of these problems (e.g. [13]), but control is still achieved indirectly through the conflict resolution scheme. One consequence of this indirection is that code is also indirect and cumbersome, as, for example, that
needed for keeping loop productions dominant during iteration [13]. What is worse, control information can only be expressed having a full knowledge of the conflict resolution scheme, and this is not always possible nor desirable - consider, for example, systems that involve a dynamic conflict resolution scheme e.g. TEIRES1AS [2], Furthermore, in order that control constraints are not eventually overridden, production sequencing determined during conflict resolution must be irrevocable, at least for controlelements, and this brings into question the function of the conflict resolution scheme as a means of handling non-determinism.

We thus adopt an alternative approach whereby we specify control information explicitly and independently of the conflict resolution scheme. To do this we will simply require that any constraints on production invocation be specified by means of a language over the production set. We will call such a language a control language, $A$ production sequence and the relation it defines on the data base is then only allowed if this production sequence is included in the control, language. Thus at each stage of execution, the control language restricts the set of productions that may be considered for invocation and only a subset of the total production set is active. The only productions that can enter the conflict set are those that both have their condition satisfied by the current state of the data base and are contained in the active production set. We will call a production system together with a control language a controlled prodution system (CPS).

For example, consider the above production system together with a control language defined by the regular expression
$p_{1}\left(p_{<} p_{3} p_{4}\right) * p_{5} p_{6} P_{7}$
Then the set of final states of the data base given the initial state $S$ is the set of strings $\left\{a_{b} n_{c} n: n \geq 1\right\}$. Note that this controlled production system is nondeterministic and that after executing production $p 4$ the conflict set will contain two productions (namely, p2 and p5).

Thus it is seen that a controlled production system differs from the more usual production systems only in that it has an explicit and independently specified control structure. This control structure acts as a constraint on production invocation-it effectively reduces the possible interactions between productions. In one sense, the control structure provides private channels of communication between productions. This a llows the power of a production system to be increased without increasing the complexity of the productions. For example, if we allow productions that
check for a symbol not being in the current state of the data base, then it can be shown that con-text-free rewriting systems with regular control languages generate all the recursively enumerable languages [14].

### 2.2 Formal Definitions

A production system (PS) is a triple

$$
\begin{equation*}
P=(\Sigma, D, h) \tag{2.1}
\end{equation*}
$$

where $\Sigma$ is an alphabet called the set of production names, D is a set called the database and $h$, called the interperetation of $\Sigma$, assigns to each element of $\varepsilon$ a nair ( $(G, r)$, where $a$ is a total predicate on $D$ and $r$ is a relation on ll. for any production name $p$, we will say that the first co-ordinate of $h(p)$ is the conditiondenoted by $p$ and that the second co-ordinate of $h(p)$ is the a tion denoted byp. Elements of $D$ will usually be referred to as states of the data base. For each production $D$, we will also require that all states of the data base which satisfy the condition of $p$ be in the domain of the action of $n$.

We now introduce the notion of a controlled production system. We take as our control device a language over $i$. . Formally a control lancuage over $\sum$ is any subset of $\Sigma^{*}$, where $\Gamma^{*}$ is the free monoid over $\sum$ with ideniity $\lambda$.

We define a controlled production system (CPS) to be a quadruple

$$
\begin{equation*}
C=\langle\Gamma, \mathrm{D}, \mathrm{~h}, \mathrm{C}\rangle \tag{2.2}
\end{equation*}
$$

where $C$ is a control language over $:$ and ( $\Omega, \mathrm{D}, \mathrm{h}$ ) is a production system. A CPS ( $\mathrm{i}, \mathrm{D}), \mathrm{h}, \mathrm{C})$ with $C=\Sigma^{\star}$ is equivalent to the $\operatorname{PS}(i, D), W$. We can therefore consider a PS to be a special case of a CPS.

We are now in a position to define the execution of a CPS. Let $C$ bea CPS as defined in (2.2). We first define a state of execution (or simply state) of $C$ to be a pair $s=(u, x)$ where $u$ is a prefix of some word in $C$ and $x$ is an element of D. Now let $u$ and $u p$ be prefixes for some word in C , where $u, \sum^{*}, \mathrm{p} \in \mathrm{i}$ and $\mathrm{h}(\mathrm{p})=\langle\mathrm{q}, \mathrm{r}\rangle$. Then we say a state (up, $x_{2}$ ) is directly computed from a state $\left(u, x_{1}\right)$, denoted $\left(u, x_{1}\right) \Rightarrow c\left(u p, x_{2}\right)$, if and only if we have $q\left(x_{1}\right)=$ true and $\left(x_{1}, x_{2}\right)$, $r$. If the above holds, we will also say that the state (up, x2) results from execution of production $p$ in state ( $u, x_{1}$ ).

Let $\Rightarrow C *$ denote the reflexive transitive closure of the relation $\Rightarrow c$. Then the relation computed by $C$ is defined to be the set
$R(C)=\left\{(x, y):(\lambda, x) \Rightarrow C^{*}(w, y)\right.$ for some $\left.w \ln C\right\}$
Informally, a CPS C may be (nondeterministically) executed for some initial state $x$ of the data
base $D$ in the following manner. At each moment of time, execution is at some state. Initially this state is $\langle\lambda, x\rangle$. Suppose that execution has arrived at some state $(u, y>$. Now a production $p$ can be considered for evaluation if up is a prefix of some word in C. Let us call the set of all such productions the active production set. Suppose this set is empty. Then execution terminates successfully if $u$ is an element of $C$ and terminates unsuccessfully if $u$ is not in C. Otherwise, execution may either terminate successfully (if $u$ is in C) or continue by evaluating the condition of each active production with respect to the current state of the data base. All of those productions which are satisfied form what is known as the conflict Bet. If the conflict set is empty, , then execution terminates unsuccessfully. Otherwise, a production $p$ is (nondeterministically) selected from this set, and execution continued from a (not necessarily unique) state <up,z>, where ( $y, z>$ is an element of the action denoted by $p$. The final state of the data base is obtained on successful termination of execution.

The most obvious way to implement such a scheme is simply to augment the recognize-act cycle of classical production systems with a stage that determines, on the basis of the control language, the set of active productions (or equivalently masks off the non-active productions). However, it is not clear how the control language should be specified.

## 3. SYSTEM BEHAVIOUR

it is first necessary to consider how the control language and its means of specification will affect the behaviour of the system as a whole. In particular, we need to consider how the imposition of a control language will affect the additivity and adaptive behaviour of the system.

### 3.1 Additivity and Adaptive Behaviour

Extensibility and the capacity for self modification are important characteristics of intelligent systems, and any control scheme should allow of such behaviour. Consider for example the problem of learning to add two positive integers given only the successor function. We will need the following two actions: DEP(d) which places $d$ in the data base and PUT( $p, q, r, c$ ) which (i) adds the production with name $p$, LHS $q$ and RHS $r$ to the production set and ( $\mathrm{i} i$ ) adds the symbol string c to the control language. GENSYM is a parameterless procedure which generates a new symbol (production name), and $s$ is the successor function.

The initial production set for solving this problem is as follows
$p_{1}:($ ready $) \rightarrow$ READ; DEP (count 0$)$
$\mathrm{P}_{2}$ : (count ? $\left.\mathrm{x}_{1}\right)\left(\mathrm{m} \neq ? \mathrm{x}_{1}\right)\left(\mathrm{n}\right.$ ? $\left.\mathrm{x}_{2}\right) \rightarrow$ DEP (count $\left(\mathrm{s}\right.$ ? $\left.\mathrm{x}_{1}\right)$ ); $\operatorname{DEP}\left(\mathrm{n}\left(\mathrm{s} ? \mathrm{x}_{2}\right)\right)$
$\mathrm{p}_{3}:\left(\right.$ count $\left.? \mathrm{x}_{1}\right)\left(\mathrm{m} ? \mathrm{x}_{1}\right)\left(\mathrm{n} ? \mathrm{x}_{2}\right) \rightarrow \mathrm{WRITE}\left(? \mathrm{x}_{2}\right)$
$\mathrm{p}_{4}:\left(\mathrm{n} ? \mathrm{x}_{1}\right) \quad \rightarrow \operatorname{DEP}\left(\mathrm{n}_{0} ? \mathrm{x}_{1}\right)$
pis: (count ? $\left.x_{1}\right)\left(n ? x_{2}\right)\left(n_{0} ? x_{3}\right) \rightarrow$ ? $x_{4}-G E N S Y M ;$
PUT(? $x_{4},\left(\left(m ? x_{1}\right)\left(n_{0} ? x_{3}\right)\right)$, (WRITE ? $\left.\left.x_{2}\right), p_{1} p_{4} ? x_{4}\right)$
(The notation obeys typical AI language conventions i.e. variables prefixed by ? have values bound to them and when bound must match that value, and variables prefixed by $\neq$ ? are taken to match anything other than the value bound). With the control language $\mathrm{P}_{1} \mathrm{P}^{\star} \mathrm{P}_{3}$ the system performs addition without learning anything, with the control language $p_{1} F_{4} p_{2} * p_{3} p_{5}$ we have essentially the example in [17], and with the control language $p_{1} p_{4}\left(p_{<} p_{5}\right){ }^{\prime} p_{3}$ the system learns intermediate results as well.
The important point to note is that adaptive behaviour and additivity - in the sense of being able to modify the production set-is not precluded by the introduction of a control component. Further, a control language need not, and rarely will, specify all and only those production sequences that represent solution paths, but will simply place (greater or lesser) constraints on production invocation. Thus the synergic properties of the system will also be retained.

### 3.2 Semantic Specifications

In the above example we achieved additivity at the expense of having to explicitly augment the control language. Now in many applications such explicit modification of the control language will be difficult.

For example, consider the problem of cascading two amplifiers [10]. We could represent this problem using productions of the form $\mathrm{t}_{0} \quad$ (make cascade-amp)--->(make collector)(make emitter)(make couple)
$\mathrm{t}_{1}$ : (make collector) - $\rightarrow$
$\mathrm{t}_{2}$ : (make emitter) -->...
$\mathrm{t}_{3}$ : (make couple) --->...
together with the control constraint given by the regular expression $\left(t_{1} t_{2}+t_{2} t_{1}\right) t 3$. In English, this simply says that to cascade two amplifiers we first construct a common collector and a common emitter (in any order) and then couple them. Now if we add to the production set a new method $t_{4}$ for making collectors this new method will never be considered unless we explicitly substitute $\left(t_{1}+t_{4}\right.$ for each occurence of $t_{1}$ in the above control sequences. Furthermore, we should do the same thing for every control sequence in which $t_{1}$ appears, not just those appearing above.

The problem clearly lies in the means used for specifying the control language. Let us briefly consider what's going on. Most languages are specified syntactically because of a desire to describe the language solely in terms of its alphabet without regard to any semantic interpretation of the language. But in the present case there is no need to be so restrictive. As the interpretation is a component of the formal model (see eqn 2.2), it can also be used in specifying the control language, that is, the control language can be specified by its semantic content rather than its syntactic form. Thus in the above example, we could have specified the control constraint semantically: if $p_{1}$ is a production that makes a collector (or whose LHS mentions 'collector')
and p 2 is a production that makes an emitter and $p_{3}$ is a production that couples them, then p1P2P3 and p2p1p3 are in the control language.
p1,p2, and $P 3$ are variables ranging over the set of productions, and the specification says, in effect, that a production that makes a common collector and a production that makes a common emitter should be invoked before a production that couples the two components.

Semantic specification thus avoids the problem of explicit modification of the control language, and additivity is better realized. Most other properties desired of knowledge based systems are also retained - the system remains highly modular and flexible, and retains its explanaatory capacity. Of course, the dependence of these properties on the means of production reference is well known [2] -the only difference is that here we are using semantic reference to effect control constraints rather than to improve system performance.

Semantic control information is also the type of information most likely to be possessed by an expert interacting with such a knowledge based system. For example, consider a world consisting of some blocks and a (large) table. Now we know that in an optimum solution we will never put one block on top of another block that has to be subsequently cleared, which we may express as follows:
if the action part of a production puts a block $x$ on a block $y$ then it cannot be followed (no matter how much later) by a production whose condition part requires $y$ to be clear.
We can then interpret this directly as a semantic specification of the control language. (Interestingly, such a simple control constraint considerably reduces the search space as, for example, production sequences of the form
(PUTON $x$ y) $\ldots$ (PUTON $y \quad z$ ) ...
are excluded from consideration.)
One problem with implementing such a scheme is that in the general case it is very difficult to extract the required semantic information from a body of code. The problem is not so severe in (controlled) production systems because the code usually consists of a number of relatively small, independent chunks of knowledge, and these often represent computationally primitive operations. More important, however, is that in a CPS the control information is specified in such a way that semantic criteria can be used as a means of invocation_how the semantic information is obtained can be treated as a separate issue [3].

The other problem is one of system efficiency. Even in cases where the object level system is made more efficient, the time spent in evaluating semantic criteria can easily offset these gains. However, if the production set is fixed then it is not necessary that the semantic criteria be evaluated at execution time__in many cases it will be more efficient to transform the semantic specification into a syntactic specification at compile time. In these cases, semantically based invocation can be expected to provide both a powerful and relatively efficient means of control.

## 4. CONTROL LANGUAGE DEVICES

Any desired control constraint can be specified by a control language. Tn turn, however, we require some device for specifying control languages. Now we are in a better position to construct such a device if we know what class of languages the device is required to generate. Thus in this section we examine some typical Al control constructs and see how they are placed within the standard hierarchy of languages [14].

### 4.1 Control Language Types

One of the simplest classes of languages is the type 3 or regular languages. As control languages they are surprisingly powerful_thus, as mentioned in Section 2.1, they can increase the power of context-free rewriting systems to that of a Turing machine. As the solutions to many problems are often conceptualized as a sequence of actions, regular control languages also improve construetibility.

Both direct sequencing and iterative control can be specified by means of regular control languages (e.g. see the example of Section 3.1). This class of languages is also powerful enough to realize partitioned production systems (procedures [11], packets or multiple production
memories [9]). If we consider the control language to be generated by a transition network, then each state in that network defines a set of active productions, these being the productions that label the outgoing arcs. Each transition either loops and thus leaves control in the same state (i.e. with the same set of active productions) or transfers control to another state (i.e. to another set of active productions). Thus as long as we continue to loop on a given state we effectively operate on a subset of the entire production memory.

Context-free control languages can be used to specify recursive procedures or goal-subgoal control constructs where the subgoals are to be achieved in a specified order. This is readily seen as follows. Let the control language be generated by a context-free grammar. We can interpret each non-terminal symbol appearing in the grammar as the name of a procedure in the CPS, and each terminal symbol simply as the name of a production in the CPS. Now (top-down) left-right generation of control language sentences produces possible execution sequences of the CPS, where each expansion of a non-terminal symbol is interpreted as a call to the procedure having that name. In Al terms, each expansion of a non-terminal is equivalent to the reduction of a goal to a sequence of subgoals. Such control constraints correspond to the
SUCCESSOR and SUBTASK relations in NASL [10] and to the fall-back and held-result-useage control constructs described in [13].

Let us consider again the problem of constructing a cascade of amplifiers. The solution proposed in Section 3.2 was not really sufficient, as firstly it did not restrict the scope of the control constraint to the case of cascading amplifiers, and secondly because it required the subtasks (i.e. the making of the common collector, etc.) to be primitive. However, we can overcome both these difficulties by letting the production names stand as non-terminals in a context-free grammar which contains the rules

$$
\text { to }+t_{1} t_{2} t_{3} \quad t_{0}+t_{2} t_{1} t_{3}
$$

The result is that in trying to achieve to, we have to achieve $t_{1}$ and $t_{2}$ before $t_{3}$, where this time $t_{1}, t_{2}$ and $t_{3}$ may themselves be expanded into further (sequences of) subtasks. (In fact, we have really changed the entire nature of the object level production system, as it now need contain only primitive productions (i.e. productions with no subtasks). For our purposes this is not important, but it does indicate that much domain specific knowledge, in our terms at least, occurs at the control level).

One particularly interesting aspect of contextfree CPSs is that they encompass augmented
transition networks (ATNs) [18]. An ATN is simply a controlled production system where the contextfree control language is specified not by a phrase structure grammar but by a recursive transition net. The conditions and actions on each arc of the transition net are simply the conditions and actions denoted by the UHS and RHS of the production corresponding to that arc. Thus an input word to an ATN simply acts as a control word (strictly a homomorphism of a control word) over the productions attached to each arc of the network.

There are also a number of control constructs which cannot be specified by context-free control languages. For example, the control language of the blocks world example (Section 3.2) is not a context-free language. Similarly, direct-resultusage control constructs [13] need language generators of the form merge $\left(t_{1}, t_{2}\right)$, where $t_{1}$ and $t_{2}$ act as non-terminals in a phrase structure grammar and merge $\left(\mathrm{t}_{1}, \mathrm{t}_{2}\right)$ is to be interpreted as providing all merges of the words generated by $t_{1}$ with those generated by $t_{2}$. Again, such languages are not context-free.

Of course, we are not suggesting that we should use phrase structure grammars for specifying control languages - what we are saying is that we need to make sure our control device, whatever it is, has the power to describe the types of control that we need. For example, if we are to allow context-free control languages - and the above considerations suggest that we should then the type of productions used in TEIRESIAS [2] for specifying production orderings at the meta-level are not going to be powerful enough at the control level as they can only describe regular languages.

### 4.2 Control Device Structure

We have so far said nothing about the structure of the device to be used in specifying the control language. If the specification is to be syntactic, then any of the standard methods-explicit enumeration, property specification, finite state automata, phrase structure grammars, augmented transition networks, etc._could be used. These devices could also be used where the control language is to be specified semantically, but would need to be augmented with some inference device. Alternatively, the system could be provided with a number of control primitives, such as those used in NASL [10] or described in [13]. Of course, for a CPS these primitives would be implemented through a separate control device, rather than indirectly through the conflict resolution scheme.

[^9]flexibility of the system to the object level. A potentially more powerful approach is thus to specify the control language using a second level or control level CPS. This reflects very closely what McDermott had in mind when designing NASL that the order of steps within and between subplans be itself rule governed. One advantage of this approach is that the programmer has available a language and framework in which he can easily define his own invocation criteria. Furthermore, the representation of knowledge at both the object level and control level is uniform, and additivity and flexibility is preserved at both levels.

The control language of the control level CPS would need to be specified, and one could envisage a hierarchy of CPSs, each determining the control language of the one below it. There is probably not much advantage in such a wealth of control language CPSs. Of course, this is not to suggest that there should be no further levels of knowledge - for example, it might be desirable to handle non-determinism using a meta-level CPS $[1,3,5]$.

## 5. CONCLUSIONS

The importance of control information should not be underemphasized. In placing constraints on production invocation, control reduces the interaction between knowledge units. The more control constraints we impose, the fewerpatterns of interaction have to be explored, and the smaller and less complex the search space. To paraphrase Hayes [7] it is precisely the resulting restrictions on interactions that makes control so useful.

In this paper we have presented a uniform framework in which control issues can be addressed, and which provides a basis for implementing such control. We have attempted to show that the introduction of a explicit control device need not result in the loss of any of the properties desired of a knowledge based system, and in particular that additivity and adaptive behaviour can be retained. Given that the power of production systems is equal to that of controlled production systems, the question remains as to whether it is advantageous to introduce control at all. At an intuitive level it would appear that the answer is yes - it is not difficult to find problem areas where expert knowledge is expressed in terms of sequences of actions. Further, if we look at the formal language domain, regulated (controlled) rewriting systems are usually simpler to construct than equivalent (uncontrolled) rewriting systems. Of course, until a system is actually implemented and applied to typical Al problems, the question
must still remain open.
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This paper describes the current state of HILARE: a modular progressively-built mobile robot aimed at general robotics research. The computer organization comprises of local mini and micro processors coupled with a remote time-shared system acting as a consulting facility. A multilevel decision-making system is presented with world models, inference rules, and algorithms particular to each level. The navigation planner uses a geometric model wherein 2-space is partitioned into polygonal areas based on perceptual and/or initial information. A cost function is proposed which provides support for optimal or E-optimal path finding.

## 1. GENERAL DESCRIPTION AND PURPOSE OF HILARE

The HILARE project started in Sept. 1977 as an attempt to provide the LAAS robotics group, as well as several other teams interested in that field in Toulouse, with a flexible and powerful experimental support for advanced research work on Robotics: a particular blend of Artificial Intelligence, Computer Science, Control Theory, and Instrumentation.

The choice of an autonomous mobile robot was made mainly for two reasons: 1) capacity to provide a variety of problems at different levels of generality and difficulty in a large domain including perception, learning, decision-making, communication, etc., which all have to be considered within the scope of the specific constraints of robotics: on-line computing, cost considerations, operating ability and reliability; and 2) possibility to design a modular system which could be incrementally built and yet providing at every step for interesting and useful research in many directions.

Research goals were programmed in these domains in accordance with the development of the system configuration. We emphasize that HILARE has no practical purpose in itself yet we are deeply concerned in every stage of our work with methods and techniques, software and instrumentation for advanced applied robotics.

* Presently at LAAS; visiting researcher from the University of California, Berkeley, Calif. Visit made possible in part by the National Science Foundation Grant INT78-09263.
** Heuristiques Integrees au Logiciel et aux Automatismes dans un Robot Evolutif.

To date the system architecture (see Fig. 1) consists of (cf. /l/): l) Perception: video camera and laser range-finder mounted on a two-axes scanning system and integrated to provide fast rough scene analysis consistent with navigation needs; 2) Locomotion: one free front wheel and two motorized rear drive wheels; the microprocessor controlled step motors allow for a variety of speed and trajectory commands: straight lines, arcs with specified angular shift and rotation center; and 3) Computer System.
One of the more relevant characteristics which will aid advanced robotics with real-world constraints, such as cost-effectiveness, is an appropriate computer system structure. Our organization (being investigated in several projects at LAAS) consists of 1 ) local distributed computing facilities coordinated by a 16 -bit MITRA 15 minicomputer, and 2) a remote time-shared IBM $370 / 168$ system. Local facilities include on-


Fig. 1-Present Configuration of HILARE
board speciallized processing units (e.g., image preprocessing) together with 3 Intel 8085 microcomputers. The MITRA 15 supports executive, decision, and communication functions. The remote computer is programmed as a consultant system (see §2); it provides powerful resources in tasks such as learning, reprogramming, procedure optimization, large data-base consulting, etc.

## 2. DISTRIBUTED DEC ISION-MAKING

In the system design of HILARE we have decided on a distributed decision-making capacity which allows robustness, efficiency, economy of operation and timely system response. Our design can be viewed as decisions through multiple cooperating expert modules/5/ together with a high-level coordinator in a hierarchical means-ends structure.

The expert modules have their expertise in a variety of overlapping domains (e.g., object identification, navigation, exploration, itinerary planning). The modules consist of 1) speciallized and redundant knowledge bases, 2) algorithms and heuristics, 3) local error-processing capabilities, and 4) communication procedures. Modules may access one another as primitive action-units. The coordinator activates modules based on a means-ends analysis/2l of the current situation.

### 2.1 High-Level Decision-Making and Planning

We are designing and programming a relationallevel planner at an advisor level. A plan at this level is a flexible dynamic structure which coordinates the achievement of desired goals/8/. Goal understanding includes 1) acknowledging or refusing an user order, 2) handling temporal and logical constraints, and 3) finding action-units which can achieve goals/7/. The planner must also include coordination of error processing, broadcast, and recovery procedures/9/.

Action-units may be primitive or macro actions (viz., entry-points into expert modules) /3/. The planner's required knowledge about actions includes limiting constraints and activation, continuation, and termination conditions.

Due to the incremental and open-ended nature of HILARE's design we consider Production Systems (PSs) a viable research tool for relational-level problem-solving. Thus, we are writing the planner in terms of a PS architecture in the spirit of /6/.

### 2.2 Relational-Level World Model

The world model is contained in the PS data base: embedded non-recursive list structures which are associatively accessed by the pattern matcher during rule matching. The model is a hierarchy of object-centered concepts of the form
(name feature pattern-body)
which describe space and objects. Space is defined by places (rooms, work-areas), frontiers (doors), and locations. Places have the property of surface connexity and are connected to other places by means of frontiers. Locations are elements within places which can be identified by point coordinates, relational descriptions, or feature descriptions.

Objects are defined by features (e.g., shape, color, and dimension) based on sensory perception. We define macro-objects by recursive assembling and aggregation of objects.

## 3. NAVIGATION

In this section we consider the basic problem of moving a robot from an initial state (R) to the target (G) within a given place. This involves obstacle avoidance, path-finding, and search trajectory minimization/4,10/.

### 3.1 Navigation World Model

Currently, obstacles are defined as polyhedra, whose floor projections fully determine the navigation problem, and they can be located either by initial information or by robot perception (see Fig. 2). Each obstacle projection is represented as an ordered list of segments in counter-clockwise sequence: e.g., $\left.\left.\mathrm{Obs}_{1} \mathrm{~S}_{1}\right\}, \mathrm{S}_{2}\right\}, \quad S_{3}, \quad \mathrm{~S}_{4}$ )
A segment is coded using the Cartesian coordinates of its leftmost point $(X, Y)$, its angle with a reference axis(), and its length(r):
S. $\{\langle X, Y\rangle, \Phi, r\}$

Empty areas are defined as convex polygonal cells which include obstacle segments. A trajectory within such cells can be considered as a straight line between entry and exit segments. In such cells ordering of segments $S$. is clock-


Fig. 2 - Cellular Decomposition of a World
wise, e.g., $C_{1}\left\{S_{1}^{1}, S_{2}^{1}, \ldots, S_{8}^{1}\right\}$.
Our partition algorithm which divides a known world into C -cells and obstacles is as follows. Starting at any vertex a C-cell is defined by following segments in a clockwise order as long as the angle between two successive segments is acute. When not, the algorithm jumps to the next visible segment, such that an acute angle is formed and a convex cell is possible, and continues until a convex polygon is formed.

Any area including possibly unknown obstacles is defined as a polygonal *-cell, which is allowedly non-convex, e.g., $C_{3}^{*}\left\{S_{1}^{3}, S_{2}^{3}, \ldots, S_{15}^{3}\right\}$. The topological properties of a place - divided into C-cells, *-cells, and obstacles - are graph represented. Two adjacent cells have connectivity through common segments which are traversable by the robot. Thus, a connectivity graph (see Fig. 3) provides the structure necessary for path finding.

### 3.2 Decision Procedure

The example in Fig. 2 produces among possible paths a single path between $R$ and $G$ which is completely determined since it does not include *cells: $C_{1}(R) \xrightarrow{S_{5}^{1}} C_{4} \xrightarrow[\rightarrow]{S_{14}^{14}} C_{5} \xrightarrow[\rightarrow]{S_{3}^{5}} C_{6}(G)$. In most cases several paths would exist and a choice would be made through $\varepsilon$-optimality concepts. We define our cost function as: $F=\varepsilon_{i}\left(F_{i}^{1}+F_{i}^{2}\right)$; $\mathrm{i}=$ cell index. F l measures every cost associated with determined trajectory travel. To minimize distance and energy requirements we have: $F_{i}=\omega_{1} d_{i}+\omega_{i}\left|\phi_{i}\right|+\omega_{3} n_{i}$, where for cell $\left.i=1\right)$ ${ }_{d}{ }_{i}$ is path length, 2) $\left|\phi_{i}^{1}\right|$ is the angle of $\overline{p l a n-}$ ned direction change, 3$)^{1}{ }^{1}$ i is the number of predicted robot stops, and 4) ${ }^{1} \omega_{i}$ are weights. $F_{i}^{2}$ measures uncertainty and is evaluated over *cells: $F^{?}=\omega_{4} d(I * V-1)$, where $I$ is a decreasing positive function of the cell information which can be obtained by the robot at the entry segment: $\mathrm{I}=\mathrm{S}_{\mathrm{T}} / \mathrm{S}$, and V measures path viability


Fig. 3 - Connectivity Graph
due to estimated obstacle clustering: $V$. $1 /(1-r)$, $S$ is the maximal perceived area at the considered entry and $S_{T}$ is the total ${ }^{*}$-cell surface. $T$ is the estimated ratio of aggregated obstacle surface over the total *-cell surface ( $S_{T}$ ).
The minimization of $F$ provides a method for pathfinding within a world which can be stepwise perceptually identified by the robot.

In the case of partially known worlds cell constuction is defined by the perceptual system as HILARE discovers its world. It may occur that non-traversable narrow cells are created; whereas another partitioning would allow traversal.

### 3.3 Object Close-Distance Navigation

Consistent with our viewpoint on multi-level de-cision-making the problem of navigation can be resolved more efficiently with the introduction of a decision level which takes into consideration a variety of navigation conditions which call for on-board closed-loop control, such as narrow corridor navigation, etc. This control is performed by HILARE using 10 close-range ultrasonic sensors regularly distributed over its surface. The higher decision levels including navigation set the objectives and the constraints for close-distance navigation with take-over and restitution of control locally defined.
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# PROGRAM SYNTHESIS FROM NATURAL DEDUCTION PROOFS 
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There have already been many program synthesizers which are based on classical logic. There is, however, some evidence that intuitionistic logic is more suitable for computer programs. This paper presents a program synthesis method based on intuitionistic logic. The synthesizing method is essentially an application of Godel's interpretation. An experimental program synthesizer NJL, which performs Godel's interpretation, is implemented in LISP. NJL takes natural deduction proofs as input and produces LISP programs.

## 1. Introduction

In this paper, programs on natural numbers will be treated mainly and the number theory based on intuitionistic logic is considered.
Program synthesis by theorem proving approach treats the logical formula which represents the specification of the desired program. Typical specification forms: (Manna and Waldinger [1])

## $\forall \bar{x}[\varphi(\bar{x}) \supset \exists \bar{z} \psi(\bar{x}, \bar{z})]$------(1)

Here, $x$ is an input vector $x=(x I, x 2, \ldots, x m)$ and I is an output vector $z=(z \mid, z 2, \ldots, z n), \Phi(x)$ is an input predicate and $\boldsymbol{\psi}(\overline{\mathbf{x}}, \overline{\mathbf{z}})$ is an output predicate. The aim of program synthesis is to construct a function $F$ such that $z=F(x)$.
The present method is based upon Godel's interpretation, which transforms (1) into (2) below:

## $\exists \bar{z} \forall \bar{x}[\varphi(\bar{x}) \supset \Psi(\bar{x}, \bar{z}(\bar{x}))]$-----(2)

Godel's interpretation assures that there exists a term $t$ such that $\forall \bar{x}[\varphi(\bar{x}) \supset \Psi(\bar{x}, \bar{z})]$ holds. The term $t$ is determined through the proof of (1) and the synthesized program can be defined as $F=\lambda \bar{x} . \bar{E}$.

## 2. Logical framework

To handle logical formulas in an intuitionistic framework, a good choice is to adopt the natural deduction system, which was devised by G.Gentzen. It is mentioned in many logic textbooks (e.g. Troelstra[4]).
Before giving Godel's theorem, several definitions are necessarily introduced, since Godel's interpretation utilizes primitive recursive functionals of finite type.
Def.l (Type)

1. Symbol 0 is a type.
2. If $\boldsymbol{\sigma}$ and $\boldsymbol{T}$ are types, then $\boldsymbol{\sigma}\langle\boldsymbol{T}\rangle$ is also a type.

Although the same symbol "0" is used, type symbol 0 should be distinguished from natural number 0 .
Def. 2 (Finite type functionals)

1. Every natural number is a type 0 functional.
2. If type $\boldsymbol{6}$ functional and type $\boldsymbol{\tau}$ functional are already defined, then a type $\sigma\langle\tau\rangle$ functional is a certain map from the set of type T functionals into the set of type $\boldsymbol{\sigma}$ functionals.
The set of finite type functionals is an extension of the natural number. It is necessary to extend intuitionistic number theory to treat finite type functionals.
Def. 3 (System FT)
1) FT terms and primitive recursive functionals:
i) 0 (natural number) is a type 0 term.
ii) Each free variable of type $\sigma$ is a type term.
iii) If $f$ is a type 0 term and $S$ is the successor function, then $S(f)$ is also a type 0 term.
iv) If $f$ is a type $\boldsymbol{6}$ term and $x$ is a bound variable of type $\boldsymbol{\tau}$, then $\boldsymbol{\lambda} \times \mathbf{f}$ is a type $\boldsymbol{\sigma}\langle\boldsymbol{\tau}\rangle$ term.
v) If $f$ is a type $\boldsymbol{\sigma}\langle\tau\rangle$ term and $x$ is a type tterm, then $f(x)$ is a type 6 term.
vi) If $g$ is a type $\tau$ term and $h$ is a type $\boldsymbol{\tau}\langle 0\rangle\langle\tau\rangle$ term, then $p[g, h]$ is a type T〈0〉 term. $\boldsymbol{P}[\mathrm{]}$ means the primitive recursion,
vii) A term is called a primitive recursive functional, if and only if it contains no free variables.
2) FT axioms and rules:
i) All axioms and rules of intuitionistic number theory, except what concern the quantifiers, are taken as FT axioms and rules.
ii) Additional axioms and rules are:

Axioms for $\boldsymbol{\lambda}$ (lambda)
$(\boldsymbol{\lambda} \times f(x))(t)=f(t)$,
$\lambda \times f(x)=f$,
If $f$ and $g$ are the same, except bound
variables, then $f=g$.
Axioms for $P[1]$
$\rho[g, h](0)=g$,
$\rho(g, h](S(n))=h(n, \rho[g, h](n))$.
Axiom for ( )
$f=g \wedge x=y \supset f(x)=g(y)$
Substitution rule
Any term can be substituted for a free variable of the same type.
FT has no quantifier symbols. To treat quantifiers, the system QFT is formulated.
Def. 4 ( QFT )
QFT is a quantificational extension of FT.

1) Each formula in FT is also a formula in QFT.
2) If $A(a)$ is a QFT formula and "a" is a free variable, then $\forall x A(x)$ and $\exists x A(x)$ are also QFT formulas, where $x$ is a bound variable of the same type as "a" and $x$ never occurs in $A(a)$.
QFT axioms and rules are not explicitly defined here, since they are not used in this paper.
To each formula of intuitonistic number theory,
GOdel's interpretation associates a formula of the form $\exists x \forall y A(x, y)$, which is called $\Xi V$-formula in QFT.
Def. 5 ( 3 V -formula)
To each formula $A$ in intuitionistic number theory, a $\exists V$-formula $A^{*}$ in $Q F T$ is associated. The definition is by induction on the logical complexity of $A$.
0 ) If $A$ is a prime formula, then $A^{*}$ is $A$.
From (1) to (4), it is assumed that $B$ and $C$ are subformulas of $A$ and that $B^{*}$ and $C^{*}$ are already defined. $B^{*}$ is $\exists x \forall y B^{\prime}(x, y)$ and $C^{*}$ is Buyvc' (u,v).
3) If $A$ is $\neg B$, then $A^{*}$ is $3 z \forall x \neg B^{\prime}(x, z(x))$.
4) If $A$ is $B A C$, then $A^{*}$ is

3x $3 u \forall y \forall v\left(B^{\prime}(x, y) \wedge C^{\prime}(u, v)\right)$. if $A$ is $B v C$, then $A^{*}$ is $\exists \mathrm{d} \exists \mathrm{x} 3 \mathrm{u} \forall \mathrm{y}^{\forall} \cup\left[\left(\mathrm{d}=0 \wedge \mathrm{~B}^{\prime}(\mathrm{x}, \mathrm{y})\right) \vee\left(\mathrm{d} \neq 0 \wedge C^{\prime}(\mathrm{u}, \mathrm{v})\right)\right]$.
4) If $A$ is $B \rightarrow C$, then $A^{*}$ is $3 w \exists z \forall x \forall v\left[B^{\prime}(x, z(x, v)) C^{\prime}(w(x), v)\right]$. For (5) and (6), it is assumed that $F^{*}(a)$ is $\exists x y^{\prime} F^{\prime}(a, x, y)$.
5) If $A$ is $\operatorname{VuF}(u)$, then $A^{*}$ is $\exists z \forall u \forall y^{\prime}(u, z(u), y)$.
6) If $A$ is $\exists u F(u)$, then $A^{*}$ is $\exists u \exists x$ y $^{\prime}(u, x, y)$.
On the interpretation, the important theorem holds.
Theorem (GOdel)
If a formula $A(\bar{z})$, containing at most $\overline{\mathbf{z}}$ free, is provable in intuitionistic number theory and $\overline{\exists V}$-formula $A^{*}(\bar{z})$ is $\exists \bar{x} y_{y} A^{\prime}(\bar{x}, \bar{y}, \bar{z})$, then there exists a vector $\overline{\mathcal{Z}}$ of primitive
recursive functionals in $F T$, such that $A^{\prime}(\bar{t}(\bar{z}, \bar{y}), \bar{y}, \bar{z})$ is provable in $F T$.
The proof is so lengthy that it cannot be shown here (Troelstra[4]). Roughly speaking, the theorem is proved by interpreting axioms and rules of intuitionistic number theory into $F T$ axioms and rules. For example, the induction rule (IND) in intuitionistic number theory can be interpreted in FT as follows:

$$
\begin{aligned}
& {[A(a)] } \\
& \text { IND } \begin{array}{l}
\text { a is an eigen variable. } \\
A(\mathrm{Sa})
\end{array} \\
& \mathrm{S} \text { is the successor function. } \\
& t \text { is any term. }
\end{aligned}
$$

It is not expedient to apply G8del's interpretation directly to a natural deduction, since it is not easy to handle the assumption dependency. The present system converts the original natural deduction proof into the LJ-like sequential form. The conversion technique is described in Gentzen[5]. For simplicity, it is assumed that neither $A(0)$ nor $A(S a)$ depends on other assumptions.

$$
\xrightarrow[\rightarrow A(0) A(\mathrm{a}) \rightarrow A(\mathrm{Sa})]{\rightarrow A(t)}
$$

If $A(a)$ is $\exists z \forall w B(z, w, a)$, then the corresponding induction rule in FT is

$$
\frac{B(t 0, w, 0) B(z 1, t 1(a, z 1, w 2), a) \rightarrow B(t 2(a, z 1), w 2, S a)}{B(p[t 0, t 2](t), w, t)}
$$

Other axioms and rules are interpreted similarly and GBdel's theorem can be proved by induction on the complexity of $A(\bar{Z})$ proof.

## 3. Synthesizer NJL

This section describes synthesizer NJL, which is a PDP-11 program written in LIPQ[3]. NJL is named after $N J$ (intuitionistic natural deduction) and Lisp. The rest of this paper illustrates an NJL synthesis example. GBdel's theorem is applied to program synthesis as follows:
(1) Make a logical formula expressing the specification of the desired program. Here, the "quotient remainder theorem" is taken for an example:
$\forall x 1 \forall x 2\{x 2 \neq 0 \operatorname{siz} 1 \exists z 2(x l=x 2 . z l+z 2 a z 2<x 2)\}$, where $x 1$ is a dividend, $x 2$ is a divider, $z 1$ is the quotient and $z 2$ is the remainder.
(2) Prove the formula of (1) in the number theory. A brief sketch of the proof is
[QR(a,b)]

IND |  | $\operatorname{QR}(0, b) \quad Q R(a, b)]$ |
| ---: | ---: |

$Q R(t, b)$
$t$ is any term.
where $Q(a, b)$ stands for 3zl3z2(amb.zl+z2az2(b). NJL is equiped with proof checking capability.
(3) Convert the proof of (2) into the sequential form. This step is automatically performed in NJL system.
(4) Interpret the proof of (2) into FT. First, NJL makes the corresponding $\exists \forall$-formulas to the sequential forms of (3). For instance, formula of (1) is associated with a $\exists \forall$-formula
((E (Z1 X1 X2) (Z2 Xl X2)) ((X1 X2)
(IMP NIL (IMP (NE X2 0)
(AND (EQ X1 (+ (* X2 (Z1 Xl X2)) ( Z 2 xl x 2 ) ))
(LT (22 X1 X2) X2) )))) )
In NJL, formulas are expressed in prefix form, i.e. ((E X) (A X)) for $3 \times A(x)$, ( $(X)(A X)$ ) for $\forall x A(x)$ and (IMP $A$ B) for $A \supset B$. The outer (IMP NIL A) means a sequent $\rightarrow A$.

Next, the desired terms are determined by applying GOdel's theorem. The determination process is really a proof of GOdel's theorem for the formula of (1). NJL represents primitive recursive functionals by LISP programs.
Def. 6 (Representation in LISP)

1) The natural number 0 is represented by the integer 0 in LISP.
2) Each free variable of type $\sigma$ is represented by a variable in LISP program.
3) If $f$ is a type 0 term and represented by $f^{\prime}$ in LISP, then $S(f)$ is represented by (ADDI $\left.f^{\prime}\right)$ in LISPl. 6 or ( $+f^{\prime}$ ) in LIPQ.
4) If $f$ is a type 6 term, represented by $f^{\prime}$ in LISP, and $x$ is a type $\tau$ term, represented by $x^{\prime}$ in LISP, then $\lambda \times f$ is represented by (LAMBDA ( $x^{\prime}$ ) f') in LISP.
5) If $f$ is a type $\sigma\langle\tau\rangle$ term represented by $f^{\prime}$ and $x$ is a type $\tau$ term represented by $x^{\prime}$. then $f(x)$ is represented by ( $f$ ' $x^{\prime}$ ) in LISP. 6) If $g$ is a type term represented by $g^{\prime}$ and $h$ is a type $\tau\langle 0\rangle\langle\tau\rangle$ term represented by $h^{\prime}$, then $p[g, h]$ is represented by
(LABEL ROOl
(LAMBDA (X)
(COND ((ZEROP X) $\left.\mathrm{g}^{\prime}\right)$
( $T$ ( $h^{\prime}$ (SUBl X$)$ (ROO1 (SUBl X)))))))
or
(DE ROO1 (X)
(COND ((ZEROP X) $\left.\mathrm{g}^{\prime}\right)$
(T (h' (SUBl X) (ROO1 (SUB1 X))))))
6) Every term which contains no free variables, i.e. primitive recursive functional, is represented by a LISP program.

In this example, 21 and 22 below are the synthesized programs.

```
(DE Zl (Xl X2)
    (COND ((ZEROP XI) O)
                (T (COND ((LT (S (Z2 (- X1) X2)) X2)
                            (z1 (- Xl) X2) )
                        (T (S (Z1 (- Xl) X2))) ))))
```

(DE 22 (X1 X2)
(COND ((ZEROP Xl) 0)
(T (COND ((LT (S (Z2 (- X1) X2)) X2)
( S (Z2 (- X1) X2)) )
(TO) ) ) )
This ends the example.
It is well-known that induction rule
corresponds to recursive program (Manna and
Waldinger [1]).

## 4. Concluding remarks

Since Godel's interpretation utilizes the primitive recursive functional, which is an extension of the primitive recursive function on natural numbers, the synthesized program becomes necessarily total (Sato[6]).
NJL can be applied to LISP linear lists. In that case, an induction schema LS2 (McCarthy[7]) is used instead of IND.
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#### Abstract

This paper reviews the entire PSI program synthesis system, summarizing progress made during the past two years. PSI synthesizes efficient programs from several types of abstract specifications. The paper presents a brief summary of PSI, an example dialogue demonstrating its performance, and a discussion of Its present capabilities. Explanation of the detailed operation of the system is omitted in this short paper. For an overview of prior work, see [Green-76]; for more details see [Ginsparg-78], [Steinberg-79], [Barstow-79], and [Kant-79] [Biermann-76] surveys related work in the automatic programming field.
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## 1. Summary of the PSI Program Synthesis System

The PSI program synthesis system is a computer program that acquires high level descriptions of programs and produces efficient implementations of them. PSI's operation is factored into two parts: the acquisition phase, which acquires the high level description, and the synthesis phase, which produces a program from it. Simple symbolic computation programs are specified through dialogues between the user and PSI. The specification techniques available include natural language, input-output pairs, partial traces, and a high level specification language currently under development. These specifications are integrated In the program model. It is also possible to specify a problem directly in the modelling language. LISP programs are produced from the model, but experiments have shown that the system can be extended to produce code in a block structured language such as PASCAL.

The design and implementation of PSI have involved many people. The system's modules are currently the responsibility of the following individuals: parser/interpreter, Beverly Kedzierski; explainer, Richard Gabriel; trace and example inference expert and domain expert, Jorge Phillips; program model builder, Brian McCune; and efficiency expert, Elaine Kant. Additional personnel have worked on various projects within these experts. Steve Tappel wrote the rule expander for the program model builder; Stephen Westfold enhanced the examples component of the Inference expert. A description of the interactions of the phases and modules of PSI can be found In [Green-77].

## 2. Recent Progress on and Present Capabilities of PSI

The entire PSI system can be run by a knowledgeable user. A number of tests of the entire system have been made PSI has successfully produced LISP code that implemented the specifications given in English dialogues for four variants of CLASS, a symbolic pattern classification program.

CLASS is a simple program that includes many programming constructs necessary for more complex programs. CLASS first inputs a sample set of items (e.g., a list of job qualifications). Then the program repeatedly inputs a trial set (e.g.. the qualifications of an applicant), tests whether the sample set (required qualifications) is a subset of the trial set (applicant qualifications), and prints "fit" or "didn't fit" accordingly. The program is exited if the word "quit" is typed instead of a trial set.

### 2.1 Acquisition Phase

The following dialogue was held with the PSI acquisition phase to specify CLASS.

PSI: What is the name of the program you want to write?
USER: CLASS.
PSI: Does CLASS have a special program type?
USER: Classification.
PSI: Please describe CLASS.
USER: CLASS first inputs a concept. Then it repeatedly accepts an Input scene from the user, classifies it based on whether or not it fits the concept, and outputs this classification to the user.
PSI: What is the structure of the concept?
USER: A concept is a collection of relations. Each relation is just a string.
PSI: What Is the exit test of the loop?
USER: Stop when the user types "quit" instead of a scene.
PSI: What is the structure of the scene?
USER: The same as the concept.
PSI: Please define what it means for a scene to fit a concept.
USER: A scene fits a concept if all the relations in the concept are in the scene.
PSI: What Is the format of the classification output?
USER: Output "fit" if the scene fit, "didn't fit" if it didn't.
PSI: Are we finished?
USER: Yes

From the above dialogue the parser/interpreter [Ginsparg-78] produces a program net, a common representational base used by all modules of the acquisition phase. The parser/interpreter understands over seventy programming concepts and has a vocabulary of more than 175 words. Its programming concepts include data and control structures, primitive operations, and more complicated algorithmic ideas (e.g., user-program interchanges, set construction, quantification). The system can sometimes determine the meaning of unknown words (e.g., what concept they represent) from the context in which they appear. The dialogues that the system has understood include those specifying many variants of CLASS, several variants of NEWS (a news story retrieval program), TF (a learning program that uses CLASS as a subroutine), and graph reachability.

The dialogue moderator [Steinberg-79] chooses which of the questions posed by the parser/interpreter to ask next. A number of simulated dialogues have been gathered, with a member of the PSI group playing the role of PSI and people not part of the group as users. The question choosing algorithm of the dialogue moderator has been improved by comparing its behavior with the data from these dialogues. The moderator also has mechanisms (not yet interfaced to the rest of PSI ) to answer the question, "Where are we?", and most of the mechanism needed to handle a request to change topic. The moderator has handled dialogues for NEWS and variants of CLASS

The questions that are asked of the user are quite readable and coherent. Questions use the same terms as the user did in previous sentences of the dialogue. For example, rather than asking for the definition of "A0018", PSI asks what it means for "a scene to fit a concept". The question generation system has been used in the dialogues for CLASS, NEWS, RECIPE (a recipe retrieval program), and TF. It produces about twenty substantially different sentence types. The question generator is being expanded into a more general explainer that will explain PSV's understanding of the program specification given by the user.

PSI allows programs to be specified by the use of traces and examples. The trace component of the inference expert [Phillips-77] handles simple loop and data structure inference such as that needed for the CLASS and TF dialogues. The examples component determines from an example input-output pair for a certain data object a suitable program transformation that could have carried the object from its initial to Its final state.

An initial version of a domain expert for information retrieval has been Implemented, using the program net as an interface with the rest of the system. The domain expert has been used in the generation of a variant of NEWS.

Preliminary designs are complete for an additional program specification technique, a formal system with the flavor of a very high level programming language. The language allows manipulation of abstract algebraic structures such as mappings and sets. The semantic support available through the domain expert will allow the use of domain specific jargon in this language. The language will allow the user to specify quickly and precisely program descriptions that have already been well thought out.

The program model builder [McCune-77] uses the program net produced by the other acquisition modules to construct a complete and consistent model of the program. There are about 350 rules in the model builder's knowledge base. Rules incorporate knowledge of mappings and primitive operations for accessing them, of procedures and procedure invocations, and of type coercion. The model builder also resolves typetoken ambiguities and transforms expressions to canonical forms It has built a number of program models that are variations of CLASS as part of the PSI system. Separately the model builder has successfully constructed a model for RECIPE.

The rule expander for model building rules makes writing such rules easier. Rule preconditions are written in a concise declarative language. Then the rule expander translates the declarative form into the required fetch and test operations, taking Into account any ordering constraints that the preconditions may have and avoiding retesting preconditions unnecessarily.

A program has been written that prints concise, readable versions of program models. The Internal representation of the model is designed for programming efficiency and is hard for people to understand. Listings in the concise notation are thus valuable for debugging. The model is printed in a very high level language, using a syntax similar to PASCAL. Any or ail of the parts of a model may be printed, and cross-reference tables are available to index the concise listing and the original model.

The program model interpreter executes models interpretively as an alternative to coding them and running the target program. It correctly interprets all program models available. The interpreter parses arbitrary input data, including those which are of any type occurring in a tree of legal alternatives.

## 22 Synthesis Phase

The program model is refined into target language code during the synthesis phase. Dividing PSI into two separate phases allows program optimization to take different runtime environments into account. The program can be specified once and a program model built. Then different target language programs can be produced for different size estimates, probabilities, or cost functions. The programs will have the same input-output behavior, but the code will be optimized differently based on the data structure sizes or other such parameters.

For example, recall that CLASS reads a sample set of items, then repeatedly inputs a trial set and tests whether the sample set is a subset of the trial set. Since the universe of the sets is not known, a fast subset test using a bit map is not possible. So the subset test is implemented as an enumeration through the elements of the sample set, testing each element for membership in the trial set. When the trial set is small, a simple list (the same as the Input format) is a good choice of representation for the sets. When the trial set is large, however, representation as a hash table may prove more efficient because the membership test Is much faster. The efficiency expert checks whether such savings outweigh the cost of the representation conversion.

The knowledge base of the coder [Barstow-79] has about 450 rules. These rules have been used to code a variety of programs, including graph reachability and prime number finding. The sets and mappings used in these programs can be represented as lists, arrays, Boolean mappings, or property lists. Several versions of CLASS, RECIPE, NEWS, TF, and insertion and selection sorts have been coded. Rules about reusing the space in arrays have been written and used to synthesize ( n -place selection and insertion sorts.

The efficiency expert [Kant-79) has been used with the coder to write RECIPE, NEWS, insertion and selection sorts, and several variants of CLASS. In all cases different implementations are selected when different data structure sizes (for example) are assumed. More than one representation for the same data structure can be used in a program. Efficiency rules suggest the circumstances under which various representations are plausible or implausible, which greatly reduces the search space from the original space of all legal programs. Space-time cost estimates are used to compare different implementations and to identify the decisions that may have the greatest Impact on the global program cost; the decision making resources are allocated accordingly.
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# A TOO LEVEL MODULAR SYSTEM FOR NATURAL LANGUAGE UNDERSTANDING 

Giovanni Guida and Marco Somalvico<br>Milan Polytechnic Artificial Intelligence Project<br>Istituto di Elettrotecnica ed Elettronica<br>Politecnico di Milano<br>Piazza Leonardo da Vinci n.<br>32<br>1-20133 Milano, Italy

This paper is intended to propose a new methodological approach to the conception of natural lan guaqe understanding systems. This contribution is supported by the design and implementation of DONAU. The system is based on a two level modular architecture. The horizontal level allows an independent and parallel development of the single segments of the system (syntactic analyser, semantic analyser, information extractor, legality controller). The vertical level ensures the possibility of changing the definition of the semantic domain on which particular versions of the system can be oriented and specialized in a simple, incremental, and user-oriented way. DONAU is written in LISP and is available from the authors.

## 1. INTRODUCTION

The conception of modular and flexible archite£ lures has been proposed recently in the develop merit of natural language understanding systems [2]. Basic exigencies of unification, flexibility, and intercommunication have motivated the development of the DONAU (Domain Oriented NAtural language Understanding) system, which has been successfully experimented on an UNIVAC 1110 at the Milan Polytechnic Artificial Intelligence Project [3].

The original contribution of DONAU consists in the adoption of a two level modular architecture for a system able of understanding natural language.

In the development of the DONAU two level archi tecture, the morphologic and syntactic analysis has been designed and implemented on the base of the PIAF system which has been conceived, de_ vcloped, and successfully tested in the past at the IMAG Laboratory of the University of Gre_ noble (France) [4] .

Two versions of DONAU have been already completely implemented and experimented: a first one, oriented on robotics, for the programming and control of the SUPERSIGMA robot developed and operating at the Milan Polytechnic Artificial Intelligence Project; a second one, oriented on data bases, for the inquiry of a relational data base about the oil resources in the world proposed by the International Institute for Applied System Analysis, Laxenburg, Austria. A third version, centered on program synthesis,is presently being designed [1].

## THE TWO LEVEL MODULAR STRUCTURE

This section illustrates the modular structure of DONAU and the adopted design criteria. The main criterion which has guided the conception of DONAU has been that one of two level moduIarity.

The first level, called horizontal level,refleets the distinction between the different conceptual activities concerning the natural language understanding process. Eachone of the se activities (i.e., morphologic and syntactic analysis, semantic analysis, information extraction, and legality control) is associated with a bimodular segment which is precisely defined by its input-output characteristics. The second level of the modular architecture, called vertical level, is related with the distinction of the different nature of the two modules which compose the bimodular segment. The first module, called top module, embeds the domain-independent, general-purpose algorithm associated with the conceptual activity proper of the segment. The second module, called bottom module, consists of a framework containing the domain-dependent, special-purpose information which directly relates with the particular semantic domain in which a version of the DONAU system is conceived to be operating.

An advantage of this two level architecture lies in an efficient balance between the chara£ teristic of generality, required by a natural language understanding system, and the exigency of efficiency, implied by an actually useful system.

Another feature is the simplicity in designing different versions of the same system, eachone devoted to a particular instance of a semantic domain- Each new version can be obtained, in fact, by simply changing, in each segment, only the bottom module, i.e., the domain orien ted information. A further quality is the possi bility of having incrementslity in the definition and set up of the system, i.e., the capability of modifying and increasing the content of the specification information on the base of the requirements and suggestions which the experimentation of the system might propose.

The fundamental assumption on which the DONAU project is based is that one of artificial understanding of natural language. We claim that the understanding of natural language, having as ultimate goal the communication between the man and an artificial system, does not require the capability of following all the peculiarities and the nuances of the possibly different ways of expressing an operative information in natural language. The goal of the understanding process is to obtain just that kernel of information which is necessary to activate in the desired and correct way the artificial system which is the target of the man-machine interaction and which can perform only a bounded, usually quite small, number of activities. This approach to natural language understanding can be useful, in our opinion, for avoiding some of the linguistic difficulties encountered in early research works. Moreover, this standpoint allows to largely extend the capabilities of the system in accepting a great variety of free natural language sentences, still avoiding the explosion of the complexity of the parsing algorithm consequent to an increased complexity of the input sentences which might actually be encountered in real applications.

## 3. UNDERSTANDING INPUT SENTENCES

The first step of the parsing consists of the morphological and syntactic analysis. The classical methods of finite state recognizers and dependence grammars [4] are adopted for this activity. The result of the syntactic analysis, constituted by a (small) set of dependence trees [3], is then supplied as input of the semantic analyser.

The role of the semantic analysis is to discriminate, among the different dependence trees, that one which is consistent with the semantic description of the natural language supplied to the system. The specification information of this segment is constituted by a complex framework called model-list network. This network is
lists.The model-lists are lists of symbols representing morphological types and semantic types, which denote the categories of words and elementary constructs considered as relevant ones for defining the semantics of the natural language in a particular application domain.
Each model-list is associated to a semantic type and constitute therefore a transformation ru le. A dependence, tree is discriminated by the semantic analyser if to its nonterminal nodes model-lists can be associated in such a way to satisfy an appropriate set of matching conditions [3] The output of the semantic analyser is represented by a semantic tree embedding all the relevant information so far obtained in the parsing.

The third segment of DONAU is the information extractor. Its role is to individuate within the semantic tree the operative significant content which is sufficient and not redundant for expressing the meaning of the original natural language sentence. The elimination of the superfluous information is performed by a covering algorithm on the base of the content diagram [3] defined on the lexicon. The result of the whole parsing activity is an executable formal statement which can directly be accepted and executed by the interacting artificial system.

Finally, the legality control consists in the evaluation of the proposed operative content within a legality base which represents the nonlinguistic context of the artificial system con nected with DONAU.

## 4. EXPERIMENTAL RESULTS AND CONCLUSIONS

Two versions of DONAU have been developed.
RB-DONAU, centered on the semantic domain of robotics, is running, at present time, on an UNIVAC 1110 computer and is programmed in 1108LISP. The software architecture of the system re fleets quite closely the conceptual schema described in section 2. The program occupies about 25 Kwords memory and the specification information, relative to a lexicon of about 200 words, 5 kwords. The comprehension of simple sentences of 5 to 10 words requires about 1 second (with compiled LISP programs).

DB-DONAU, centered on the domain of data base inquiry [1], has been developed with the precise aim of verifying the actual possibility of changing the semantic domain along the lines suggested by the vertical modularity of the system. The experimental activity done has shown a good flexibility of the model proposed for achieving the modularity and incrementality goals initially stated for the project.

Several projects are presently developing around the DONAU system. In particular, the following goals are considered as relevant ones :

- to improve the diagnostic capabilities of DONAU and to develop an high-level testing and tracing subsystem;
- to define and implement an experience subsystem, which can guide the user's tuning and extension activities on the base of the past use of the system;
- to integrate the two steps of syntactic and semantic analysis as parallel coroutines for increasing the efficiency of the parser.


## APPENDIX

In this appendix we present an example of natural language understanding on a simple sentence:
ELENCA I DEPOSIT! DEL KUWAIT AVENTI RISERVA DI PETROLIO MAGG10RE DI 1500 TON AL 1.9.1978 (list the deposits of Kuwait having an oil reserve greater than 1500 ton on 1.9.1978).
Two different dependence trees are obtained: ((ELENCA verb)* ( DEPOSITI sub) (I art)* ((KUWAIT sub) (del prep)*) ((AVENTI verb)* ((RISERVA sub)* ( (PETROLIO sub) (DT prep)*) (MAGGIORE adj) ((1500 num) (DI prep)"* $(\operatorname{TON} \operatorname{sub}))\left((\operatorname{AL} \operatorname{prep})^{*}(1.9 .1978\right.$ date))))))
((ELENCA verb)* ( DEPOSITI sub) (I art)* ((KUWAIT sub) (DEL prep)*) ) ((RISERVA sub) (AVENTI Verb)* ((PETROLIO sub) (Dt prep)*)(MAGGIORE adj) ((1500 num)(DI prep)* (TON sub)) ((AL prep)* (1.9. 1978 date))))

The notation (x $\left.y^{*} z\right)$ is used,where $x$ is the root of the tree, y are the left subtrees and $z$ are the right subtrees.
Only the first tree is discriminated by the semantic analyzer; the corresponding semantic tree is :
( (sentence: (ELENCA verb) )* (object: (DEPOSITI sub)) (T art)*( (spec: (KUWAIT sub)) (DEL prep)*) ((compl: (AVENTI verb))* (compl-spec: (RISERVA sub) ) * ( spec: (PETROLIO sub)) (DI prep)*) (MAGGIORE adj) ( (spec: (1500 num)) (DI prep)*(TON sub)) ( (date: (AL prep) )*(1.9. 1978 date)))))) The resulting information tree is then:
((sentence: (ELENCA verb) )* (object: (DEPOSITI sub) )* (spec: (KUWAIT sub)) ( (compl: )"*
((compl-spec: (RISERVA sub) )*(MAGGIORE adj)
((spec: (1500'num) * (TON sub)) ((date: *
$(1.9 .197 \mathrm{P} \quad \mathrm{Hatel})))$ )
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## A NATURAL PROGRAMMING CALCULUS

Ake Hansson<br>Department of Computer Science University of Stockholm and<br>The Royal Institute of Technology<br>10691 Stockholm<br>Sweden


#### Abstract

We shall lay down a programming calculus in which we develop a methodology for reasoning about data and programs. Our language, L, is ordinary first order predicate logic. A subset of this language, Lp, is our programming language that can be run efficiently in PROLOG. The calculus consists of a natural deduction system that is used for deducing programs and a system for efficient computation of programs. The axioms of the calculus characterize the data structures. Definitions are used for program specifications and mappings between data structures. The programs are deduced from the axioms and the definitions. Examples of deduced programs are a LISP-program and a program that Burstall and Darlington could not obtain in their transformation system.


## 1. INTRODUCTION

Our main purpose is to develop a methodology for reasoning about data and programs, and especially to enable us to arrive at a programming calculus. In this connection we shall take up a system of natural deduction invented by Jaskowski and Gentzen, and from this we shall deduce programs.

Natural deduction systems are natural in several ways. One important point is their characterization of informal reasoning. In particular, the structure of unformalized reasoning preserves its structure when it is formalized. In fact, the suggestion by Lukasiewics to formalize reasoning from assumptions seems to be a first step towards natural deduction systems.

We can think of a natural deduction system as a formalization of means~ends analysis in the GPSsystem (see Newell \& Simon [14]). Taking this view, a derivation of a program follows a general structure. An induction hypothesis is an initial state. A program specification together with axioms of data structures or data structure mappings are operators that transform an initial state to a final state that is the program. The general structure of a deduction is of great interest not only for our understanding of program deductions but also for developing methods for automated reasoning. Unfortunately, we have to leave out the deductions for reasons of space. A detailed description of the deductions is found in Hansson \& Tarnlund [ 7 ].
We shall make use of Quine's [16] natural deduction system for classical logic. Natural deduction systems are not restricted to classical logic but apply also to many other systems e.g., second or-
der logic, modal logic and set theory. A comprehensive description of natural deduction systems as well as of their history is given by Prawitz [15].
Our language is first order predicate logic (L) defined in its standard way with bound and free variables, primitive signs for quantification (V and 3 ), conjunction (\&), disjunction (v), conditional (-->), negation ( $\sim$ ) and bi-conditional (<-->). In section 2 this language is used for writing down axioms e.g., to characterize data structures, and in sections $3 \sim 5$ for definitions of programs and. data structure mappings. We use the inference rules of the natural deduction system to derive programs from the axioms, definitions and mappings.
The language $L$ should be distinguished from the restricted language of Horn clauses Lp, which is our programming language (see Colmerauer et al. [6 ], Hayes [ 8 ] and Kowalski hol). Thus a deduction of a program starts from axioms and definitions in $L$ and arrives at a Horn clause program in Lp. Horn clause programs do not restrict the set of computable functions (see Tarnlund [19]) and since the advent of PROLOG (see Roussel [18] and Warren [21]) they can also be run efficiently by a resolution-like theorem prover (see Robinson [17]).
The programming language evidently becomes an integrated part of a logic calculus, in the sence of Church [4], where the deductions are determined by inference rules and axioms. It should be noted that our system consists of a natural deduction system for reasoning and a resolution system for the efficient computation of programs.
*This work was supported by the Swedish Natural Science Research Council.

## 2. DATA STRUCTURES

We now turn to the notion of data structures, which are premises in our deductions. We shall have to write down these structures explicitly in order to make formal inferences from them. These formalizations are axioms in our calculus.
We shall take up four data structures: simple linear lists, difference lists, binary trees and ordered-binary trees. Our characterization of these data structures has already been introduced in Tarnlund [20].

A simple linear list is empty ( 0 ) or constructed (x.y) from an element $x$ and a list $y$. We formalize this idea in our first axiom.

## Axiom 1.

$\forall w\{l i s t(w) \leftrightarrow W=\emptyset \vee \exists x \exists y[w=x . y \&$ element $(x) \&$ list(y)]\}

We are using a dot, , for list constructions which like the extensions of the elements are supposed to be defined elsewhere.

Generally, there are useful lemmas that could be derived from the axioms which make the deductions of programs shorter. Following Clark \& Tamlund [ 5 ] these lemmas consist of an induction step and a base. For reasons of space we have to leave them out.

Our next axiom characterizes a more complicated linear list called a difference list or a d-list for short. It is useful for direct access to the rear of a linear list and for concatenating two lists efficiently. We may think of a d-list as a pair <u,w> of linear lists $u$ and $w$, where each element on $w$ occurs in the same order at the rear of $u$ e.g., $u=a . b . c . x$ and $w=c . x$ giving the pair <a.b.c.x,c.x>, which denotes the simple list a.b.0. Our second axiom formalizes the idea of a d-list.

Axiom 2.
$\forall w\{d-1 i s t(w) \leftrightarrow \forall z \exists u \exists v[w=\langle u, z\rangle \&(u=z \quad v \quad u=v . z \&$
element(v) $v$ d-list( $\langle u, v\rangle) \& d-1 i s t(\langle v, z\rangle))]\}$
We assume that the pair constructor, < > , is already defined.

Binary trees are interesting and useful data structures not only for their own sake but also because any tree can be represented by a binary tree. An object is a binary tree if and only if it is empty or constructed $t(x, y, z)$ where $y$ is an element, moreover, the subtrees $x$ and $z$ are binary trees themselves. This idea is formalized in our third axiom.

```
Axiom 3.
\(\forall w(\) binary-tree \((w) \leftrightarrow w=\emptyset \vee \exists x \exists y \exists z[w=t(x, y, z) \&\)
    element \((y)\) \& binary-tree( \(x\) ) \& binary-tree( \(z\) )]
When unambiguous a binary tree is called a tree.
```

The concept of ordering is fundamental in programming. We shall need a "belongs-to" relationship in order to specify the idea of ordering.
An element $u$ belongs to a list $w$ if and only if $w$ is identical with a simple list $x . y$ and $u$ is identical with $x$ or $u$ belongs to the list $y$. This is written more precisely in our fourth axiom.

Axiom 4.
$\forall u \forall z\{u \in z \leftrightarrow$ list $(z) \&$
$\exists x \exists y[z=x . y \&(u=x \vee u \in y)]\}$
This inductive definition is naturally viewed from the front of the list towards the rear. However, it is equally natural to view a list from the rear towards the front. But in order to achieve the latter idea we have to make use of a d-list since a linear list does not work in the latter direction. The following picture might be useful for understanding our next axiom.


Fig. 1 Two d-lists.
An element $x$ belongs to a d-list $<u, w>$ if and only if there exists a one-element shorter d-list <u,v.w> such that $x$ is identical with $v$ or belongs to a d-list <u,v.w>. We make this notion concise in an axiom.

## Axiom 5.

```
\forallx\forallz{x \in z ↔ ヨz'[d-list(z) & d-list(z') &
    \forallw\existsu\existsv[z=<u,w> & z'=<u,v.w> & (x=v v x € z')]]}
```

An element $u$ belongs to a binary tree $t(x, y, z)$ if and only if $u$ is identical with $y$ or $u$ belongs to $x$ or $z$. This idea is written precisely in an axiom.

## Axiom 6.

```
\forallu\forallw{u\inw }
    \existsx\existsy\existsz[w=t(x,y,z) & (u\in x v u=y v u G z)]}
```

We finish this section with an axiomatization of an ordered binary tree; ob-tree for short. An empty tree is an ob-tree and a tree $t(x, y, z)$ is ordered if and only if each element on the left subtree $x$ io less than the element $y$ and each element on the right subtree $z$ is greater than $y$, moreover, the trees $x$ and $z$ are ob-trees.

## Axiom 7.

```
\forallw {ob-tree(w) ↔ binary-tree(w) &
    [w=\emptyset\vee \existsx\existsy \existsz[w=t(x,y,z)& \forallu[(u\in x mu<y)&
                (u\inz & y<u)] & ob-tree(x) &
                                    ob-tree(z)]]}
```

We shall also need to distinguish between an emp-
ty list and a constructed list i.e., $\emptyset \neq x . y$, as
well as between an empty tree and a constructed tree i.e., $\emptyset \neq t(x, y, z)$. We can now, for example, derive that there is no element on an empty list or on an empty tree i.e., $\sim(u \in \emptyset)$. We shall also assume some standard axiomatization of arithmetic.

## 3. DEDUCTION FROM INDUCTIVE ASSUMPTIONS

The intention of our programing calculus is to arrive at systematic methods for deducing programs. Generally speaking, a deduction of a program follows from a program specification and from the axioms of data structures given in section 2 or mappings between data structures. These axioms, specifications and mappings are written in our first order language $L$. By contrast, a program is written in the language Lp, which usually is Horn clauses and a subset of $L$.
A deduction is built up on the inference rules in Quine's natural deduction system [16]. In addition we shall also make use of rules for identity.
It is a point of methodological interest that the programs are written inductively on a data structure. This fact is used for deducing programs from their specification by an inductive argument i.e., a program is deduced from an induction hypothesis. Moreover, this method of deducing programs gives a correctness proof of the programs for free. A simple example will shed light on these ideas.
Suppose we wish to deduce a program which checks whether or not an element $x$ is less than all elements of a list 1 . We owe this "lessall"-program to Manna \& Waldinger [12]. First, we write down a definition in the language $L$ which is a precise specification of the program.
Definition 1.
$\forall x \forall 1\{1$ essall $(x, 1) \leftrightarrow$ element $(x) \&$ list(1) \& $\forall z[z \in 1 \rightarrow x<z]\}$
This definition is explicit in contrast to an implicit one written inductively on a data structure. As we shall see explicit definitions contain more alternative programs than implicit definitions and so we consider them more abstract.

We observe that definition 1 contains a simple list as data structure. In fact, a data structure provides a general rule for generating the structure of a program deduction. First, we assume that there is a program on the data structure e.g., lessall $(x, 1)$, where $x$ is an element and 1 a con structed list. From this assumption a consequent is deduced e.g., lessall(x,u.l), where u.l contains one element more than 1. In this way, by the deduction theorem, we can deduce a part of a program, which is an induction step. Secondly, we can readily complete the program by an induction base e.g., lessall ( $x, \emptyset$ ).

We can sum up our deductions in Hansson \& l'ärnlund [7] in the following theorem, which is a program that checks whether or not an element and a list satisfy the "lessall"-relationship.

## Theorem 1.

lessall $(x, \phi)+$ element $(x)$

```
lessall(x,u.l) & x<u & element(u) & lessall( }x,1\mathrm{ )
```

We follow a convenient convention for logic programs and omit universal quantifiers whose scope is the entire sentence. We can omit the "type"checks if we assume that the program is used with respect to its intended interpretation. In this way we arrive at the following simple program which we can run efficiently in PROLOG.
lessall ( $x, ~ \emptyset$ )
lessall $(x, u .1)+x<u \&$ lessall $(x, 1)$

### 3.1 Progran correctness

It is to be noticed that the deduction of our program ensures that the program is correct. For example, a correctness statement of the "lessali"program is:
$\forall x \forall 1$ felement $(x) \&$ list $(1) \&$ lessall $(x, 1) \rightarrow$ $\forall z\{z \in 1 \rightarrow x<z\}\}$
A meta-argument tells us that this statement is already proved during the deduction of the program. A central idea about the deduction is that it is an induction argument on lists consisting of a base case and an induction step i.e.,

$$
P(\emptyset) \& \forall x \forall y[P(y) \rightarrow P(x \cdot y)] \rightarrow \forall z P(z)
$$

where the antecedent consists of the base case and the induction step of the "lessall" program respectively. So, by induction we prove that the program is true of exactly all elements and lists in the "lessall"-relationship, i.e., we have a model of
lessall( $x, 1$ )
which by definition 1 is true for
$\forall z\{z \in \perp \rightarrow x<z\}$
It remains to be proved that the program terminates. We can, in fact, do this by induction on the data structure following methods developed in Clark \& Tärnlund [5].

## 4. DEDUCTION FROM AN ABSTRACT SPECIFICATION

Deductions of programs from specifications usually contain several alternatives of data structures as well as a choice between operations on data structures. We shall sey that a specification is less abstract when it provides fewer deductions. In this way an abstract specification gives more power and a natural idea would be to write down just abstract definitions. Up to a point such a
development has great advantages, as we shall see in section 4.1, where different programs are deduced from alternative assumptions about data structures and in section 4.3, where new programs are deduced from a choice between operations on data structures.

Unfortunately, all specifications are not abstract enough to provide alternative deductions of programs. This is certainly true of specifications that are very close to being programs themselves. In order to arrive at alternative programs in this situation we can of course try to write down a more powerful specification, but then we are faced with the problem of showing that the original specification satisfies the more abstract one. However, we can also deduce an alternative program from the original specification by introducing a mapping between data structures. We take up this idea in section 4.2.

### 4.1 Hypothesis About Alternative Data Structures

Evidently we can make use of our natural deduction system for hypothetical reasoning introduced in the preceding section and thus systematically deduce programs from alternative hypothesis.

Let us get a firmer idea by an example. Suppose that we have an abstract definition of programs for computing a list of factorials. Let us further assume that we first of all want to deduce a program with the factorials in descending order in the list and, secondly, to deduce a program with the factorials in ascending order. We owe the first of these programs to Burstall \& Darlington [2]. The idea of putting each factorial at the front of the list is a stack operation in character and leads to a list of factorials in descending order. By contrast, the idea of putting each new factorial at the rear of the list is a queue operation in nature and gives the factorials in ascending order. These broad outlines of deducing programs from abstract specifications with alternative hypothesis about data structures are depicted in figure 2.


## Fig. 2 Deductions of alternative programs from the same specification

We shall use bounded quantifiers. We say that
$\forall F(y)$ is equivalent to $F(1) \& F(2) \ldots \& F(n)$ and $1 \leq y \leq n$
$\exists F(y)$ is equivalent to $F(1) \vee F(2) \ldots \vee F(n)$. $1 \leq y \leq n$

Let us now write down an abstract specification of factlist.

## Definition 2.



Otviously, the elements in the list could have any property. In fact, the only information we use about the factorials is that "fact" is a function from element to element. We have
fact: element $\rightarrow$ element
We can now deduce the two programs factlist and FACTLIST respectively. The deductions are identical for the first 7 steps but branch as illustrated in figure 2, when we make assumptions about data structures. The left branch follows from the assumption that the data structure is a simple list and the right branch from the assumption that it is a d-list (see Hansson \& Tärnlund [7]). We obtain the following program.
Theorem 2.
factlist ( 0 ) $=\varnothing$
factlist $(n+1)=u .1+n \geq 0$ \& list (1) \& fact $(n+1)=u$ \& factlist $(n)=1$

In Hansson \& Tärnlund [7] we also have a deduction of a FACTLIST-program.

Theorem 3.

```
\(\operatorname{FACTLIST}(0)=\langle u, u\rangle\)
\(\operatorname{FACTLIST}(n+1)=\langle u, w\rangle+n \geq 0\) \& d-list( \(\langle u, v, w\rangle) \&\)
    \(\operatorname{fact}(n+1)=v \& \operatorname{FACTLIST}(n)=\langle u, v, w>\)
```

We recall from section 3 that the deductions of theorems 2 and 3 also give us correctness of these proarams.

### 4.2 Data Structure Mappings

According to the dotted line in fig. 2 a deduction requires a correspondence between the data structure simple list and d-list respectively. This one-to-one correspondence between the element in a stack and a queue is depicted in our next figure


Fig. 3 A one-to-one correspondence between a simple list $x . y$ and a d-list $\langle u, w\rangle$.
Let us give these correspondences names, domains and ranges in a usual way.
mapl: simple list $\rightarrow$ d-list
map2: d-list $\rightarrow$ simple list.
We now have to define these correspondences more precisely in order to carry out a deduction from the factlist program with factorials in descending order to a program with factorials in ascending order.

## Definition 3.

```
\forall1\forallq{map1(1)=q & I=\emptyset & \forallu(q=\langleu,u>)v
    \existsx\existsy\forallw\existsu[list(1) & 1=x.y &
    d-Iist(q) & q=<u,w> & mapi(y)=\langleu,x.w>]}
```

A definition of map2 is straightforward when we have mapl.

Definition 4.
$\forall q \forall 1\{\operatorname{map} 2(q)=1 \leftrightarrow \operatorname{map} 1(1)=q\}$
We have two functions: factlist and FACTLIST.
factlist: element $\rightarrow$ simple list
FACILIST: element $\rightarrow$ d-list.
This brings us to the following definitions of these functions.

Definition 5
$\forall n \forall q\{\operatorname{FACTLIST}(n)=q \leftrightarrow$
$\exists 1[\operatorname{factlist}(n)=1 \& \operatorname{map} 1(1)=q]\}$
Definition 6.
$\forall n \forall 1\{$ factlist $(n)=1 \leftrightarrow$
$\exists q[\operatorname{FACTLIST}(n)=q \& \operatorname{map} 2(q)=1]\}$
These definitions and the following factlist program:
factlist $(0)=\varnothing$
factlist $(n+1)=m .1+n \geq 0 \& \operatorname{fact}(n+1)=v \&$
list(1) \& factlist $(n)=1$
give a FACTLIST-program again. Hence, we have obtained theorem 3 twice, but this time by a mapping between data structures (see Hansson \& Tärnlund (71)

We can, of course, deduce the factlist program in theorem 2 in an analogous way from FACTLIST. Consequently, the programs factlist and FACTLIST are equivalent.

### 4.3 Hypotheses About Alternative Operations on a Data Structure

We shall now treat the idea of keeping the same data structure but making alternative hypotheses about operations on the data structure. In this way, a program is first deduced which inserts a new element into an empty subtree of an ordered binary tree such that the new tree is also ordered. Secondly, a program is deduced which inserts a new element into the root of an ordered binary tree and keeps the new tree ordered.

The important point about these programs is their operation on their data structure. The first program inserts the new element in one of its subtrees until an empty tree is reached. By contrast, the second program inserts its new element into the root of the binary tree and reorganizes the subtrees so that they stay ordered. We owe this program to Keith Clark.
Let us now write down an abstract specification of these programs. We are in fact, a bit strict and make the definition true only for ordered binary trees. We think of an insert relation between individuals $u, v$ and $w$ if and only if $u$ is an ob-tree, $v$ is an element and $w$ is an ob-tree, moreover, each element on $w$ is on $u$ or is identical to v .

## Definition 7.

$\forall u \forall v \forall w\{i n s e r t(u, v, w) \leftrightarrow o b-t r e e(u) \& e l e m e n t(v) \&$ ob-tree(w) \& $\forall z[z \in w \leftrightarrow z=v \vee z \in u]\}$
In Hansson \& Tärnlund [7] we first deduce one case of a leaf insert program and secondly one case of a root insert program. The first 14 steps in the deductions are identical until we make a choice between operations on the data structure. We have, thus, the following case of a leaf insert program.
Theorem 4.

```
insert(t(x,y,z),v,t(x',y,\mp@subsup{z}{}{\prime})) + v<y & z=z' &
    ob-tree(t(x,y,z)) & insert(x,v,\mp@subsup{x}{}{\prime})
```

Let us now write down a corresponding case for a root insert program.

## Theorem 5 .

$$
\begin{aligned}
& \text { insert }\left(t(x, y, z), v, t\left(x^{\prime}, v, t\left(x^{\prime \prime}, y, z\right)\right)\right) \leftarrow \\
& v<y \& x_{2}=t\left(x^{\prime}, v, x^{\prime \prime}\right) \& x=x_{1} \& \& \\
& \quad \text { ob-tree }(t(x, y, z)) \& \text { insert }\left(x_{1}, v, x_{2}\right)
\end{aligned}
$$

We depict a relationship between input and output in our root insert program in the next figure. Notice that subtree $x$ is partitioned in two sub-
trees so that $x^{\prime}$ contains all elements less than $v$ and $x$ " all elements greater than $v$.



Fig. 4 Root insert
In this way we can deduce the entire programs for leaf insert and root insert, respectively.
Theorem 6.

```
insert(t(x,y,z),v,t(x',y,z')) & v<y & z=z' &
            ob-tree(t(x,y,z)) & insert(x,v,x')
insert(t(x,y,z),v,t(x',y,z')) + y<v & x=x' &
            ob-tree(t(x,y,z)) & insert(z,v,z')
insert(t(x,y,z),v,t(\mp@subsup{x}{}{\prime},y,\mp@subsup{z}{}{\prime}))+v=y & x=\mp@subsup{x}{}{\prime}&&
                    z=z' & ob-tree(t(x,y,z))
insert( }\varnothing,v,t(\emptyset,v,\emptyset)
```


## Theorem 7 .

```
insert \(\left(t(x, y, z), v, t\left(x^{\prime}, v, t(x ", y, z)\right)\right)+v<y \&\)
    \(x_{2}=t\left(x^{\prime}, v, x^{\prime \prime}\right) \& x=x_{1} \&\) ob-tree \((t(x, y, z)) \&\)
                insert \(\left(x_{1}, v, x_{2}\right)\)
insert( \(\left.t(x, y, z), v, t\left(t\left(x, y, z^{\prime}\right), v, z^{\prime \prime}\right)\right)+y<v \&\)
    \(z_{2}=t\left(z^{\prime}, v, z^{\prime \prime}\right) \& z=z_{1} \&\) ob-tree \((t(x, y, z)) \&\)
        insert \(\left(z_{1}, v, z_{2}\right)\)
insert \(\left(t(x, y, z), v, t\left(x^{\prime}, v, z^{\prime}\right)\right)+v=y \& x=x^{\prime} \&\)
                \(z=z ' \& o b-\operatorname{tree}(t(x, y, z))\)
insert \((\varnothing, v, t(\emptyset, v, \phi))\)
```

We recall that we obtain a correctness proof of the programs.

DEDUCTION FROM A NON-ABSTRACT SPECIFICATION
The abstract character of the specification of factlist in the preceding section gives the advantage of two methods of deducing a program, namely, by choice of data structure or by data structure mapping. Unfortunately, there are quite natural specifications that are less abstract e.g. already bound to a data structure. This situation obviously eliminates the method that provides choices between data structures for deduction of alternative programs. In such a case we can either redefine our specification more abstractly or use the method of data structure mapping, shown in section 4.2. We shall take up the latter method again on a specification of a twist relation. We owe this program to Burstall \& Darlington [2].

### 5.1 Data Structure Mappings for Deducing Alternative Programs

The twist program is a function.
twist: binary tree $\rightarrow$ binary tree

An example of this program is displayed below. twist:


Fig. 5 Twist of a binary tree
Let us now consider the problem of substituting this data structure for a "LISP"-tree structure and in this way arrive at a TWIST-program, which "TWISTs" a LISP-tree. Thus we want to deduce a TWIST-program, which is a function from LISPtrees to LISP-trees i.e.,
TWIST: LISP-tree $\rightarrow$ LISP-tree
An example of the TWIST-function is displayed in the next figure.
TWIST:


This TWIST-program, although written in logic and potentially run in PROLOG, is a LISP-program in character, and thus it is natural to ask for a LISP-program. At this point three sub-problems demand solution, a definition of a mapping between a binary tree and a LISP-tree, a definition of TWIST in twist and an axiomatization of relevant LISP-functions. Let us sum up this situation in a figure.
date structure: binary tree a non-abstract definition of twist


Fig. 7 Deduction of a TWIST-program by
mappings between data structures
informally, we need a one-to-one correspondence between the data structures binary tree and LISPtree.
map1: LISP-tree $\rightarrow$ binary tree
map2: binary tree $\rightarrow$ LISP-tree
map2:
map 1:


Fig. 8 Functions between data structures

Before we can write down this correspondence more precisely we shall have to axiomatize a data structure LISP-tree built up on a LISP-list cons $(x, y)$, and so we have to introduce the latter data structure.

Axiom 8.
$\forall x \forall y \exists z\{\operatorname{cons}(x, y)=z \leftrightarrow$ (element $(x) \vee$
$\exists u \exists w \operatorname{cons}(u, w)=x) \&(y=n i l \vee \exists u \exists w \operatorname{cons}(u, w)=y)\}$
A LISP-tree is a subset of a LISP-list. In fact, it is either nil or constructed, cons ( $x, \operatorname{cons}(u, y)$ ), where $x$ is a LISP-tree, $u$ an element and $y$ a LISPtree. We have:

Axiom 9.
$\forall 1\{$ LISP-tree $(1) \leftrightarrow$ l=nil $\vee$
$\exists x \exists y \exists u[1=\operatorname{cons}(x, \operatorname{cons}(u, y)) \&$ element $(u) \&$ LISP-tree $(x) \&$ LISP-tree(y)]\}

As usual we distinguish between an empty list and a constructed list.

Axiom 10.
$\forall x \forall y \sim\{\operatorname{cons}(x, y)=n i l)$
We can now write down the functions map 1 and map2.
Definition 6.
$\forall 1 \forall t(\operatorname{map} 1(1)=t \leftrightarrow l=n i l \& t=\emptyset \quad v$
$\exists u \exists 1_{1} \exists l_{2} \exists \mathrm{t}, \exists \mathrm{t}_{2}\left[1=\right.$ cons $\left(1_{1}\right.$, cons $\left.\left(u, 1_{2}\right)\right) \&$
LISP-tree(1) \& binary-tree( $t$ ) \& $t=t\left(t_{1}, u, t_{2}\right) \&$
$\left.\left.\operatorname{map} 1\left(l_{1}\right)=t_{1} \& \operatorname{map} 1\left(l_{2}\right)=t_{2}\right]\right\}$
We get map2 immediately from map 1.
Definition 7.
$\forall 1 \forall t\{\operatorname{map} 2(t)=1 \leftrightarrow \operatorname{map} 1(1)=t\}$
Let us now specify twist on binary trees, in fact, the definition is quite natural although it is not abstract enough to provide a deduction of TWIST, without the mappings map 1 and map2.
Definition 8.

$$
\begin{aligned}
& \forall t_{1} \forall t_{2}\left\{\text { twist }\left(t_{1}\right)\right.=t_{2} \leftrightarrow t_{1}=\emptyset \& t_{2}=\emptyset v \\
& \exists u \exists t_{1} \exists \exists t_{12} \exists t_{21} \exists t_{22}\left[t_{1}=t\left(t_{11}, u, t_{12}\right) \&\right. \\
& t_{2}=t_{2}\left(t_{22}, u, t_{21}\right) \& \text { binary-tree }\left(t_{1}\right) \& \\
& \text { binary-tree }\left(t_{2}\right) \& \text { twist }\left(t_{11}\right)=t_{21} \& \\
&\text { twist } \left.\left.\left(t_{12}\right)=t_{22}\right]\right\}
\end{aligned}
$$

We can now define TWIST by three mappings. First, from a LISP-tree $l_{1}$ to a binary tree $t_{1}$.
map1: $l_{1} \rightarrow t_{1}$
Secondly, from a binary tree $t_{1}$ to a (twisted)
binary tree $t_{2}$.
twist: $t_{1} \rightarrow t_{2}$
Finally, from a binary tree $t_{2}$ to a LISP-tree $l_{2}$.
map2: $t_{2} \rightarrow l_{2}$
We are now ready to define TWIST precisely.

Definition 9.

$$
\left.\forall 1_{1} \forall l_{2}\left\{\operatorname{TWIST}\left(l_{1}\right)=1_{2} \underset{\operatorname{twist}}{\leftrightarrow}\left(\mathrm{t}_{1}\right)=\mathrm{t}_{2} \& \operatorname{map} 2\left(\mathrm{t}_{2}\right)=1_{2}\right]\right\}
$$

We still have to deduce a TWIST-program which is independent of twist and the functions map 1 and map2. We can deduce the following program that "TWISTs" a LISP-tree, without any mapping function (see Hansson \& Tärnlund [7]).

Theorem 8.
$\operatorname{TWIST}(n i l)=n i l$
$\operatorname{TWIST}(\operatorname{cons}(x, \operatorname{cons}(y, z)))=\operatorname{cons}\left(z^{\prime}, \operatorname{cons}\left(y, x^{\prime}\right)\right)+$ $\operatorname{TWIST}(x)=x^{\prime} \& \operatorname{TWIST}^{\prime}(z)=z^{\prime}$

Moreover, our inductive proof shows that the TWIST-program is total, i.e.,

Lemma 1.
$\forall w \exists u[\operatorname{LISP}-t r e e(w) \rightarrow \operatorname{TWIST}(w)=u]$
Before proceeding to a derivation of a LISF-program let us pause a moment for a comment on the deductions. Although they are made by hand several of them have also been deduced in Weyrauch's Fol system [22]. For example see appendix 1 in Hansson \& Tärnlund [7] for a deduction in FOL of the TWIST-program in theorem 8. It is of course a natural development to get these deductions automatically. However, $F O L$ is useful for systematic developments of programs, and in addition it checks the inference and ensures that we arrive at correct programs.

### 5.2 Deduction of a LISP-program

It is a natural development within our calculus to go a little further and deduce a Llsp-program that twists a tree. In order to carry out this program we need an axiomatization of the LISF functions car and cdr.

Axiom 11.
$\forall x \forall y\{\operatorname{car}(x)=y \leftrightarrow \exists \mathrm{w} \operatorname{cons}(y, w)=x\}$
Axiom 12.
$\forall x \forall y\{\operatorname{cdr}(x)=y \leftrightarrow \exists \mathrm{w} \operatorname{cons}(\mathrm{w}, \mathrm{y})=\mathrm{x}\}$
We shall make use of a LISP-syntax containing
"if ... then ... else ..." as proposed by McCarthy [13]. So we have to define this form.

Definition 10.
$\forall x \forall y\{B($ if $A$ then $x$ else $y) \leftrightarrow(A \rightarrow \underset{(x)) \&}{(\sim A \rightarrow B(y))\}}$
In this way we do not extend our natural deduction system which we might have done and thus introduce an inference rule for "if ... then ... else ..." introduction and elimination respectively (see Manna [11]). We get the following LISP-program for TWIST (see Hansson \& Tarnlund [ (]).

## Theorem 2

TWIST(w) $=$ if w=nil then nil else
cons(TWIST(cdr(cdr(w))), cons(car(cdr(w)), TWIST(car(w))))

It is worthwhile noting that our method laid down in this paper also applies to arbitrary programming languages provided their programming constructs are axiomatized like axioms 11 and 12. This axiomatic method seems to be a new approach to program verification.

Unfortunately, no other programming language than pure LISP, except logic itself, of course, has been given a treatment that is rigorous and precise enough for a programming calculus (see Boyer \& Moore [1], Cartwright [3] and McCarthy [13]). In particular, the specification of PASCAL (see Hoare \& Wirth [9]) does not suffice. It is obviously undesirable to restrict the generality of programming languages so they do not fit into a programming calculus. Therefore, developments of new programming languages should demand solution of two problems; design of the language and axiomatization of the language constructs, for example, as outlined above.

## 6. CONCLUSION

A methodology for reasoning about programs and for systematic development of programs is of great interest. In this connection we have employed a deductive methodology and obtained a calculus for programming without a detour for a formalization of the programming language. Thus, it is an important point that our language for data structures and program specifications is first order predicate logic, a subset of which is our programming language. This is of great advantage when we deduce programs. Unfortunately, we have not, for reasons of space, displayed any deductions. In fact, they are all examples of hypothetical reasoning formalized in a natural deduction system. By contrast, a program is executed by a PROLOG-like system Hence, the calculus consists of two distinct logical systems. We have focused on a methodology for systematic development of programs, but it should be noted that the deductive methodology ensures that a derived program is correct. Consequently, we also obtain a methodology for proving that programs are correct.
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#### Abstract

in this paper we explore the number of consistency checks made by a tree search in order to solve binary constraint satisfaction problems. We show analytically and experimentally that the two principles of first trying the places most likely to fail and remembering what has been done to avoid repeating the same mistake twice improve the standard backtracking search. We experimentally show that a lookahead procedure called forward checking (to remember the future) which employs the most likely to fail principle performs better than standard backtracking, Ullman's, Waltz's, Mackworth's, and Haralick's discrete relaxation in all cases tested, and better than Gaschnigs backmarking in the larger problems.


## 1. INTRODUCTION

Associated with search procedures are heuristics. In this paper we provide a theory which explains why two heuristics used in constraint satisfaction searches work. The heuristics we discuss can be given a variety of one line descriptions such as:

Lookahead and remember your future in order to succeed in the present.
To succeed, try first where you are most likely to fail.
Remember what you have done to avoid repeating the same mistake.
Lookahead to the future in order not to worry about the past.

We will attempt to show that for a suitably defined random constraint satisfaction problem, the average number of consistency checks performed by a search procedure which employs these principles will be smaller than that required by the standard backtracking tree search.

To begin our discussion, we need a precise description of the constraint satisfaction problem we are attempting to solve by a search procedure. We assume that there are $M$ units (some authors call these variables instead of units). Each unit has a set of $L$ possible values or labels for each pair of units. The constraint
satisfaction problem we consider is to determine all possible assignments $f$ of labels to units such that for every pair of units, the corresponding label assignments satisfy the constraints. More formally, if $U$ is the set of units and $L$ is the set of labels, then the binary constraint $R$ can be represented as a binary relation on $U \times L: R \subset(U \times L) \times(U \times L)$. If a pair of unit labels $\left(u_{1}, \ell_{1}, u_{2}, \ell_{2}\right) \in R$, then labels $\ell_{1}$ and $\ell_{2}$ are said to be consistent or compatible for units $\mathrm{u}_{1}$ and $\mathrm{u}_{2}$. A labeling f of all the units satisfies the constraints if for every pair $u_{1},{ }_{2}$ of units ( $u_{1} f\left(u_{1}\right), u_{2}$, $\left.f\left(u_{2}\right)\right) \in R$. Haralick et. al. (1978) call such a labeling a consistent labeling.

The problem of determining consistent labelings is a general form of many problems related to artificial intelligence. For example, scene labeling and matching (Barrow and Tenenbaum, 1976, and Rosenfeld et. al., 1976), line interpretation (Waltz, 1972), edge labeling (Haralick, 1978), graph homomorphisms and isomorphisms (Ullman, 1969), graph coloring (Harary, 1969) boolean satisfiability (Haralick et. al., 1978), and proposition theorem proving (Kowalski, 1975) are all special cases of the general consistent labeling problem. Ullman (1966), Waltz (1972), Rosenfeld et. al. (1978 and 1979), and Gaschnig (1977 and 1978) attempt
to find efficient methods to solve the consistent labeling problem. Knuth (1975) also analyzes the backtracking tree search, which is the basis of most methods used to solve the consistent labeling problem.

For the purpose of illustrating the search required to solve this problem, we choose the N -Queens problem. Here, the unit set corresponds to the row coordinates on a checkerboard and we denote them by positive integers. The label set corresponds to the column coordinates on a checkerboard and we denote them by alphabetic characters. Hence, the unit-label pair $(1, A, 2, D)$ satisfies the constraint $R$, $[(1, A, 2$, D) rR ], since a queen on row 1 column $A$ cannot take a queen on row 2 column D. But, the unit label pair ( $1, A, 3, C$ ) does not satisfy the constraint $R$ because queens can take each otherdiagonally.

Using the number letter convention for unitlabel pairs, Figure 2 illustrates a portion of a backtracking tree trace for the 6 Queens problem. Notice how the unit 5 labels A, C, E, and $F$ occur twice in the trace, each time being tested and failing for the same reason: incompatibility with units 1 or 2 . These redundant tests can be eliminated if the fact they failed can be remembered or if units 1 or 2 could lookahead and prevent 5 from taking the labels A, C, F, or F. The remembering clone by Gaschnig's backmarking (1977) and the forward checking approach described in this paper help eliminate these problems. Notice that once unit 3 takes label $E$ (Figure la) the only labels left for units 4 and 6 are incompatible. The forward checking algorithm will not discover this future incompatibility. However, the first time label $B$ is associated with unit 4, there is absolutely no label possible for unit 6. Hence, the search through the labels for 5 and 6 are entirely superflous and forward checking will discover this (Figure lb). The lookahead procedures (discrete relaxation) of Ullman (1966), Waltz (1972), Rosenfeld (1976), Mackworth (1977), and Montanari (1974) help alleviate the problem Illustrated in Figure la as well as in Figure lb.

Section 2 gives a brief description of the full and partial looking ahead, forward checking, backchecking, and backmarking procedures and concludes with a comparison of these problems created randomly. These results show that standard backtracking is least efficient in most cases, and backmarking and forward checking are the most efficient for the cases tried.

(a)

(b)

Figure la illustrates how the labeling A, C, E for units $1,2,3$ implies that the onlv labels for units 4 and 6 are incompatible in the 6 Queens problem.

Figure lb illustrates how the labeling $A, C, E, B$ for units $1,2,3,4$ implies that there is no label for unit 6 in the 6 Queens problem.

$$
\begin{aligned}
& 1 \text { A } \\
& \text { A, B } \\
& 2 \text { C } \\
& A, B, C, D \\
& 3 \text { E } \\
& 4 \text { A } \\
& 4 \text { B } \\
& 5 \text { A, B, C } \\
& 5 \text { D } \\
& 6 \text { A, B, C, D, F, F } \\
& 5 \text { E,F } \\
& 4 \text { C,D,E,F } \\
& 3 \text { F } \\
& 4 \text { A } \\
& 4 \text { B } \\
& 5 \text { A, B, C, D, F,F } \\
& 4 \text { C,D,E,F }
\end{aligned}
$$

Figure 2 illustrates a segment of a tree trace that the standard backtracking algorithm produces for a 6 Queens problem. No solutions are found in this segment. The entry $2 A, B$, for example, indicates that labels $A$ and $B$ were unsuccessful at level 2 , but 2 C succeeds when checked with past units, and the tree search continues with the next level.

In section 3, we give a statistical analysis of constraint satisfaction searches and demonstrate the statistical reason why forward checking requires fewer expected consistency
checks than standard backtracking. In section 4 we explore other applications of the fail first or prune early tree search strategies and show that such particular strategies as choosing the next unit to be that unit having fewest labels left and testing first against units whose labels are least likely to succeed reduce the expected number of consistency tests required to do the tree search. Finally, by changing the unit search order dynamically in every tree branch so that the next unit is always the one with fewest labels left, we show experimentally that not only does performance improve for each procedure, but that forward checking now does better than backmarking in the larger problems tested.

## 2. SOME PROCEDURES FOR TREE SEARCH REDUCING

In this section we give brief descriptions of five procedures which can be used within the standard backtracking framework to reduce tree search operations. They are called full and partial looking ahead, forward checking, backchecking, and backmarking. Each of these procedures invests resources in additional consistency tests at each point in the tree search in order to save (hopefully) more consistency tests at some point later in the tree search.

For ease in explaining these procedures, we call those units already having labels assigned to them the past units. We call the unit currently being assigned a label the current unit and we call units not yet assigned labels the future units. We assume the existence of a unit label table which at each level in the tree search indicates which labels are still possible for which units. Past units will of course have only one label associated with each of them. Future units will have more than one. The tree search reducing procedures invest early to gain later. Hence, the result of applying any of them in the tree search will be to decrease the number of possible labels for any future unit or reduce the number of tests against past units.

The section concludes with a comparison among the tree search reducing procedures which indicates that backtracking is least efficient in most cases, and that backmarking and forward checking are the most efficient for the cases tested. The lookahead procedures can be ordered in increasing order of efficiency as full looking ahead, partial looking ahead, and forward checking.

### 2.1 Looking Ahead

Waltz filtering (Waltz, 1972), a procedure by Ullman (1966), discrete relaxation (Rosenfeld, Hummel, Zucker, 1976), and the Y operator of Haralick et. al. (1978) are all examples of algorithms that look ahead to make sure that (1) each future unit has at least one label which is compatible with the labels currently held by the past and present units and (2) each future unit has at least one label which is compatible with one of the possible labels for each other future unit. Looking ahead prevent the tree search from repeatedly going forward and then backtracking between units $u$ and $v, v<u$, only to ultimately discover that the labels held by units 1 through $v$ cause incompatibility of all labels between some unit $w, w>u$, and some past, current, or future unit.

Because looking ahead in this manner cannot remember and save most of the results of tests performed in the lookahead of future units with future units for use in future lookaheads, the full savings of looking ahead are not realized for many problems. A partial look ahead that does not do all the checks of full look ahead will perform better than backtracking and one that checks only future with past and present units (neglects future with futures) will do much better because all tests it performs can be usefully remembered.

The procedure LA TREE SEARCH and its associated subroutines CHECK-FORWARD and LOOK FUTURE
(Figure $3 a, b$, and $c$ ) is a formal description of the full looking ahead algorithm, which can easily be translated into any structured recursive language. $U$ is an integer representing the unit, and will increment at each level of the tree search. It takes on the value 1 at the initial call. $F$ is a one dimension array indexed by unit, where entry $f(u)$ for unit $u$ is the label assigned to $u$. $T$ and NEW $T$ are tables, which can be thought of as an array of lists, $T(u)$ is a list of labels which have not yet been determined to be not possible for unit U. (We implemented $T$ as a 2 dimension array, with the number of entries in each list (or row) stored in the first position of the row. This implementation uses approximately (NUMBER_OF_ UNITS) ${ }^{2}$ x (NUMBER OF_LABELS) words of memory for table storage). The tree search is initially called with $T$ containing all labels for each unit. All other variables can be integers. EMPTY_TABLE and NUMBER_OF_UNITS have obvious meanings.

The function RELATION(U1,L1,U2,L2) returns TRUE
if ( $\left.U_{1}, L_{1}, U_{2}, L_{2}\right) t R$, otherwise it returns
FALSE. CHECK FORWARD checks that each future unit label pair is consistent with the present label $F(u)$ for unit $u$ as it copies the table $T$ into the next level table NEWJT, LOOK_FUTURE then checks that each future unit label pair in NEWJ is consistent with at least one label for every other unit, and deletes those that are not.

In this implementation CHECK FORWARD and LOOK FUTURE return a flag, EMPTY ROW FLAG, if a unit is found with no possible consistent labelsThus the next level of the tree search will not be called, otherwise each entry in NEW T is consistent with $U, F,(u)$, and therefore, all the past unit-label pairs.

```
RECUISSIVE FROCFDUKE L_A_TREE SEARCH(U, F,T);
FOR F(U) = each element of T(U) BEGIN
    IF U < NUMBER OF UNITS THEN BE'GIN
        NEW T = CHFCK FORWARD(U,F(U),T);
        CALL- LOOK FUTÜRE(U,NEW T);
        IF NEW T is not EMPTY ROW FLAG
            CALL, L_ A TREE SEARCH(U+1,F,NEW_T)
            END;
    ELSE
        Output the labeling F;
    ENL;
END L_A TREE_SEARCH;
Figure (3a)
PROCEDURE CHECK FORWARD ( \(\mathrm{U}, \mathrm{L}, \mathrm{T}\) ) ;
NEW_T = empty table;
FOR U2 = U+1 TO NUMBER_OF_UNITS BEGIN
FOR L2 - each element of \(T(U 2)\)
IF RELATION(U,L,U2,L2) THEN
ENTER L2 in the list NEW T(U2);
IF NEW T(U2) is empty THEN
RETURN (EMPTY_ROW_FLAG); /* NO consistent Labels */
END;
RETURN (NEW T);
END CHECK_FORWARD;
```

Figure (3b)

```
PROCEDURE LOOK_FUTURE (U,NEW_T);
IF U \(+1 \geq\) NUMBE \(\bar{R}\) OF UNITS THEN RETLIRN;
FOR U1 \(=\mathrm{U}+1\) TO NUMBER_OF_UNITS BEGIN
    L1 CONSISTENT \(=F A L \bar{S} E\);
    \(F O \bar{R} \mathrm{LI}=\) each element of NEW_T(U1)
        FOR U2 = U+1 TO NUMBER_OF_UNITS except
            skipping Ul BEGIN
                L2 CONSISTENT = FALSE;
                \(F O \bar{R}\) L2 = each element of NEW T(U2);
                    IF RELATION(U1,L1, U2, L2) THEN BEGIN
                        L2 CONSISTENT = TRUE;
                        BREAK for L 2 loop;
                    END;
                IF NOT L2 CONSISTENT THEN
                \(B R E A \bar{K}\) for U2 loop;
                END for U2 loop;
            IF L2 CONSISTENT THEN
                LI_CONSISTENT \(=\) TRUE;
        ELSE
            Delete Ll from list NEW_T(U1);
        END for Ll loop;
    IF NOT LI CONSISTENT THEN BEGIN
        NEW T - EMPTY ROW FLAG;
        RETURN;
        END;
    END for L1 loop;
RETURN;
END LOOK_FUTURE;
```

Figure (3c)

### 2.2 Partial Looking Ahead

Partial looking ahead is a variation of looking ahead which does approximately half of the consistency that full looking ahead does while checking future with future units. Each future unit label pair is checked only with units in its own future, rather than all other future units. Thus partial looking ahead is less powerful than full looking ahead in the sense that it will not delete as many unit label pairs from the lists of potential future labels. We will, however, see that partial looking ahead does fewer total consistency checks than full looking ahead and standard backtracking in all cases tested.

The checks of future with future units do not discover inconsistencies often enough to justify the large number of tests required, and these results cannot be usefully remembered. Since partial looking ahead does fewer of these less useful tests, it is more efficient. A look ahead that checks only future with current or past units can have better performance since these more powerful tests can also be usefully remembered.

The formal algorithm for partial looking ahead requires only a minor modification of the LOOK FUTURE procedure (Figure 3 b ). To change LOOK FUTURE into PARTIAL_LOOK_FUTURE, the second and fifth lines must be changed. The "FOR UI..." loop becomes "FOR UI $=\mathrm{U}+\mathrm{I}$ TO NUMBER OF UNITS "1 BEGIN" and "FOR U2..." becomes "FOR U2 = UI+1 TO NUMBER_OF_UNITS

## 2.3 _Forward Checking

Forward checking is a partial lookahead of future units with past and present units, in which all consistency checks can be remembered for a while. This method is similar to looking ahead, except that future units are not checked with future units, and the checks of future units with past units are remembered from checks done at past levels in the tree search. Forward checking begins with a state of affairs in which there is no future unit having any of its labels inconsistent with any past unit-label pairs. This is certainly true at the base of the tree search, since there are no past units with which to be inconsistent. Because of this state of affairs, to get the next label for the current unit, forward checking just selects the next label from the unit label table for the current unit. That label is guaranteed to be consistent with all past unit label-pairs. Forward checking tries to make a failure occur as soon as possible in the tree search by determining if there is any future unit having no label which Is consistent with the current unit-label pair. If each future unit has consistent labels, it remembers by copying all consistent future unitlabel pairs to the next level's unit label table. If every future unit has some label in the unit label table which is consistent with the current unit-label pair, then the tree search can move forward to the next unit with a state of affairs similar to how it started. If there is some future unit having no label in the unit label table which is consistent with the current unit-label pair, then tree search remains at the current level with the current unit and continues by selecting the next label from the table. If there is no label then it backtracks to the previous unit label table.

The formal algorithm for forward checking is the Procedure LA TREE_SEARCH (Figure 3a) with line 5, the call to LOOKFUTURE, removed. Forward checking is just looking ahead, omitting the future with future checks.

### 2.4 Backchecking

Backchecking is similar to forward checking in
the way it remembers unit label pairs which are known to be inconsistent with the current or any previous unit label. However, it keeps track of them by testing the current unit label only with past unit label pairs and not future ones. So if, for instance, labels $A, B$, and $C$ for unit 5 were tested and found incompatible with label $B$ for unit 2, then the next time unit 5 must choose a label, it should never have $A$, $B$, or $C$ as label possibilities as long as unit 2 still has the label B.

Each test that backchecking performs while looking back from the current unit $u$ to some past unit $v$, forward checking will have performed at the time unit $v$ was the current unit. Of course, at that time, forward checking will also have checked all future units beyond unit u. Hence, backchecking performs fewer consistency tests, an advantage. But backchecking pays the price of having more backtracking and at least as large a tree as forward checking. Backchecking by itself is not as good as forward checking.

### 2.5 Backmarking

Backmarking (defined in Gaschnig, 1977, and also discussed in Gaschnig, 1978) is backchecking with an added feature. Backchecking eliminates performing some consistency checks that were previously done, had not succeeded, and if done again would again not succeed. Backmarking also eliminates performing some consistency checks that were previously done, had succeeded, and if done again would again succeed. To understand how backmarking works, recall that the tree search by its very nature goes forward, then backtracks, and goes forward again. We focus our attention on the current unit $u$. We let $v$ be the lowest ordered unit to which we have backtracked (has changed its label) since the last visit to the current unit u. Backmarking remembers $v$. If $v=u$, then backmarking proceeds as backchecking. If $v<u$, then since all the labels for unit $u$ had been tested in the last visit to unit $u$, any label now needing testing, needs only to be tested against the labels for units $v$ to $u-1$, which are the ones whose labels have changed since the last visit to unit $u$. That is, the tests done previously against the labels for units 1 through v-1 were successful and if done again would again be successful because labels for units 1 through v-1 have not changed and the only labels permitted for the current unit $u$ are those which have passed the earlier tests.

### 2.6 Experimental Results

In this section we compare the six procedures, partial and full looking ahead, backtracking, backchecking, forward checking, and backmarking, on the $N$-Queens problem for $4 \leq N \leq 10$, and on a random constraint problem, finding all solutions. We assume that the unit order is fixed in its natural order from 1 to N and that all consistency tests of the current unit with past units or future units begin with the lowest ordered unit. The label sets will consist of all N columns; no consideration is given to the various symmetries peculiar to the N -Queens problem.

Our comparison will be in terms of three kinds of graphs and tables:

1. The number of nodes visited is largest for the middle levels of the tree search, with the looking ahead procedure having fewest nodes at each level. (Figures 4 and 6)
2. The bulk of the consistency tests are done at shallow depths of the tree search for the look ahead types of peocedures (Figure 5)
3. Forward checking and backmarking do the fewest consistency tests among the algorithms using the normal unit orders in most cases tested. (Tables 1 and 2)

## 3. STATISTICAL MODEL FOR CONSTRAINT SATISFACTION SEARCHES

Our statistical model for random constraint satisfaction is simple. The probability that a given consistoncy cheok succeeds is independent of the pair of units or labels involved and is independent of whatever labels may already have been assigned to past units. Hence, $P\left(u_{K+1}\right.$,
$\left.\ell_{K+1}, u, \ell\right) \in R \mid \ell_{1}, \ldots, \ell_{K}$ are consistent labels of $\left.u_{1}, \ldots, u_{K}\right)=P\left(\left(u_{K+1}, \ell_{K+1}, u, \ell\right) \in R\right.$ for every $u, \ell$.

In our analysis, we will assume that a given pair of units with a given pair of labels is consistent with probability $p$, $p$ being independont of which units, which labels, or any past processlag; and there will be M units total. If cach untt has the same number $L$ of possible labels, then any $K-t u p l e$ of labels for any $K$ units has probability $p^{K(K-1) / 2}$ of being consistent since each labeling must satisfy $K(K-1) / 2$ consistency checks. Since there are $\mathrm{I}^{\mathrm{K}}$ possible labelings of K units, the expected number of consistent labelings is

$$
1_{1}{ }_{p}{ }_{p}^{K}(K-1) / 2
$$

Using our statistical model, the expected number of consistency checks at level $K$ in the tree search can be derived:

$$
L_{p}^{K}(K-1)(K-2) / 2 \frac{1-p^{K-1}}{1-p}
$$

We might note that the $N$-Queens problem differs some from the assumption of our statistical model. In terms of number of solutions, $N$ Queens has fewer solutions than the expected number of solutions of its associated random constraint satisfaction problem. In terms of consistency checks, $N$-Queens requires more checks than the expected number of checks of its associated random constraint satisfaction problem.

The computation of the number of labelings at any depth K for the forward checking algorithm is considerably more complicated, but the result is nearly as simple as for backtracking. The expected number of consistent labelings at level $K$ out of $M$ units will be

$$
L_{p}^{K} K(K-1) / 2\left[1-\left(1-p^{K}\right)^{L}\right]^{M-K}
$$

Notice that for $K=M$ this is the expected number of solutions to the problem, and the computation agrees with the one for the standard backtracking tree search. The expected number of consistency checks at level $K$ will be

$$
L^{K+1}{ }_{p}(K-1)(K+2) / 2\left[1-\left(1-p^{K-1}\right)^{L}\right]^{M-K-1}(M-K)
$$

Figure 6 shows that the expected number of consistent labelings for random constraint satisfaction problems agrees closely with the actual number in the average of several experiments.

### 4.1 Optimizing the Consigtency Check Order in Tree Searching

Suppose we are solving a constraint satisfaction problem and suppose units $1, \ldots, K$ have already been assigned labels $\ell_{1}, \ldots, \ell_{K}$ are we are trying to find a label $\ell_{K+1}$ for unit $K+1$. The label $\ell_{K+1}$ must come from some set $S_{K+1}$ of labels and it must be consistent with each of the previous labels $\ell_{1} \ldots, \ell_{K}$, that $i s$, we must have $\left(k, \ell_{k}, K+1, \ell_{K+1}\right) \in R$ for $k=1, \ldots, K$. To determine the label $\ell_{K+1}$, we sequentially go through all the labels in $S_{K+1}$ and perform the $K$ consistency checks: $\left(k, \ell_{k}, K+1, l_{K+1}\right)$, $R$. If one check fails, then we try the next label in $S_{k+1}$. If all checks succeed, then we can continue the
depth first search with the next unit.


Figure 4 illustrates number of consistent label ings as a function of tree depth, for the 8 queens in the natural unit order.


Figure 5 compares the number of consistency tests made at each level in the tree search for six different procedures, for the 8 queens problem in the natural unit order.


Figure 6 indicates the number of consistent labelings to depth $K$ in the tree search for the average of 25 random constraint satisfaction problems with probability of consistency check success of .65 and number of units $=$ number of labels $=10$. The doted curve is the theoretical expected number of labelings for such a n-nhlım

The optimizing problem for consistency checking is to determine an order in which to perform the tests which minimizes the expected number of tests performed. To set up the optimizing problem, we must have some knowledge about the degree to which a previous unit's label constrains unit $(K+l)$ 's label. For this purpose we let $P(k)$ be the probability that the label $I_{k_{k}}$ for unit $k$ is consistent with some label for unit $K+1$. We assume that the consistency checks are independent events so that the probability of the tests succeeding on units 1 through $K$ is $\prod_{k=1}^{K} P(k)$.

For each order of testing, these probabilities determine the expected number of tests in the following way. Let $k_{1}, \ldots, k_{k}$ be a permutation of $1, \ldots, K$ designating the order in which the consistency checks will be performed. The expected number of tests performed can be shown
to be

$$
1+\sum_{i=1}^{K-1} \prod_{j=1}^{1} P\left(k_{j}\right)
$$

Ne can minimize the expected number of tests by raving $k_{1}, \ldots, k_{k}$ be any permutation of $1, \ldots, k$ satisfying $P\left(k_{1}\right) \leq P\left(k_{2}\right) \leq, \ldots, \leq P\left(k_{K}\right)$. Hence, we nust choose to test against those past units vhose label is most likely to fail against the -urrent unit label Dair.

To illustrate the advantage of using an optimum consistency test order, we consider the 10 Queens problem for the standard back tracking procedure which checks the current units' label against the past units' labels. In the N-Queens problem when the units are naturally ordered from 1 to $N$ and the current unit is $K$, then the fail first principle states that tests with past units must be done in the order of decreasing constraints. Hence, the test order should be first unit $K-I$, then $K-2$, up to unit 1. Backtracking requires $1,297,448$ tests when done in the wrong order (unit 1, $2, \ldots, \mathrm{~K}-\mathrm{I}$ ) and $1,091,85 b$ tests when done in the right order.

### 4.2 OptimizIng Tree Search Order

Every tree search must assume some order for the units to be searched in. The order may be uniform throughout the tree or may vary from branch to branch. It is clear from experimental results that changing the search order can influence the average efficiency of the search. In this section we adopt the efficiency criterion of branch depth and we show how by always choosing the next unit having smallest number of label choices we can minimize the expected branch depth.

Let $k_{1}, \ldots, k_{M}$ be the order in which the $M$ units are searched on the tree. Let $P_{n}\left(k_{n} \mid k_{1}, \ldots\right.$, $k_{n-1}$ ) be the condltional probability that some label for unlt $k_{n}$ will succeed when unit $k_{n}$ is the $n^{t h}$ one in the tree search order given that units $k_{1}, \ldots, k_{n-1}$ are the first $n-1$ units searched in the branch. We assume that the probability of a label for unit $k_{n}$ succeeding depends only on the number of units preceding it in the tree search and not upon which partloular units they are. That is,
$r_{n}\left(k_{n} \mid k_{1}, \ldots, k_{m-1}\right)=P_{n}\left(k_{n} \mid v_{1}, \ldots, v_{n-1}\right)$ for all
units combinations $v_{1}, \ldots, v_{n-1}$

This conditional independence assumption justifies the use of the notation $P_{n}\left(k_{n}\right)$ to designate the probability that some label succeeds for unit $k_{n}$ when it is the $n^{t n}$ unit in the tree search, and we will call the probability that an arbitrary label for unit $u$ will succeed when checked against another arbitrary unit's label the success probability for unit $u$.

Units which are searched later in the tree typically have lower probability for a label succeeding since the label must be consistent with the labels given all the earlier units. We want some way to compare the probability of success for the same unit in different tree searches. Since the success probability depends only on the unit and its level in the tree and since units later in the tree have lower success probabilities, we assume that the success probability for a unit $u$ when it is at level i in one tree search is related to the success probability of unit $u$ when it is at the first level of
another tree search by a constant factor a where $0<a<1$ :

$$
P(u) \alpha^{i-l}=P_{i}(u)
$$

The best search order is the one which minimizes the expected length or depth of any branch. When the units are searched in the order $k, \ldots, k$, the expected branch depth is given by

$$
1+\sum_{n=1}^{M-1} \prod_{j=1}^{1} P_{j}\left(k_{j}\right)
$$

This is minimized when the unit chosen at each level is that unit whose success probability is smallest. Thus at level $j$ we choose unit $k_{f}$, where

$$
P_{j}\left(k_{j}\right) \leq P_{j}(u) \text { for } u \neq k_{1}, \ldots, k_{j-1}
$$

Letting the unconditioned success probability of one unit with another be $q$ we have, $P_{j}\left(k_{j}\right)=$ $u^{j-1}\left[1-\left(1-q^{n(k)} j\right)\right]$. Since $0 \leq q \leq 1$, this expression is minimized by choosing $k_{j}$ to be that unit having the smallest number of possible labels.

To illustrate the advantage of using a locally optimal unit order for each branch in the tree search, we consider the improvement achieved on the $N$ Queens problem and the order $N$ random relation problem for $4 \leq N \leq 10$. The number of consistency tests required is given in Tables 1 and 2.

The reason why optimal unit order usually improves forward checking more than backroarking is that forward checking has more information about future units than backmarking. Therefore, forward checking's choice of the next unit most likely to fail is more likely to produce a unit which fails than backmarking's choice.

Some improvement is shown in the larger N-Queens problems, and considerable improvement appears in the larger order $N$ random constraint problems. This improvement increases with problem size in the random constraint problem with $p=.65$.

## V. CONCLUSION

We have shown analytically and experimentally the efficacy of the remembering and fail first principles in constraint satisfaction tree search
problems. A new search procedure called forward checking has been described and it combined with optimal unit order choice leads to a more efficient tree search than looking ahead or backmarking in the large problems tested. This suggests that the entire set of look ahead operators described by Haralick et. al. (1978), Haralick and Shapiro (1979a, 1979b), the discrete relaxation described by Waltz (1972) and Rosenfeld et. al. (1976) would be more efficiently implemented by omitting the consistentcy tests required by future units against future units. Future analytic and experimental work needs to be done to determine if this in fact is generally true. Further work also needs to be done to explore the tradeoff between data structure overhead and number of consistency tests so that the lowest CPU time algorithms can be determined.

Table 1 Number of Operations in $N$-Queens
Problem for Normal and Optimal Unit Order

| N | Backtracking | Backchecking | Full Looking Ahead |  | Part Looking Ahead |  | Backmarking |  | Forward Checking |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Normal | Normal | Normal | Optimal | Normal | Opt1mal | Normal | Optimal | Normal | Optimal |
| 4 | 84 | 80 | 99 | 99 | 97 | 97 | 76 | 76 | 76 | 76 |
| 5 | 405 | 356 | 598 | 578 | 485 | 431 | 276 | 276 | 282 | 282 |
| 6 | 2016 | 1496 | 2095 | 2082 | 1703 | 1708 | 944 | 921 | 964 | 946 |
| 7 | 9297 | 6042 | 8942 | 8941 | 6511 | 6318 | 3236 | 3168 | 3338 | 3229 |
| 8 | 46752 | 27450 | 35323 | 35211 | 25882 | 25062 | 12308 | 12095 | 13024 | 12108 |
| 9 | 243009 | 131538 | 153455 | 151275 | 112327 | 106247 | 50866 | 50027 | 55326 | 49856 |
| 10 | 1297558 | 643658 | 661017 | 636377 | 496455 | 449666 | 220052 | 211635 | 242174 | 205970 |

Table 2 Number of Operations in Average of 5 Random Constraint Satisfaction Problems with Consistency Check Success Probability . 65 , for Normal and Optimal Unit Order
$N=$ number of units $=$ number of labels
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The aoility to unaerstand Natural Language has long been a goal of Artificial Intelligence Research, and it is still far from being solved, however, in tne early 1970's tne Al research techniques reached a point whereby certain applications became feasible for tne first time. Since that time, several systems sucn as PLANES[1], LiFER[2], and ROBOT [3,4 ,5] have been built tnat nave demonstrated that tne current state of the art is sufficient for quite gooD natural language data base query.
i'ne implementation of the R0301 system has been geared for high performance and instaliaoility in accual real world environments. As sucn, it offers the Al researcn community some insignt into the difficulties encountered when putting tne current: Al tecnnology in the nands of people in the real world. This paper discusses cne unexpected linguistic and semantic difficulties encountered in the 12 commercial applications to wnicn ROBOT nas been applied during the last year and a nalt.
mere are many differences between nacurai language systems developed for researcn and natural language systems developed for production. Not tne least or tnese differences is tne fact tnat tne production systems are eventually used in the aosence of the developers of tne system. AS sucn, valuable insights into the problem of natural language processing can be gained. In spite of tne fact tnat all of us speak English, none of us Know exactly wnat the user is going to type. Beyond this, we don't Know now tne user's questions will cnange after several months of use. This is valuable information tnat only systems tnat nave actually been installed for long periods of time in the user's environment can provide.

The ROBOT system has oeen applied to 12 different applications during tne past 18 montns. In eacn case, the system nas oeen "turned over" to users for evaluation. The pnrase "turned over" is jargon of the software industry meaning tnat tne program is now completely in tne nanus of the users, This is particularly ditficult to do for natural language systems, since so much application-specific tuning is required.

But the system must be officially turned over if we wish to observe the unencumbered user. Naive users, in particular, are greatly influenced when technicians or researchers are observing tneir use of a computer system. It is only after the system is completely in their hands that we can begin to gain accurate data on how well the system satisfies their needs.

## 2. THE 12 APPLICATIONS

ROBOT has now been completely turned over to users at the following companies: Bigelow-Sanford Carpet, Commercial Union Assurance, Du Pont Chemical, Planning Research Corporation, ana Braastreet and Software Ag of Nortn America.

The following is a list of the different data bases to which ROBOT has been applied in these installations By ROBOT development staff: Customer file, Homeowner's Insurance file, Employee relations file, Car file, Employee file, Data dictionary, Financial file and budget control; by local staff: Sales file, Membership file, Accounting file and Planning file.
fae variation in the different discourse comains of tnese applications illustrates the importance of the domain-independent parsing techniques employed oy RUBUl (see (5)). The sizes the applications range from l,vuu records in the test files to over 2.4 million records.
3. ACIUAL USEK KENUESIS
line followiny questions were selected from loy files in response co a survey reyuesting interestiny queries cat nave deen aikea oy local users that nudur was ade to answer. Altnougn tais Sauple 15 diasea towaras requests that nubul can nancle, it aoes denonstrate cae leved of supnistication tnat users expect riva tae system.
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alcavaga the overall experience wacn kusui ar all of cnese istes nas Neen yuice guou, there aave nonerneress veen several very urfricult proderas of a drayuristic or semancic nature cot have surtaceu. late remanauer ur cnis paper ulscusises cnese proolems anu pucentida solucions fur taen. A proviem ls uerined as any uesired response co a reyuesc that cannuc de pruaucea dy apprupriate dictionary definicions. woce cnac tnis lis a ratner strict verinition since ic presumes tatat tne parser and tne set of primitives that can ve useu to create uictionary definitions are fixed. Eiven tne simplist coanye to tne At'v yramar is consiciereu a major prodem vecause tnis cannut de done $\Delta y$ local staff at the site. a solution is defineu to be a
domain-independent extension to ROBUP ana/or the aictionary utility that allows the desired response to de proauced dy appropriate dictionary definition. $\quad$ ne importance of the doaain-inaependence of tae solution snoula de clear from the variety of applications that kUBUr currently veals wita. It is also clear that researcners who do not snare our concern for doaainincepencent solutions may find the following prodems very easy to solve in any given application. with this discialmer we can now deyin discussiny the prowlems known as:

Pre "Me Uk in" prodem,
ine snownobile problem,
l'ne Matrix Prowlen, and
rne Sumnary Prodem.
4.1 The "ME Uk IN" Proole.m

This problem arises as a result of cocied data in the data base. The dictionary must contain enough information aoout tne coding scneme so tnat it can be made transparent to tae user. l'ypically, users want to nave tne flexibility of referring to tne data in eitner the lony form or the coded form. For example, in a coded state fiela, the user may want to refer to New rampsire eitner as Nit or New Hampsnire. Ine specific proolem arises when a coded itein intersects with otner words. for exaraple, the aboreviation for maine is ML, and the adoreviation of Ureyon is Us and tue avoreviation for Inciana is Is. It 1 s particularly nard for the parser to tell in suane uses of the wora in whetner its tne preposition "in" or Inciana. kubul norimally deals witn lexical amoiguity oy consiaeriny all interpretations and then neuristically selecting tne vest one. Inis approacn is fine in most circuanstances, but does not work very well whe one interpretation is mucn more common tnan the otner. for example, the request "prini fuk me the names uf all Secinciakfes." would oe detected as andiguous. Does it refer to all secretaries or just those in Maine? when you are aware of the information tne proyram nas to work witn, it's nard to fault it for entering into a clarification dialoy witn the user in cases like tnis. But wnen you are constantly badgered dy the system to nelp weed out sucn obscure interpretations, it can jet very tiresome.
liae proper soiation for tais prundea seeins tu de an limproved neuristic taac l3 pernaps a lictle anore rucalejs la weeuiny uar lacerprecations usilly coueu uata iceas. Jnrortunately tate envifunment does nut proviae tne nurad clues, sucn as capltalization, cnac netp people make tnis aistinction. alsu cat cypewritten forin af expressions cenus to exacervace tne proviem since people cenu to use coued references rataer freyuently as a way of reaucing typiny. rne current, adaittedy snort term, solution of ruBur is to restrict selected coued data items so that they cannot de used as woras in a reyuest. lnis alluws the person that duilas the alcriunary to aecide whetner tne anulyuuas meaniny is aesiraole or not. duis uas tne erfect of forciny users to reter to inuiana, ureyon ana maine in their full furm, were utner scates can ve referenceu eitner way.
 ur cne quesichun "now many snuwioniles are cnere؛". lals yuesciun was direccea cuwarus a numeuwner lnsurance rife thar luctuaes intormariun un snowimonle cuveraye. liae interprecariun nudul gave cu calj refuest was "now many poificies aave shuwaunlle cuveraye?". Neealess cu say, tae aaswers cu taese quescions are very ulfierenc. lae suorlety of tais prunleal isa't so uluce linyulscic as it li in cne vara representation. If tne tlee deiny queried woulu have containea one recuru for eacn snowinooile, tnen nudur woula nave answerea it properly. sut tne tlle containea one recora per policy and a riela cuntaining the numper of snowaoolles coverea oy tnat policy. kusul's aictionary definea tne meaning or snowuodile to de any numper freater rnan $u$ in tnis field. fron this it snoulu de crear why Rudul first rouna cae policies wicn at least one snuwnunlle and tnen counted tae rollcies.
fine rosac is tnat tae computation us cate answer uepenus on nuw tae uaca is scoreu. fire syncacicic struccure of tae reyuest lis ur dittie netp in flyuring wadc cumpucacion lis reyulfea to answer tal requesc. vonsiaer cate rollowing refuesics:
"suw many inuwaunlles are cnere?"
"nuw many secrecaries are taere?"
"aOw aany salarles are cnere?"

These are all syntactically identical. One might even argue that tney are semantically homomorphic. But each request requires that the answer be computed in a totally different way. We have already seen that the snowmobile request requires summing the contents of tne snowmooile field. Assuming that secretary is an instance of a job title, tnen the number of secretaries is computed by counting the number of records witn secretary occurring in the job field. The proper response to the request about salaries may well be to give the numoer of different salaries that occur in the file. Needless to say, the algoritnm required to compute tnis is very different from the otner "riow many" questions. ROBOT is currently being fitted with enough domain-independent facilities to permit tne inclusion of enough domain-specific knowledge to know which algorithm to employ in each case.

### 4.3 The Matrix Problem

Tnis problem arises because there are many ways of referring to data aggregates. For example, one of tne applications had historical data in several fields such as profit and total sales. Thus, users could to refer to tne profit in $19 / 6$ or the 1972 total sales. In many requests the year specifier would refer to several fields. For example, "In 1972 , wnat were the profits and total sales." In otner cases several years mignt apply to one field. For example, "Jive me tne total sales tor 19/2 and 1973."

These questions could not oe processed oecause they require combining tne syntactic information gained from tne parse witn domain-specific information aDout the data oase. The answers to tnese questions are generated in different ways depending on wnetner tne years themselves are stored as data items. in the particular instance in wnicn tnis proolem was first encountered, ROBOT required very direct scoping of the time referent. For example: "List tne $19 / 2$ profits and the 19/2 total sales?", or "List tne 19/2 total sales and the $19 / 3$ total sales." Because tnis was perceived as a ratner severe linguistic limitation, ROBOT'S dictionary facility now allows the specification of now the time referents and the periodic fields are related. Tnis information can tnen oe

A zoom lens and a pan-tilt head of the camera help the accurate pointing and measuring.

### 2.2 Pointer Operation

A user manipulates a joystick to locate the spot at the place wherever he vants. Then the spot position in the work space coordinates system is calculated "based on the triangulation and is stored in the data area with a name for the later reference. The spot is also controllable by the computer.

### 2.3 Geometry Editor

Using obtained points from the real world, this module makes basic geometric elements. They are lines, planes, vectors, rotation matrices and so on. Generation of basic bodies and synthesis to complicated objects are also performed. Furthermore non-geometric information about objects is added to construct better model.

## 2. 4 Graphics and Scope Accomodation

Calculating the direction and the range of view of the TV camera, the graphics penerates the projected skelton image of objects from the stored data. With this generated image, the user can easily grasp three dimensional shapes and spatial relations of objects.

## 3. EXAMPLES OF THE GYSTEM PETKORMANCE

The hardware of this system is completed, and the software implementation is now in propress. Fig. 2 through 4 illustrate how the system will work.

A vise and its haridle are placed in the work space and are monitored. (Fig. ?)
The generated model of the handle and handleshaft are displayed on CRT. (Fig. $\quad$ ) The real scene and the generated imate are superimposed on the monitoring display. This provides us convenient ways for varification of the fenerated model. (Fig. M)


## 4. CONCLUSION

The superimpose display allows us to monitor the real world and the internal data simultaneously. Judging whether the generated image and the real scene are well overlapped or not, we can supervise the process and the result of model construction. Thus, combination of the laser pointer and the superimpose display promises natural man-machine interaction.

Since active scanning of the laser spot by computer is possible, the laser pointer will be developed to a semi-automated local vision.


Fig. 2 Real Scene
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Fig. 3 Generated Model


Fig. 4 Superimposed Display

# GRACEFUL INTERACTION IN MAN-MACHINE COMMUNICATION 
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#### Abstract

Compared to humans, current natural language dialogue systems often behave in a rigid and fragile manner when their conversations deviate from a narrowly conceived mainstream, e.g. when faced with ungrammatical, unclear, or unrecognizable input, ambiguous descriptions, or requests for clarification of their own output. We believe that the time is now ripe to construct systems which can interact gracefully with their users when such contingencies arise. Graceful interaction is not a single skill, but a combination of several diverse abilities. We list these components, and describe one of them - the ability to communicate robustly. Detailed descriptions of all the components appear in [4], along with details of a system architecture for their integrated Inplementation.


## 1. Introduction

A great deal of interest has recently been shown In computer systems capable of engaging in a dialogue with a human being in more or less natural language. This interest is embodied in numerous systems including GUS [1] LIFER [51 PAL [61 PARRY [71 and PLANES [8], and in the work of Codd [21 Grosz [31 and others. Such systems typically respond accurately and appropriately to straightforward requests and questions or otherwise uneventful dialogue within their domain of discourse. Compared to human beings, however, the performance of current dialogue systems appears quite rigid and fragile. Most current systems cannot, for instance: respond reasonably to input not conforming to a rigid grammar; ask for and understand clarification if their user's input is unclear; offer clarification of their own output if the user asks for it; or interact to resolve ambiguous descriptions. A dialogue system cannot hope to interact naturally and gracefully with its users, unless it can cope with these and the many other contingencies, so common in ordinary human conversation.

Graceful interaction, then, involves dealing appropriately with anything a user happens to say, rather than just those inputs in the mainstream of a conversation. Even though little attention has been paid to it in work to date (PARRY [7] being the main exception), we believe that graceful interaction is of critical importance in making natural language interfaces (for both typed and spoken input) a practical reality, and thus in making computer systems more accessible to casual or naive users, and more pleasant and natural for everyone.

Graceful interaction is $\$ n$ idea whose time has come and is ripe for implementation. We believe that graceful interaction is not a monolithic skill, but can be decomposed into a set of abilities and behaviours, none of which is significantly beyond the current state of the art. These components of graceful interaction are listed in the next section. In this short note, it is only possible to give a few details on just one of the components; we discuss alt of them fully in [4\} In that paper, we also: claim that besides being necessary, our list of components is sufficient for graceful interaction, at least in a certain
(large) class of application domains; propose an architecture for the integrated implementation of all the components mentioned; and give a worked example of our design in operation.

## 2. Components of Graceful Interaction

Graceful interaction is not a single monolithic skill. Rather, it seems to be composed of a number of diverse abilities and behaviours, including:

Flexible parsing: The ability to deal with naturally used natural language, with all the ellipses, idioms, grammatical errors, and fragmentary utterances it can contain.

Robust communication: The set of strategies needed to ensure that a listener receives a speakers utterance, and interprets it correctly.

Focus mechanisms: The ability to keep track of what the conversation is about, as the items under discussion shift; this is important for the resolution of ellipsis and anaphora, as well as for continuity in the conversation.

Explanation facility: The ability to explain what it can and cannot do, what it has done, what it is trying to do, and why, both for response to direct questions, and as a fall-back when communication breaks down.

Identification from descriptions: The ability to recognize an object from a description; including the ability to pursue a clarifying dialogue if the original description is unclear.

While none of these components of graceful interaction has been entirely neglected in the literature, no single current system comes close to having most of the abilities and behaviours we describe, and several are not possessed by any current systems.

These components are based on phenomena observable in naturally occuring human dialogues. We believe it is very important for a gracefully interacting system to conduct a dialogue in as human-like a way as possible; if the strategies the system employs for clarifying its incomprehensions of the user, resolving ambiguous
descriptions supplied by the user, etc. are not the same as those a human would use in the same situation, then the user will feel that the interaction is not natural, and hence not graceful. Furthermore, most of the components involve cooperation between speaker and listener; if the user tries to employ any of these techniques, an inability of the system to cooperate will appear most ungraceful.

Unfortunately, the aim of being as human-like as possible must be tempered by the limited potential for comprehension of any forseeable computer system. Until a solution is found to the problems of organizing and using the range of world knowledge possessed by a human, practical systems will only be able to comprehend a small amount of input, typically within a specific domain of expertise. Graceful interaction must, therefore, supplement its simulation of human conversational ability with strategies to deal naturally and gracefully with input that is not fully understood, and to steer a conversation back to the system's home ground.

Space restrictions make it impossible to discuss all the components of graceful interaction mentioned above (see instead [4]), so we will concentrate on just one of them the set of techniques for robust communication.

## 3. Robust Communication and Implicit Confirmation

During the course of a conversation, it is not uncommon for people to misunderstand or fail to understand each other. Such failures in communication do not usually cause the conversation to break down; rather, the participants are able to resolve the difficulty, usually by a short clarifying sub-dialogue, and continue with the conversation from where they left off. Current computer systems are unable to take part in such clarifying dialogues, or resolve communication difficulties in any other way. As a result, when such difficulties occur, and they can be neither eliminated nor anticipated, a computer dialogue system is unable to keep up its end of the conversation, and a complete breakdown is likely to result; this fragility lies in stark and unfavourable contrast to the robustness of human dialogue.

Since a speaker typically has no way of telling whether his listener has received his message correctly, detection of communication difficulties must rest on some convention of acknowledgement, commonly agreed upon by speaker and listener. Explicit acknowledgement by a listener of everything a speaker says would be tedious for humans. Instead, people use a convention that we will call the principle of implicit confirmation;

A speaker assumes his message has been received and interpreted correctly by his listener, unless the listener indicates otherwise.
While this approach is obviously very efficient when there is no difficulty with communication, it places a large burden on the listener. Unless the listener can determine that he has not received the message correctly, the error will go
undetected, and the conversation may become quite confused. However, a human listener normally has enough expectations about the sorts of things the speaker might say to make this a rare occurrence.

Although we have been using the terms, "speaker" and "listener", the same communication difficulties can arise for typed dialogues. While the errors typically arise from different sources (e.g. misrecognition of words v . spelling errors), for present purposes, we can continue to blur the distinction between spoken and typed dialogues. In what follows, we consider two different methods by which a listener can indicate incomprehension, discussing how much, if at all, current systems use these techniques, and noting modifications required for systems with limited ability to comprehend. Examples will use dialogues between a hypothetical directory assistance system (S) and its user (U).

### 3.1. Explicit Indications of Incomprehension

The principle of implicit confirmation requires a listener to give an explicit indication whenever he fails to comprehend a message or suspects that he may have received a message incorrectly. In this section we deal with the most straightforward way a listener can do this: by asking the speaker what he said or meant. Such questions vary according to how much of the original utterance the listener thinks he understood, how informative he tries to be about the nature of the problem, and how much he wants to influence the speaker's subsequent reply.

Phrases such as "I beg your pardon" are the least informative way of indicating incomprehension. They provide the original speaker with no clue about what went wrong with the communication, and so are most appropriate when the failure is due to a transient problem such as a sudden noise. A speaker is much more likely to modify his communication in a way that will allow it to succeed at a second attempt if his listener gives him some information about the nature of the problem.

The clues the listener can provide depend on the degree to which he failed to understand the utterance. If he understood nothing at all, the only clue he can provide is what he expected the speaker to say:

S : This is directory assistance.
U: GARBLE
S: Excuse me? May I find you a number?
If he has understood something, he can show what he has understood while indicating incomplete comprehension:

U : What is the number for GARBLE?
S: Whose number did you want?
If he has understood enough to narrow the possibilities down to a small number, he can list them. The information given by these various strategies to the original speaker allows him to concentrate on imparting the information that did not get across.
The way in which incomprehension is indicated can influence the form of the subsequent clarification. As Codd
[2] points out, a gracefully interacting system with limited power of comprehension should therefore phrase its indications of incomprehension to maximize its chances of an understandable reply. For instance, if a system does not understand "extension" in "What is the extension for Jim Smith?", it is unwise to reply "What is an extension?", but better to ask "Do you want Jim Smith's number or his address?". On the other hand, such directiveness is never guaranteed success, and in particular, a user cannot always be expected to cooperate by choosing one of the alternatives in a multiple choice question. For instance, reasonable responses to the last question include "The number", "The first one", "Both", "I want to phone him", "Do you know where he is now?", "I want the number, but 1 meant Joe Smith". This raises the possibility of a user's clarification also being misunderstood, and of a sequence of misunderstandings and clarifications failing to converge. In such cases, a gracefully interacting system will have to become more and more explicit about the nature of its problems and its limitations, and rely on the user to accommodate himself.

In summary, a gracefully interacting system must be able to express its own incomprehension of or uncertainty about its user's input, and be able to deal with the user's reports of his own problems in comprehending the system. While most systems can indicate incomprehension, most do it in a more or less uninformative and undirective way. As far as we know, no current system can respond appropriately to explicit complaints of incomprehension by its user.

### 3.2. Echoing

Echoing is a way of confirming uncertain Interpretations without the requirement for a reply associated with an explicit request for confirmation. If a listener wants to be sure that his interpretation of the speaker's utterance (or more commonly part of it) is correct, he need only echo his interpretation. If the original speaker does not comment on the echo, it is implicitly confirmed. Thus:

U : What is the number for ?ter Smith?
S: Walter Smith ... His number is 5592.
U: Thank you.
Of course, the original speaker still has the option of confirming the echo explicitly; and if the echo is incorrect, he must indicate that explicitly.
A gracefully interacting system should be able to issue echoes when it is uncertain in its comprehension, and to accept any corrections its user offers. It must also be constantly on the watch for echoes by the user of what It says. As far as we know, none of these aspects of echoing has ever been implemented in a dialogue system.

## 4. Summary

In this short note, we have tried to show the importance of graceful interaction for man-machine communication, outline the scope of the problems involved in constructing gracefully interacting systems, and provide a small amount of detail about one of those problems. We believe that
graceful interaction is an idea whose time has come, that it can be decomposed into a set of relatively independent components, none significantly beyond the current state of the art, and that these components can be made to perform together in a truly gracefully Interact'ng system. Details of the proposed components, including robust communication, flexible parsing, focus mechanisms, explanation facility, identification from descriptions, and generation of descriptions, can be found in [4], along with a description of the system architecture in which we propose to integrate all these components. A gracefully interacting system conforming to this architecture is currently under implementation.
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Planning is the process of formulating an intended course of action. In this paper we present a model of planning and describe the current version of an INTERLISP simulation of the model. We also review psychological results which confirm the model's basic assumptions for human planning behavior.

We have been studying planning--the process by which a person or a computer program formulates an intended course of action. Our goal is to develop a model of the planning process that is both computationally feasible and psychologically reasonable. Toward this end, we have found it useful to adopt many of the basic features of the Hearsay-ll system [1,4, 7, 8, 9]. In this paper, we describe our model of the planning process, the current version of an INTERLISP implementation of the model, and some of the psychological research that supports it.

## 1. THE ERRAND-PLANNING TASK

We have focused our initial efforts on an errand-planning task. The planner begins with a list of desired errands and a map of a town in which she or he must perform the errands. The errands differ implicitly in importance and the amount of time required to perform them. The planner also has prescribed starting and finishing times and locations. Ordinarily, the available time does not permit performance of all of the errands. Given these requirements, the planner decides which errands to perform, how much time to allocate for each errand, in what order to perform the errands, and by what routes to travel between successive errands.

* The work reported here was supported by Contract No. N00014-78-C-0039 from the office of the Director of Personnel and Training Research Programs, Psychological Sciences Division, Office of Naval Research. Perry Thorndyke and Doris McClure made valuable contributions to the research reported.

In performing this task, the planner makes many decisions. These decisions exploit different kinds of knowledge and address different aspects of the planned activity. The following examples illustrate the variability in decisions a planner might make:

1. l'll go to the drug store after the bank.
2. I'm going to do all of the errands in the northeast corner of town and then the errands in the southeast corner.
3. The dentist is more important than the hardware store.
4. The drugstore, the dentist, and the bank are all in the same general area.
5. I'm going to try to find an errand that is on my route to the northeast corner of town.
6. I'm going to see where the errands are on the map.
7. I'm going to avoid backtracking.
8. First l'd better decide which errands are the most important ones.

Planners can also vary considerably in the order in which they make these decisions. For example, a planner might begin by making very abstract decisions about the gross features of the plan (e.g., decision 2 above) and use these decisions to guide subsequent decisions about the details of the plan (e.g., decision 1 above). Alternatively, the planner might begin by making decisions about certain details of
the plan before deciding upon any particular gross organization for the plan. Similarly, the planner might decide upon intended actions in the order in which she or he plans to perform them. Alternatively, the planner might decide upon intended actions in some other order.

In order to accommodate the different kinds of decisions, the different kinds of knowledge they reflect, and differences in the order in which planners make them, we built our model around the following features of the Hearsay-II system: (a) multiple cooperating knowledge sources (referred to below as specialists); (b) incremental, opportunistic problem-solving behavior; (c) structured communication among knowledge sources via a blackboard; and (d) an intelligent scheduler to control knowledge source activity.

## 2. THE PLANNING MODEL

In our model, the planning process comprises the independent and asynchronous operation of many distinct specialists (knowledge sources). Each specialist makes tentative decisions for
incorporation into a tentative plan. All specialists record their decisions in a common data structure, called the blackboard. They also establish linkages on the blackboard to reflect causal or logical relationships among various decisions. The blackboard enables the specialists to interact and communicate. Each specialist can retrieve decisions of interest from the blackboard regardless of which specialists recorded them. A specialist can combine earlier decisions with its own decisionmaking heuristics to generate new decisions.

We partition the blackboard into five planes containing conceptually different categories of decisions. Each plane contains several levels of abstraction of the planning space. Most specialists deal with information that occurs at only a few levels of particular planes. Fig. 1 shows the five planes of the blackboard and their constituent levels of abstraction. It also shows the activities of several illustrative specialists. We discuss these below.

Meta-plan decisions indicate what the planner intends to do during the planning process.


Figure 1. The planning blackboard and the actions of illustrative specialists

This plane has four levels. Beginning at the top, the problem definition describes the planner's conception of the task. It includes descriptions of the goal, available resources, possible actions, and constraints. In the errand-planning task, for example, the problem definition would include the list of errands, contextual information, and associated instructions. The problem-solving model indicates how the planner intends to represent the problem symbolically and generate potential solutions. For example, the planner might view the errand-planning task as an instance of the familiar traveling salesman problem [2|, searching for the most efficient route among the errands. Alternatively, the planner might view the task as a scheduling problem, deciding which errands to perform before deciding when to perform them. Policies specify general criteria the planner wishes to impose on his problem solution. For example, the planner might decide that the plan must be efficient or that it should minimize certain risks. Solution evaluation criteria indicate how the planner intends to evaluate prospective plans. For example, the planner might decide to speculate on what could go wrong during execution and ensure that the plan is robust over those contingencies.

Plan decisions indicate actions the planner actually intends to take in the world. Decisions at the four levels form a potential hierarchy, with decisions at each level specifying a more refined plan than those at the next higher level. Beginning at the most abstract level, out comes indicate what the planner intends to accomplish by executing the finished plan. In the errand-planning task, for example, outcomes indicate what errands the planner intends to accomplish by executing the plan. Designs characterize the general approach by which the planner intends to achieve the outcomes. For the errand-planning task, designs characterize the general route the planner intends to take to accomplish the intended errands. Procedures specify specific sequences of actions. For the errand-planning task, procedures specify sequences of errands. Operations specify sequences of more specific actions. In the errand-planning task, operations specify the route by which the planner will proceed from one errand to the next.

In addition to the levels of abstraction, the plan plane has a second dimension corresponding to the time period spanned by proposed decisions. It also permits representation of competing alternative decisions and simultaneous and event-contingent decisions.

Plan-abstraction decisions characterize desired attributes of potential plans. These abstract decisions serve as heuristic aids to the planning process suggesting potentially useful qualities of planned actions. Each level of the plan-abstraction plane characterizes types of decisions suggested for incorporation into the corresponding level of the plan plane. For example, the planner might indicate an intention to do all of the critical errands. This intention could stimulate efforts to partition the errands into critical and noncritical sets. At a lower level, the planner might generate a scheme to fabricate a design employing gross spatial clusters of errands. This scheme might motivate a search for coherent clusters. At the next level, the planner might develop a strategy suggesting that errands in the current cluster be completed before moving on to errands in another cluster. This strategy would presumably constrain procedural sequences eventually incorporated into the plan. Finally, the planner might adopt a tactic that suggested searching for a short-cut between one errand and the next. This tactic might lead to the discovery and use of one particular shortcut.

The knowledge base records observations and computations about relationships in the world which the planner generates while planning. This knowledge supports two types of planning functions: situation assessment, the analysis of the current state of affairs; and plan evaluation, the analysis of the likely consequences of hypothesized actions. Again, the levels of the knowledge base form a hierarchy and correspond to the levels of the plan and plan-abstraction planes. Each level of the knowledge base contains observations and computations useful in instantiating decisions at the corresponding level of the planabstraction plane or generating decisions at the corresponding level of the plan plane. Thus, the levels of the knowledge base are problem-specific. At the errand level, for example, the planner might compute the time required to perform all of the currently intended errands to evaluate the plan's gross feasibility. At the layout level, the planner might observe that several errands form a convenient spatial cluster and, as a consequence, formulate a design organized around clusters. At the neighbor level, the planner might observe that two planned errands are near one another and, as a consequence, adopt a procedural decision to sequence those two errands. At the route level, she or he might detect a previously unnoticed short-cut and then exploit it in an operation-level
decision to establish a route between two planned errands.

Before describing the executive plane of the planning blackboard, we must discuss planning specialists. Specialists generate tentative decisions for incorporation into the plan in progress. Decisions become final only after the planner has accepted an overall plan. This ordinarily requires that she or he has formulated a complete plan and determined that it satisfies solution evaluation criteria recorded on the meta-plan plane.

Most specialists work with decisions at only two levels of the blackboard. One level contains decisions (previously generated by other specialists) that stimulate the specialist's behavior. The other is the level at which the specialist records its own modifications to the blackboard. The circle and arrow ends of the arc associated with each specialist in Fig. 1 indicate these two levels, respectively. For example, the strategist (on the plan-abstraction plane) responds to prior scheme decisions by generating strategies useful in implementing those schemes. Suppose, for example, one specialist had generated a scheme to travel around among spatial clusters of errands, doing the errands in one cluster before moving on to the next. The strategist would generate a strategy for sequencing individual errands according to this scheme. One such strategy would be to perform all pending errands in the current cluster before performing errands in any other cluster.

Note that the arcs in Fig. 1 indicate that both bottom-up and top-down processing occur and that the two levels indicated by an arc need not be adjacent or even on the same plane of the planning blackboard.

We operationalize specialists as patterndirected condition-action modules [15]. The condition component of a specialist characterizes decisions whose occurrences on the blackboard warrant a response by the specialist. The occurrence of any of these decisions invokes the specialist. For example, the occurrence of a new scheme on the planabstraction plane invokes the strategist. The action of a specialist module defines its behavior. For example, the strategist generates strategies for implementing schemes. In addition to recording new decisions, each specialist records relational linkages among the decisions with which it deals. For example, the strategist records support linkages connecting the scheme decision that
invokes it to the strategies generated for implementing that scheme.

We have selected the specialists shown in Fig. 1 for illustrative purposes. The mnemonic names of the specialists and the preceding discussion of levels make most of the specialists self-explanatory, so we will not discuss them in detail here [but see 6 for elaboration).

During planning, each of the independent specialists monitors the blackboard for the occurrences of decisions specified in its condition. Invoked specialists queue up for execution, and an executive decides which will execute its action.

We have formalized executive decisions as the fifth plane of the blackboard. Decisions made at the three levels on this plane form a hierarchy, with decisions at each level potentially refining ones at the level above. Starting at the top, priority decisions indicate preferences for allocating processing activity to certain areas of the planning blackboard before others. For example, given a traveling salesman model, the planner might decide to determine what errand sequences he could do conveniently, rather than deciding what errands he ought to do. Focus decisions indicate what kind of decision to make at a specific point in time, given the current priorities. For example, the planner might decide to focus attention on generating an operation-level refinement of a previously generated procedure. Finally, schedule decisions indicate which of the currently invoked specialists, satisfying most of the higher-level executive decisions, to execute. If, for example, given current priorities and focus decisions, both the architect and the pattern recognizer had been invoked, the planner might decide to execute the pattern recognizer first.

Like the other planes of the planning blackboard, the executive plane includes decisions motivated by prior decisions on the same or other blackboards. For example, middle management responds to policies on the metaplan plane by generating appropriate priorities on the executive plane. The referee uses focus decisions in deciding which of the currently invoked specialists to schedule. The executive plane differs from the other four planes of the planning blackboard because decisions recorded there do not motivate decisions recorded on other blackboards. Instead, they determine which invoked specialists can execute their
actions on their designated planes of the blackboard.

Under the control of the executive, the planning process proceeds through successive invocation and execution of the various operational specialists. The process continues until the planner has decided that the existing plan satisfies the evaluation criteria recorded on the meta-plan plane of the blackboard.

## 3. IMPLEMENTATION OF THE PLANNING MODEL

We have implemented a simulation of the planning model in INTERLISP. We describe the data structures, specialists, and control structure for the simulation below. We then note the main differences between the present implementation and Hearsay-II and assess the current performance of the simulation.

Data Structures. The simulation has four global data structures: the map, the blackboard, the agenda, and the event list.

The map is an internal representation of the map our human subjects use in performing the errand-planning task. It is a two-dimensional grid, with 38 cells and 30 cells on the eastwest and north-south dimensions, respectively. Each cell contains a number indicating the object it represents. For example, all cells representing a particular street, store, park, or intersection have the same number. Thus, the system refers to an object on the map as the area covered by the corresponding number.

The blackboard contains all decisions generated during the planning process. Each decision appears as a node, residing at a particular level of abstraction on a particular plane of the blackboard (see above discussion). In addition, each node holds an arbitrary number of attribute-value pairs. Different nodes may have different attributes. However, all nodes have the TAG attribute which serves as a type designation. Once a node appears on the blackboard, its attributes may change, but it never disappears.

The following node might appear at the procedure level of the plan plane:

NODE N17

| PLANE | plan |  |  |
| :--- | :--- | :--- | :--- |
| LEVEL | procedure |  |  |
| TAG | thread |  |  |
| ELEMENTS | (errand | $(x)$ errand | $(y))$ |
| POSITION | last |  |  |

This node represents a decision to create a procedure thread (an ordered sequence of errands) in which errand $y$ follows errand $x$. It further specifies that this errand sequence will occur last in the plan.

The agenda contains all currently invoked specialists and complete descriptions of the nodes that triggered them. This information is used in scheduling specialists, as discussed below.

The event list provides a history of all blackboard activities. It maintains a complete description of each node creation or modification, in the order in which these changes to the blackboard occurred. We currently use the event list for tracing and debugging.

Specialists. Specialists add new nodes to the blackboard or modify the attributes of existing nodes. Each specialist has a two-part condition component and an action component, as discussed below.

The condition component of a specialist determines whether it gets invoked. It has two parts, a trigger and a test. Both are predicates which get applied to various nodes on the blackboard. They differ in complexity and time of application. A specialist gets invoked only after both its trigger and test have been satisfied.

The trigger provides a preliminary test of the specialist's relevance. Ordinarily it requires only that the focus node (the most recently added or modified node on the blackboard) reside at a particular level of the blackboard and that it have a particular TAG. The system tests all specialists' triggers for each new focus node. It adds to the agenda each specialist whose trigger has been satisfied.

The test specifies all additional prerequisites for the applicability of the specialist. It may require that the focus node have particular attributes or particular values of attributes. It may require the existence of a specific configuration of decisions on the blackboard. The system performs tests only for specialists on the agenda.

The action component of a specialist defines the modification it makes to the blackboard when executed. The actions of most specialists produce new nodes with particular attributes at particular levels of the blackboard. A few simply modify attributes of existing nodes.

The cluster recognizer illustrates the specialists in our simulation. It notices clusters of errands in the same geographic neighborhood. The trigger for the cluster recognizer requires that a node whose TAG is "location" should appear at the neighbors level of the knowledge base. Such a node indicates that the simulation has located a particular errand on the map. The cluster recognizer is relevant in this context. The test requires that two other nodes whose TAGs are "location" should also appear at the neighbors level of the knowledge base. It also requires that all three nodes have a common value (NE, NW, SE, or SW) of the attribute REGION. Satisfying both the trigger and the test of the cluster recognizer indicates that three errands are in the same neighborhood--i.e., a cluster exists. The cluster detector's action records a new node whose TAG is "cluster" at the layout level of the knowledge base. It also records MEVBERS and REGION attributes whose values are the names of the errands in the cluster and the region of the cluster, respectively.

Control Structure. Like Hearsay-II, our simulation is event-driven. On each cycle, the current focus node triggers some number of specialists, which the system adds to the agenda. At this point, the agenda contains relevant specialists whose actions the system might be able to execute. The system processes these pending specialists in three phases: invocation, scheduling, and execution.

During the invocation phase, the system evaluates the test of all specialists on the agenda. Specialists whose tests have been satisfied are invoked. If there are no invoked specialists, the simulation terminates. If there is exactly one invoked specialist, the system executes that specialist's action. In general, however, there will be several invoked specialists and the system will have to schedule these specialists for execution.

During the scheduling phase, the system recommends one of the invoked specialists for immediate execution. It currently bases this recommendation on two considerations: recency of invocation and the current focus decision. Other things being equal, the system will recommend a recently invoked specialist in favor of one invoked earlier in the planning process. Similarly, the system will recommend a specialist whose action would occur in an area of the blackboard currently in focus, in favor of one whose action would occur elsewhere. (Recall that decisions at the focus level of the executive plane designate areas of the blackboard as in focus.) If more than one
specialist satisfies either of these criteria, the system chooses one of them at random. (The other specialists remain on the agenda for possible scheduling and execution on subsequent cycles.)

During the execution phase, the system executes the action of the scheduled specialist, adding a new node or modifying an existing node on the blackboard. The system immediately evaluates the trigger of each specialist against the new focus node and adds those specialists whose triggers are satisfied to the agenda. At this point, the agenda contains all of the newly triggered specialists along with any previously triggered but unexecuted specialists. Then the next cycle begins with the invocation phase, and so forth.

Major Departures from the Hearsay-II Framework. Our simulation differs from Hearsay-II in several ways. Obviously, the planning model embodies different specialists (knowledge sources) and different blackboard partitions. Our specialists are much more molecular than the Hearsay-II knowledge sources. While Hearsay-II comprised about ten very powerful knowledge sources, our model will eventually comprise about fifty much simpler specialists. In addition, we have enumerated a much larger number of levels for the planning blackboard than Hearsay-II used for speech understanding, and we have found it useful to group these levels in conceptual planes [see also 3]. The proposed model's most important departure from the Hearsay-II framework lies in its elaboration of executive decisionmaking. The model treats executive decisionmaking as it treats other kinds of decisionmaking within the planning process. Thus, it permits a potential hierarchy of executive decisions, each recorded by an independent specialist [see also 6 and 11].

Performance of the Simulation. Our main purpose in creating this simulation is to test the sufficiency of the planning model as a psychological theory. Toward this end, we wish to use the simulation to replicate a thinking aloud protocol [10] produced by a typical subject while performing the errand-planning task. In its current form (with about thirty specialists), the simulation can produce the exact sequence of decisions in the first half of a 2000-word protocol. We expect to be able to replicate the complete protocol with the addition of about twenty more specialists to our operational set. We will then attempt to replicate other protocols produced by other subjects for other versions of the errandplanning task.

We also want an experimental environment for evaluating different planning strategies. Accordingly, the simulation permits the user to override the executive and directly control the scheduling of invoked knowledge sources for execution. Thus, while the simulation can reproduce the exact sequence of decisions in the protocol, it can also produce other sensible decision sequences. We intend to evaluate the differences in decision sequences and resulting plans under alternative executive decisions.

## 4. PSYCHOLOGICAL SUPPORT FOR THE PLANNING MODEL

We have collected a variety of data which suggest that the proposed model provides a reasonable description of human planning. We summarize these data below.

General Features of Planning Behavior. We have collected thirty thinking-aloud protocols from subjects performing the errand-planning task. These protocols exhibit statements from each of the levels of abstraction of each of the five planes of the blackboard. In addition, these protocols exhibit decision sequences which do not conform to any obvious systematic pattern. Instead, the decision sequences appear fairly opportunistic--each decision is motivated by one or two immediately preceding decisions, rather than by some high-level executive program. Thus, the general features of these protocols confirm the basic assumptions of the model [see 5 for additional evidence).

Details of Planning Behavior. As discussed above, our simulation can replicate the thinking aloud protocol of one of our subjects. The protocol we chose to replicate is one of the most complex of the thirty we collected. It includes decisions at each level of abstraction on each of the five planes of the blackboard. It includes instances of both top-down and bottom-up decision sequences. It includes a considerable amount of opportunism. The ability of the simulation to replicate this protocol demonstrates the sufficiency of the model to account for these features of planning behavior as well as for the other more general features.

Levels of Abstraction. The model assumes that people make decisions at different levels of abstraction and that the levels of abstraction have functional significance in the planning process. This assumption implies that theoretically naive subjects should recognize that various decisions made during planning
represent particular levels of abstraction. In order to test this hypothesis, we drew statements from the thinking-aloud protocols described above and presented them in a random order to a second group of subjects. We asked them to group statements that communicated similar kinds of information. These subjects reliably grouped the statements to correspond to the postulated levels of abstraction.

Multi-Directional Processing. The model assumes that decisions at a given level of abstraction can influence subsequent decisions at either higher or lower levels of abstraction. We tested this assumption by effectively placing subjects in the middle of the planning process and examining their choices of subsequent decisions. We gave subjects errand-planning problems, required them to make particular prior decisions and asked them to choose one of two alternative subsequent decisions. By carefully specifying required prior decisions, we could predict which subsequent decision a subject would choose. The manipulation had comparable effects on subjects' choices regardless of whether the subsequent decisions were at higher or lower levels of abstraction than the prior decisions.

Alternative Executive Decisions. The model assumes that subjects can make different executive decisions and that these decisions determine the order in which other kinds of decisions occur. For example, subjects can treat the errand-planning task as a scheduling problem or a traveling salesman problem. The former constitutes a roughly top-down approach to the task, while the latter constitutes a roughly bottom-up approach. In addition to the differences in decision order, these different approaches should introduce differences in the plans subjects form. The traveling salesman approach should produce plans for performing all of the desired errands. The scheduling approach should reduce the number of planned errands, preserving only the most important errands.

We have been able to induce subjects to take these alternative approaches to the errandplanning task with three different methods. In one experiment, we gave subjects explicit instructions to use one or the other approach. Most subjects followed the instructions successfully and produced plans with the expected characteristics. In another experiment we instructed subjects to adopt one or the other approach on several priming tasks and then gave them a transfer task with no
instructions. In this situation, most subjects adopted the approach they used on the priming tasks. In a third experiment, we instructed subjects to use each approach on some of the priming tasks and then gave them various transfer tasks with no instructions. Most of these subjects adopted the traveling salesman approach on the transfer task. However, some subjects discriminated transfer tasks for which the scheduling approach was more appropriate (tasks with time limitations) and adopted it instead.

## 5. CONCLUSIONS

As discussed above, our primary goal is to develop a computationally feasible and psychologically reasonable model of planning. We believe that the current performance of our simulation and the empirical results reported above provide good support for the proposed model. Our future work will focus on experiments with the simulation to evaluate its generality over specific planning tasks and planning strategies. We will also conduct additional psychological experiments to evaluate predictions derived from the simulation.

Our success in modeling planning also attests to the utility of the Hearsay-ll framework as a general model of cognition. Several researchers have adapted the Hearsay-II framework to a variety of tasks, including image understanding [12), reading comprehension [13), protein-crystallographic analysis [11), and inductive inference [14). Note, however, that all of these tasks are interpretation problems: problems which present the individual (or computer system) with the lowest level representation of the problem content (e.g., the speech signal) and require interpretation of the highest level representation (e.g., the meaning). Our application of the Hearsay-ll framework to planning takes it into a qualitatively different task domain--generation problems: problems which present the highest level representation (e.g., the goal) and require generation of the lowest level representation (e.g., the sequence of intended actions).

Interpretation and generation problems differ in important ways. For example, interpretation problems lend themselves well to initial bottom-up strategies, while generation problems lend themselves well to initial top-down strategies. Interpretation problems generally permit only one (or a small number) of solutions, while generation problems permit an
arbitrary number of different solutions. Further, interpretation problems typically have correct solutions, while the correctness of solutions to generation problems varies under different evaluation criteria. Despite these differences, the Hearsay-ll framework appears robust enough to guide solution of both interpretation and generation problems.
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We give an automatic prover for verifying logical properties of parallel processes. The prover bases on a subsystem of the system given in [8]. We mechanize it so that a proof-tree is automatically constructed. The prover reduces a parallel program into possible serial ones by applying rules of inference 'interruption' etc.. This paper includes some examples processed by the prover.

## 1. INTRODUCTION

The need for proofs of properties of parallel program is very greater. A number of research results for parallel program have been given. [1],[2],[3],[4],[5],[8],[9],[10] In parallel processes, several processes which communicate each other run on several processors. So parallel processes causc complicated states. However, as shown in [8], we can consider them the compositions of indivisible operations. So, by decomposition of parallel programs, we can analyze their movements and effects on states. Syntactic analyses of this type are powerful for those of properties of parallel programs. Our prover processes these analyses.

Since the formal system given in [8] includes infinitely long expressions such as $\mathrm{F}^{*}$ (the abbreviation of $F V^{2} V F^{2} V$... ), we mechanize its subsystem which contains decomposition of $\mathrm{F}^{*}$ with respect to 'interruption (2.3.4)' but does not contain the rules of inference which decompose $G\left(F^{*}\right)$ into $G\left(F^{0}\right), G(F), \ldots, G\left(F^{n}\right), \ldots(c f$. [8] 3.1 (i) *-left and *-right) We implement it by the KLISP[6] system with about 12 K free cells on PDPII/55 computer in a similar way to [7].

We roughly explain our basic idea in the simplest cases. In our system, we introduce the operator $F ; G$ ( $G$ is executed after $F$ ), but we do not introduce the 'clock'. Let $f, g$ and $h$ be indivisible operations. $f$ and $g$, sometimes, run in parallel on different processors (denoted by $f / / g$ ), but $f / / g$ causes the same result as $f ; g$ or $6 ; f$ (denoted by ( $f ; g \mathbb{N}(g ; f)$ ). For example, ( $f ; f$ ) $/ / h$ or ( $f ; g$ ) $/ / h$ causes the same result as $(h ; f ; g)(f ; h ; g) V(f ; g ; h)$ or $(f ; g)^{*} ; h ;(f ; g)^{*} V$
$(f ; g)^{*} ; f ; h ; g ;(f ; E)^{*}$, respectively. The general form of a rule of inference will be given in 2.3 .4 below. In such a way, we could reduce parallel processes into possible serial ones.

In our system, we prove the equivalence of parallel programs in the form of sequent. In order to show the equivalence between two protr:um: $F$ and $G$, our prover proves two sequents $F \rightarrow$ and $G \longrightarrow F$. For example, let a process be able to enter the critical section $C$ if it satisfies the condition $Q$. It can not, enter $C$ eternally, if it satisfies 'not $Q$ ' (denoted by $ד(Q)$ eternally (denoted by $\left.\left(\mathcal{O}_{\mathrm{Q}}\right)^{\infty}\right)$. So, in order to show that, a parallel program $P$ is deadlock free, it is sufficient to show that $F^{\prime}$ is equivalent to a program $E$, where $E$ does not contain infinite loop such as $X^{\infty}$. And, a parallel prorram I which contains two critical sections Cal and Cor are mutually exclusive, if F is equivalent to a program F , where E does not contain any parallel run of CSI and COS such as CSi//COO.

## 2. IMPLEMENTED FORMAL GYSTEM

2.1. An expression and an indivisible expression.

The symbols used in the propositional calculus have the usual meanings for lorical formulas (e.g. V, ^, D, 三or 7 represents 'or', 'and', 'implies', 'equivalent' or 'not' respectively). And we introduce symbols of expression-constants - Especially, the expression-constant "I" plays the role of the identity function and means the truth value "true" for a formula. And "玉" represents "impossible", and the truth value "false" for a formula. A formula in the propositional calculus, extended by addine the clause
"if $A$ and $B$ are formulas, so are $A ; B$ and $A / / B$ ", is an expression. An expression-constant is an expression. A figure of the form $x:=E$ is an expression, called an assignment statement to $x$, where x is a variable and E is a term in the predicate calculus. If $F$ and $G$ are expressions, so are $F / / G, F V$ and $F ; G$. If $F$ is an expreswion, so are $F^{m}, F^{\boldsymbol{0}}$ and $F^{*}$, where $m$ is a variuble for interers. If $F$ is an expression, then [F] is: an indivisible expression. An indivisible expression is an expression. Only those obtained in the above are expressions.

We bricfly explain the intuitive meaning of the above definition. An expression means an instruction, a decision, a series of them or a formula in the propositional calculus. And a decision is denoted by a formula. $F ; G$ means that $G$ is executed after the execution of $F$. $F / / G$ represents that $F$ and $G$ are executed in parallel. If $F$ and $G$ are formulas, $F ; G, F / / G$ and $F \wedge G$ have the same meaning as $" F$ and $G$ " in the propositional calculus. An expression FVG represents that at least one of $F$ or $G$ is executed. If $F$ and $G$ are formulas, $F V$ has the same meaning as " $F$ or $G$ ". An expression $F$ * means that $F$ will be executed $n$-times for an arbitrary n. $p^{\infty}$ represents the infinite loop of $F$.

Generally, an expression $F$ is of the form $F_{1} ; F_{2} ; \ldots ; F_{n}$, where every $F_{i}$ is an indivisible expression, an expression-constant or an exprescion of the form $7 \mathrm{H}, \mathrm{HVK}, \mathrm{H} / / \mathrm{K}, \mathrm{H}^{\mathrm{m}}, \mathrm{H}^{*}$ or $\mathrm{H}^{\infty}$. 'This is called the canonical form of $F$.

In the prover, $F ; G, F \cap G, F V G, F / / G, F \mathcal{G}, F \equiv G$, $7 F^{\prime}, F^{n}, F^{*}, F^{\infty}$ or $[F]$ is denoted by (CONC FG), (*AND F G), (*)R F G), (PAR F G), (*IMPLIES F G), (*EQUIV F G), (*NO' F), (LABEL F n) , (* F), (INF F) or (IND F), respectively.

### 2.2 A sequent, an axiom and a proof

A figure of the form

$$
A_{1}, \ldots, A_{m}, E \longrightarrow E_{1}, \ldots, E_{n}
$$

is called a sequent. This means that, under the assumptions $A_{1}, \ldots, A_{m}$, the results of the execution of $E$ are included in the results of those or $F_{1}, \ldots, E_{n-1}$ and $E_{n}$. Sometimes we denote a rinite series of expressions $\mathrm{E}_{1}, \ldots, \mathrm{E}_{\mathrm{n}}$ by a Greek capital letter $\Gamma, \Delta$ etc.. Axioms are sequents of the form $\mathbf{\Phi} \longrightarrow \Delta$, where $\overline{\mathbf{\sigma}}$ is a special expression-constant, or $\Gamma \rightarrow \Delta$, where
$\Gamma n \Delta \neq d$. A proof-tree is the rigure of a treeform which satisfies the following conditions.
(1) The uppermost sequent is an arbitrary sequent.
(2) Every lowermost sequent is an axiom.
(3) The upper sequent and the lower sequents are connected by a rule of inference given in the paragraph 2.3 below.

Let $S$ be a sequent. Then a proof-tree, which has $S$ as the uppermost sequent, is called the proof-tree to $S$. If we have a proof-tree to $S$, we say that $S$ is provable.

Let $A_{1}, \ldots, A_{h}$ and $7 B_{1}, \ldots, 7 B_{k}$ be assumptions. For the prover, a sequent

$$
A_{1}, \ldots, A_{h}, 7 B_{1}, \ldots, 7 B_{k}, E \longrightarrow E_{1}, \ldots, E_{n}
$$

is divided into two parts. One is the set of assumptions given in the form ( $A_{1}$ I.1)...
( $A_{h}$ I.h) ( $B_{1} \Phi \cdot h+1$ )...( $\left.B_{k} \Phi \cdot h+k\right)$. Other is $E \longrightarrow E_{1}, \ldots, E_{n}$ and this is given in the form (*ARROW (E) (E $\left.\mathrm{E}_{1} \ldots \mathrm{E}_{\mathrm{n}}\right)$ ).

### 2.3 Rules of Inference

Rules of inference of the subsystem are divided into the following parts.
2.3.1 Rules of inference for the propositional calculus.

We omit those here. (cf. [7])

### 2.3.2 Rules of inference with respect to $V$

Let $F(e)$ be an arbitrary expression which contains the indicated expression-variable $e$ in at most one place in $F(e)$ except for the inside of any subexpression of the form $K^{*}, K^{\infty}$ or 7 L . $V$-left Given a sequent $F(B V C) \longrightarrow \Delta$, we can give two sequents $F(B) \longrightarrow \Delta$ and $F(C) \rightarrow \Delta$.
$V$-right Given a sequent $\Gamma \rightarrow \Delta, F(B V C)$, we can give the sequent $\Gamma \rightarrow \Delta, F(B), F(C)$.

### 2.3.3 Replacement of expression

(i) Replacement by assumption

I,et $F(e)$ be an arbitrary expression. Here the indicated e may be contained in several parts of $F(e)$. Let a sequent $F(A) \longrightarrow G(A)$, be given, where $A$ is a formula. Then, according that the set of assumptions contains A or 7A, we can give the sequent $F(I) \longrightarrow G(I)$, or $F(\Phi) \longrightarrow G(\Phi)$, , respectively.

## (ii) Inherent replacement

In our system, the followings are built in as
schemes of assumptions.

```
\(\mathrm{G}^{0}=\mathrm{I}, 7 \mathbf{I}=\mathrm{I}, \mathbf{2}^{*}=\mathrm{I}, \mathrm{I}^{*}=\mathrm{I}, \mathrm{I} / / \mathrm{G}=\mathrm{G}, \mathrm{G} / / \mathrm{I}=\mathrm{G}, \mathrm{I} ; \mathrm{G}=\mathrm{G}\),
```



```
\(\mathrm{G} / / \boldsymbol{\Phi}=\mathbf{\Phi}, 7=\boldsymbol{\Phi}\),
if \(G\) does not contain an expression of the form
\(K^{\omega}, G ; \Phi=\Phi\),
    \(\mathrm{K}^{\infty} ; \mathrm{H}=\mathrm{K},\left(\mathrm{K}^{\infty} / / \mathrm{G}\right) ; \mathrm{H}=\mathrm{K}^{\infty} / / \mathrm{G},\left(\mathrm{G} / / \mathrm{K}^{\infty}\right) ; \mathrm{H}=\mathrm{G} / / \mathrm{K}^{\infty}\),
\(\left(G^{*}\right)^{\infty}=\left(G^{*} ; I^{\infty}\right) V G^{\infty}\) and \(G^{m} ; G^{\infty}=G^{\infty}\).
```

Given a sequent, every figure of the same form as the left-hand side of $'=$ ' in the sequent is replaced by the right-hand side by matching.

We roughly explain the meanings of some of them. Let the following parallel program be given:
perbegin Pl : begin $\mathrm{LI}:$ if $Q$ then goto Ll ; S end; P2: begin $G$ end
parend.
In P1, one of the following (i) and (ii) occurs:
(i) $Q$ is satisfied finite times and after that
$7 Q$ is satisfied and then $S$ is executed (denoted by $Q^{*} ; 7 Q ; S$ ) and (ii) $Q$ is satisfied eternally (denoted by $Q^{\infty}$ ). So in $P 1 / / P 2$, either ( $Q^{*} ; 7 Q ; S$ ) $/ / G$ or $Q^{\infty} / / G$ is executed. If ( $\left.Q^{*} ; 7 Q ; S\right) / / G$ is executed, $Q$ is satisfied finite times (i.e. $\Phi^{0}$ or $I^{*}$ ), the value of $Q$ finally becomes $\boldsymbol{\Phi}$. So the value of $\boldsymbol{\Phi}^{0}$ or $I^{*}$ is $I$. And then the infinite loop $Q^{\infty}$ (i.e. $\mathbf{\Phi}^{\infty}$ ) is impossible, i.e. the value of $\boldsymbol{\Phi}^{m} \boldsymbol{m}_{\mathrm{i}} \boldsymbol{\Phi}$. Since (i) is executed, the execution of $Q^{\infty} / / G$ is impossible, i.e. the value of $\mathbf{\Phi} / / \mathrm{C}$ is $\Phi$. If $Q^{\infty} / / G$ is executed, then the value of $7 Q^{*}$ is $\Phi$ and the execution of $Q^{*} ; 7 Q ; S$ is impossible, i.e. the value of $I * ; \mathbf{Z} ; \mathbb{S}(=\mathbf{Z} ; 5)$ is $\Phi$. Since $K^{\infty}$ is the infinite loop of $K$, everything after $K^{\infty}$ is unable to be executed. So the value of $K^{\omega} ; H$ is $K^{\infty}$. In $K^{\omega} / / G$, $G$ may eternally wait for the completion of $K^{\omega}$ after its completion. Then the value of $\left(K^{\infty} / / G\right) ; H$ is $K^{\infty} / / G$.

### 2.3.4 Interruption

In order to describe the rule of inference for interruption, we define two ordered sets comp(E) and lete(E) for an arbitrary expression $E$, which does not contain //, as follows.
If F is an indivisible expression or an expres-sion-constant, then

## $\operatorname{comp}(F)=(I, F)$ and lete $(F)=(F, I)$.

Let $F$ and $G$ be arbitrary expressions, where
$\operatorname{comp}(F)=\left(F_{10}, \ldots, F_{1 m}\right)$, lete $(F)=\left(F_{20}, \ldots, F_{2 m}\right)$,
$\operatorname{comp}\left(G_{1}\right)=\left(G_{10}, \ldots, G_{1 n}\right)$ and lete $(G)=\left(G_{20}, \ldots, G_{2 n}\right)$.
Then
$\operatorname{comp}\left(F ; G_{1}\right)=\left(F_{10}, \ldots, F_{1 m}, F ; G_{11}, \ldots, F ; G_{1 n}\right)$,
lete $(F ; G)=\left(F_{20} ; G, \ldots, F_{2 m} ; G, G_{21}, \ldots, G_{2 n}\right)$,

$$
\begin{aligned}
& \operatorname{comp}(F V G)=\left(\quad I, F_{10}, \ldots, F_{1 m}, G_{10}, \ldots, G_{1 n}, F V G\right), \\
& \operatorname{lete}(F V G)=\left(F V G, F_{20}, \ldots, F_{2 m}, G_{20}, \ldots, G_{2 n}, I\right), \\
& \operatorname{comp}\left(F^{*}\right)=\left(I, F^{*} ; F_{10}, \ldots, F^{*} ; F_{1 m}\right), \\
& \operatorname{lete}\left(F^{*}\right)=\left(F^{*}, F_{20} ; F^{*}, \ldots, F_{2 m} ; F^{*}\right), \\
& \operatorname{comp}\left(F^{\infty}\right)=\left(I, F^{*} ; F_{10}, \ldots, F^{*} ; F_{1 m}\right), \\
& \operatorname{lete}\left(F^{\infty}\right)=\left(F^{\infty}, F_{20} ; F^{\infty}, \ldots, F_{2 m} ; F^{\infty}\right) .
\end{aligned}
$$

Let $F / / G$ or $G / / F$ be a subexpression in a sequent, where $G$ does not contain //. let an expression $F_{1} ; F_{2} ; \ldots ; F_{m}$ be the canonical form of F. Let $F_{i}$ be the leftmost indivisible expression. Denoting $\mathrm{F}_{1} ; \ldots ; \mathrm{F}_{\mathrm{i}-1}$ or $\mathrm{F}_{\mathrm{i}+1} ; \ldots ; \mathrm{F}_{\mathrm{m}}$ by $\mathrm{H}_{1}$ or $H_{2}$ respectively, F is of the form $\mathrm{H}_{1} ; \mathrm{F}_{\mathrm{i}} ; \mathrm{H}_{2}$. When $\operatorname{comp}(G)=\left(G_{10}, \ldots, G_{1 m}\right)$ and lete $(G)=\left(G_{20}, \ldots\right.$, $G_{2 m}$ ), the indicated $F / / G$ is replaced by
$\left(H_{1} / / G_{10}\right) ; \mathrm{F}_{\mathrm{i}} ;\left(\mathrm{H}_{2} / / \mathrm{G}_{20}\right) \mathrm{V}\left(\mathrm{H}_{1} / / \mathrm{C}_{12}\right) ; \mathrm{F}_{\mathrm{i}} ;\left(\mathrm{H}_{2} / / \mathrm{G}_{22}\right) \mathrm{V}$ $\ldots\left(\mathrm{H}_{1} / / \mathrm{G}_{1 \mathrm{~m}}\right) ; \mathrm{F}_{\mathrm{i}} ;\left(\mathrm{H}_{2} / / \mathrm{C}_{2 \mathrm{~m}}\right)$. The case of $\mathrm{G} / / \mathrm{F}$ is similar. In the actual programming, the sets comp(G) and lete(G) are not constructed, but it is processed in procedural way. (cf. 3.(6), (8))

### 2.3.5 Execution

(i) Execution of assignment statement

By $G^{\prime}$ we denote the result obtained by executinc, $x:=\mathrm{F}$ for G . Then $\mathrm{G}^{\prime}$ is obtained as follows: Let $G_{1} ; G_{2} ; \ldots ; G_{m}$ be the canonical form of an expression $G$, and $G_{j}$ the leftmost expression which contains an assignment statement to $x$. Then $G_{1}^{\prime}, G_{i}^{\prime}, \ldots, C_{j-1}^{\prime}$ are the result:s obtained by replacing $E$ for $x$ in $G_{1}, G_{2}, \ldots,{ }^{G}{ }_{j-1}$ respectively - If $G_{j}$ is of the form $x:=K$, then $G_{j}$ is $x:=K^{\prime}$, where $K^{\prime}$ is the result obtained by replacing $E$ for $x$ in $K$. If $K$ does not contain $x$, then $G j$ is $G_{j}$.
Let $F$ be an arbitrary expression and $F_{1} ; F_{2} ; \ldots$; $F_{m}$ its canonical form. And let $F_{j}$ be the leftmost assignment statement of the form $x:=F$ where $E$ does not contain $x$, and let $F_{j}(i\langle j)$ be the next leftmost expression which contains an assignment statement to $x$. Then the result obtained by execution of $F_{i}$ is $F_{1} ; \ldots ; F_{i} ; F_{i+1}^{\prime}$; $\ldots ; F_{j} ; F_{j+1}, \ldots, F_{m}$.
(ii) Elimination of assignment statement

Let $F$ and $F_{1} ; F_{2} ; \ldots ; F_{m}$ be the same as the previ-
ous one. And let $F_{i}$ be the leftmost assienment statement to $x$. If we have $F_{j}$ such that $F_{j}$ is an ussignment statement to $x$ and $F_{i+1} ; \ldots ; F_{j-1}$ does not contain the variable $x$, then $F$ is replaced by $\mathrm{F}_{1} ; \ldots ; \mathrm{F}_{\mathrm{i}-1} ; \mathrm{F}_{\mathrm{i}+1} ; \ldots ; \mathrm{F}_{j} ; \ldots ; \mathrm{F}_{\mathrm{m}}$.

## 3. ALGORITHM

Given an arbitrary sequent $\mathrm{E} \longrightarrow \mathrm{E}_{1}, \ldots, \mathrm{E}_{\mathrm{m}}$ and a set of assumptions, the prover constructs the proof-tree to the sequent in the following order.
(1) Whether the given sequent is an axiom or not, is checked. If the left-hand side of the sequent is $\mathbf{\Phi}$, it is an axiom. If an expression in the left-hand side occurs in the right-hand side, it is also an axiom. When we have no remaining sequent, the proof is completed, and the obtained proof-tree is printed out. If we have a remaining sequent, the prover has the last one of them as the given one, and goes to (1). If it is not an axiom, then the prover goes to (2).
(2) The prover executes assignment statements contained in $E, \mathrm{E}_{1}, \ldots, \mathrm{E}_{\mathrm{m}}$, if any, from left to rifht and the control foes to (1). Otherwise it roes to (3).
(3) If u rule of inference 'inherent replacement (2.3.3 (ii))' is applicable to the fiven sequent, then the prover executes it, and the control goes to (1). Otherwise, it goes to (4).
(4) if' a rule of inference 'replacement by assumption (:.3.3 (i))' is applicable to the piven sequent, then the prover exccutes it, and the control roes to (1). Otherwise, it goes to (5).
(5) If a rule of inference ' $V$-left' is applicable to the given sequent, then the prover executes it. Let the given one be $F(B V C) \rightarrow \Delta$, where the indicated $\mathbb{B N C}$ is not in any inside of 7, * or ${ }^{\infty}$. Ithen for the next step, $F(B) \longrightarrow \triangle$ is the riven sequent and $F(C) \longrightarrow \Delta$ is the last reminintr one. And the control poes to (1). ()therwise, it reoes to (6).
(6) il a rule of inference 'interruption' is applicable to the left-hand side of the given sequent, then the prover executes it. Let the riven one be $\mathrm{F}(\mathrm{G} / / \mathrm{H}) \rightarrow \Delta$, where the indicated $\mathrm{G} / / \mathrm{H}$ is not in any inside of 7 , * or $\boldsymbol{\Phi}$. And let the result be $F\left(A_{1} \vee \ldots \vee A_{n}\right) \longrightarrow \Delta$. Then the prover constructs the following $n$ sequents:
$F\left(A_{1}\right) \longrightarrow \Delta$ (the given sequent for the next step), $F\left(A_{2}\right) \longrightarrow \Delta$ (the last remaining sequent), $F\left(A_{3}\right) \longrightarrow \Delta, \ldots, F\left(A_{n}\right) \longrightarrow \Delta$,
and the control goes to (1). If an interruption is not applicable to the left-hand side, then the control goes to (7).
(7) If a rule of inference ' $V$-right' is applicable to the sequent, then the prover executes it. And the control goes to (1). Otherwise gres to (8).
(8) If a rule of inference 'interruption' is applicable to the right-hand side of the given sequent, then prover executes it. Let the given one be $\Gamma \longrightarrow \Delta_{1}, F(G / / H), \Delta_{2}$, where the indicated $\mathrm{G} / / \mathrm{H}$ is not in any inside of 7 , * or ${ }^{\infty}$. And let the result be $\Gamma \rightarrow \Delta_{1}, F\left(A_{1} \vee \ldots \vee A_{n}\right) \Delta_{2}$. Then the prover constructs the sequent
$\Gamma \rightarrow \Delta_{1}, F\left(A_{1}\right), \ldots, F\left(A_{n}\right), \Delta_{2}$, and the control goes to (1). If an interruption is not applicable to the right-hand side, then it goes to (9).
(9) We fail the proof. Then we can select one of the following two modes. One, we stop the prover and print out the proof-tree obtained so far. Two, we return the control to the last remaining sequent, and continue to construct the proof-tree. If we have no remaining sequent, the proof-tree obtained so far is print out.

In our prover, we can change the order of ( 2 ),..., (8) by presenting the table of the order of execution in advance.

## 4. EXAMPLES

### 4.1 An example of mutually exclusive but deadlocked program

E.W.Dijkstra gave an example of a program which satisfies the mutual exclusion but causes the
"deadlock"[1]. His program is the following: begin integer $C_{1}, C_{2} ; C_{1}:=1 ; C_{2}:=1$; parbegin
process $1:$ begin $A_{1}: C_{1}:=0$;
$L_{1}:$ if $\mathrm{C}_{2}=0$ then goto $\mathrm{L}_{1} ;$
critical section $1 ; C_{1}:=1$;
remainder of cycle 1 ; goto $A_{1}$
end;
process 2: begin $A_{2}: C_{2}:=0$;
$\mathrm{L}_{2}:$ if $\mathrm{C}_{1}=0$ then goto $\mathrm{L}_{2} ;$ critical section $2 ; \quad C_{2}:=1$;
remainder of cycle 2 ; goto $A_{2}$ end
parend
end
Iet $P_{1}$ or $P_{2}$ be $C_{1}:=0 ;\left(C_{2} \neq 0 V\left(C_{2}=0\right)^{\infty}\right) ; C S_{1} ; C_{1}:=1$ or $C_{2}:=0 ;\left(C_{1} \neq 0 \mathrm{~V}\left(\mathrm{C}_{1}=0\right)^{\infty}\right) ; \mathrm{CS}_{2} ; \mathrm{C}_{2}:=1$, respectively. Then the program except for the last "goto $A_{1}$ " or "goto $\mathrm{A}_{2}$ " can be expressed by the following: $C_{1}:=1 ; C_{2}:=1 ;\left(P_{1} / / F_{2}\right)$,
provided that the program does not halt. By $\boldsymbol{\Delta}$, we denote the following:

$$
\begin{aligned}
& C S_{1} ; C_{1}:=1 ; C S_{2} ; C_{2}:=1, \mathrm{CS}_{2} ; \mathrm{C}_{2}:=1 ; \mathrm{CS}_{1} ; \mathrm{C}_{1}:=1 \\
& C_{1}:=0 ; \mathrm{C}_{2}:=0 ;\left(1{ }^{\infty} / / I^{\infty}\right), \mathrm{C}_{2}:=0 ; \mathrm{C}_{1}:=0 ;\left(I^{\infty} / / I^{\infty}\right)
\end{aligned}
$$

Then the sequent which we want to prove is $C_{1}:=1 ; C_{2}:=1 ;\left(\mathrm{P}_{1} / / \mathrm{P}_{2}\right) \longrightarrow \Delta$,
with assumptions $0=0,1=1,1 \neq 0,0 \neq 1$.
Because it is not an axiom and the replacement of assumptions can not be applied, the prover applies $V-1 e f t$, and we have
(1) $C_{1}:=1 ; C_{2}:=1 ;\left(\left(C_{1}:=0 ; C_{2} \neq 0 ; C_{1} ; C_{1}:=1\right)\right.$

$$
\left./ /\left(C_{2}:=0 ;\left(C_{1} \neq 0 V\left(C_{1}=0\right)^{\infty}\right) ; C_{n} ; C_{2}:=1\right)\right) \rightarrow \Delta
$$

and
$(a) \quad C_{1}:=1 ; C_{2}:=1 ;\left(\left(C_{1}:=0 ;\left(C_{2}=0\right)^{\infty} ; C_{1} ; C_{1}:=1\right)\right.$

$$
\left./ /\left(C_{2}:=0 ;\left(C_{1} \neq 0 V\left(C_{1}=0\right)^{\infty}\right) ; C_{2} ; C_{2}:=1\right)\right) \rightarrow \Delta
$$

From (1), applying $V$-left, we have
(3) $C_{1}:=1 ; C_{2}=1 ;\left(\left(C_{1}:=0 ; C_{2} \neq 0 ; C_{1} ; C_{1}:=1\right)\right.$

$$
\left./ /\left(C_{2}:=0 ; C_{1} \neq 0 ; C_{2} ; C_{2}:=1\right)\right) \longrightarrow \Delta
$$

and

$$
\begin{aligned}
C_{1}:=1 ; & C_{2}:=1 ;\left(\left(C_{1}:=0 ; C_{2} \neq 0 ; C_{1} ; C_{1}:=1\right)\right. \\
& \left.\quad / /\left(C_{2}:=0 ;\left(C_{1}=0\right)^{\infty} ; C S_{2} ; C_{2}:=1\right)\right) \longrightarrow \Delta
\end{aligned}
$$

The prover applies interruption to the left-hand side of (3) for $C_{1}:=0$, so we have
(4) $C_{1}:=1 ; C_{2}:=1 ;(I / / I) ; C_{1}:=0 ;\left(\left(C_{2} \neq 0 ; C_{1} ; C_{1}:=1\right)\right.$

$$
\left./ /\left(C_{2}:=0 ; C_{1} \neq 0 ; C_{2} ; C_{2}:=1\right)\right) \rightarrow \Delta
$$

-••
$C_{1}:=1 ; C_{2}:=1 ;\left(\mathrm{I} / /\left(C_{2}:=0 ; C_{1} \neq 0 ; \mathrm{C}_{2} ; \mathrm{C}_{2}:=1\right)\right) ; \mathrm{C}_{1}:=0 ;$

$$
\left(\left(C_{,} \neq\left(u ; C_{1} ; C_{1}:=1\right) / / I\right) \longrightarrow \Delta\right.
$$

Applyine to (4) elimination of assignment $\left(C_{1}:=1\right)$ and replacement by assumption $(C / / I=G$ and $G ; I=G)$, we have

$$
\begin{array}{ll}
\text { (5) } \quad C_{2}:=1 ; C_{1}:=0 ;\left(\left(C \neq 0 ; C S_{1} ; C_{1}:=1\right)\right. \\
& \left./ /\left(C_{2}:=0 ; C_{1} \neq 0 ; \mathrm{CS}_{2} ; C_{2}:=1\right)\right) \longrightarrow \Delta
\end{array}
$$

By the application of interruption to the lefthand side of (5) for $C_{2} \neq 0$, we have

$$
\begin{align*}
& C_{2}:=1 ; C_{1}:=0 ;(I / / I) ; C_{2} \neq 0 ;\left(\left(C_{C} ; C_{1}:=1\right)\right.  \tag{6}\\
& \left./ /\left(C_{2}:=0 ; C_{1} \neq 0 ; \mathrm{CS}_{2} ; C_{2}:=1\right)\right) \longrightarrow \Delta
\end{align*}
$$

...,
$C_{1}:=1 ; C_{2}:=1 ;\left(I / /\left(C_{1}:=0 ; C_{2}:=0 ; C_{1} \neq 0 ; \mathrm{CS}_{2} ; \mathrm{C}_{2}:=1\right)\right) ;$

$$
C_{2} \neq 0 ;\left(\left(C_{5} ; C_{1}:=1\right) / / T\right) \rightarrow \Delta
$$

Applying to (6) replacement by assumption(G//I=G and $G ; I=G)$, execution of assignment $((C \neq 0)=(1 \neq 0))$ and replacement by assumptions $((1 \neq 0)=T$ and $G ; I=G)$, we have.
(7) $\quad C_{2}:=1 ; C_{1}:=0 ;\left(\left(C S_{1} ; C_{1}:=1\right)\right.$

$$
\left./ /\left(C_{2}:=0 ; C_{1} \neq 0 ; \mathrm{CS}_{2} ; \stackrel{C}{C}_{2}:=1\right)\right) \longrightarrow \Delta
$$

Applying interruption to the left-hand side of
(7) for $C_{1}:=1$, we have
(8) $\quad C_{r}:= \pm ; C_{1}:=0 ;\left(\mathrm{CC}_{1} / / I\right) ; \mathrm{C}_{1}:=1$;

$$
\left(I / /\left(C_{2}:=0 ; C_{1} \neq 0 ; \mathrm{CS}_{2} ; \mathrm{C}_{2}:=1\right)\right) \longrightarrow \Delta
$$

(9) $\quad C_{2}:=1 ; C_{1}:=0 ;\left(\mathrm{CS}_{1} / / \mathrm{C}_{2} ;=0\right) ; \mathrm{C}_{1}:=1$;

$$
\left(I / /\left(C_{1} \neq 0 ; C_{2} ; C_{2}:=1\right)\right) \rightarrow \Delta
$$

Applying execution and elimination of assignment, replacement of assumption to (8), we have (10) $C S_{1} ; C_{1}:=1 ; C S_{2} ; C_{2}:=1 \longrightarrow \Delta$.

This is an axiom. Then the prover ctores the sequents (8) and (10) in the disk storage and returns to (9). Repeating these operations, at length, the control returns to the decomposition of the sequent (which is one of the results of V-left to (2))

$$
\begin{aligned}
& \text { (11) } C_{1}:=1 ; C_{2}:=1 ;\left(\left(C_{1}:=0 ;\left(C_{2}=0\right)^{\infty} ; \mathrm{CS}_{1} ; \mathrm{C}_{1}:=1\right)\right. \\
& \left.\quad / /\left(\mathrm{C}_{2}:=0 ;\left(\mathrm{C}_{1}=0\right)^{\infty} ; \mathrm{CS}_{2} ; \mathrm{C}_{2}:=1\right)\right) \longrightarrow \Delta
\end{aligned}
$$

Applying replacement by assumptions ( $\left.K^{\infty} ; H=K^{\infty}\right)$
(11) becomes
(12) $C_{1}:=1 ; \mathrm{C}_{2}:=1 ;\left(\left(C_{1}:=0 ;\left(C_{0}=0\right)^{\infty}\right)\right.$

$$
\left./ /\left(C_{0}:=0 ;\left(C_{1}=0\right)^{\infty}\right)\right) \rightarrow \Delta
$$

By interruption for $C_{1}:=()$, we have $C_{1}:=1 ; C_{2}:=1 ;(\mathrm{I} / / \mathrm{I}) ; \mathrm{C}_{1}:=0$;

$$
\left(\left(C_{2}^{c}=0\right)^{\infty} / /\left(C_{2}:=0 ;\left(C_{1}=0\right)^{\infty}\right)\right) \longrightarrow \Delta
$$

(13) $C_{1}:=1 ; \mathrm{C}_{2}:=1 ;\left(\mathrm{I} / / \mathrm{C}_{2}:=0\right) ; \mathrm{C}_{1}:=0$;
$\left.\left(\left(C_{2}=0\right)^{\infty} / /\left(C_{1}=0\right)^{\infty}\right)\right) \longrightarrow \Delta$,
(14) $\quad C_{1}:=1 ; C_{2}:=1 ;\left(I / /\left(C_{2}:=0 ;\left(C_{1}=0\right) *\right)\right) ; C_{1}:=0$;

$$
\left(\left(\mathrm{C}_{2}=0\right)^{\infty} / /\left(c_{1}=0\right) ;\left(c_{1}=0\right)^{\infty}\right) \longrightarrow \Delta
$$

(15) $C_{1}:=1 ; \mathrm{C}_{2}:=1 ;\left(\mathrm{I} / /\left(\mathrm{C}_{2}:=0 ;\left(\mathrm{C}_{1}=0\right) * ; \mathrm{C}_{1}=0\right)\right)$; $C_{1}:=0 ;\left(\left(C_{2}=0\right)^{\infty} / /\left(C_{1}=0\right)^{\infty}\right) \longrightarrow \Delta$
Applying execution and elimination of assignment and replace by assumption, to (13), we have (16) $\quad C_{2}:=0 ; C_{]}:=0 ;\left(I^{\infty} / / I^{\infty}\right) \longrightarrow \Delta$.

This is an axiom and represents the deadlock. From (14), we have the same sequent as (16). Applying execution of assignment to (15), we have

$$
\begin{aligned}
C_{2}:=0 & ;(1=0)^{*} ; 1=0 ; C_{1}:=0 ; \\
& \left(\left(C_{2}=0\right)^{\infty} / /\left(c_{1}=0\right)^{\infty}\right) \longrightarrow \Delta .
\end{aligned}
$$

By replacement of assumptions, we have
which is an axiom.
In this problem, the number of leaves of the proof-tree is 38 . And the time for proving is 112 seconds.

### 4.2 Dijkstra's solution for two processes

E.W.Dijkstra gave the famous solution [2] p. 58 . In order to prove the correctness of the solution, it is sufficient to show the following sequent in our system. In the following, $h=1$ or $h=2$.

$$
\begin{aligned}
& C_{1}:=1 ; C_{2}:=1 ; t:=h ;
\end{aligned}
$$

$$
\begin{aligned}
& \text { // }
\end{aligned}
$$

$$
\begin{aligned}
& \longrightarrow \mathrm{CS}_{1} ; \mathrm{C}_{1}:=1 ; \mathrm{CS}_{2} ; \mathrm{t}:=1 ; \mathrm{C}_{2}:=1, \\
& \mathrm{CS}_{2} ; \mathrm{C}_{2}:=1 ; \mathrm{CS}_{1} ; \mathrm{t}:=2 ; \mathrm{C}_{1}:=1 .
\end{aligned}
$$

In this proof, the number of leaves was 690 and it took 3074 seconds long in which 2976 garbage collections were included.

## 5. CONCLUSION

Our prover is very useful for verifying logical properties such as the mutual exclusion or deadlock free problem. But at the present, this prover is basic and the construction of a prooftree is staightforward. So it has many branches and leaves. In the next step, we intend to supply it with the following facilities: (I) analyses of syntactic patterns, for example, application of rules of inference with attention to a fixed variable, (2) restricted mathematical induction (cf. [7]) for processing infinitely long expression $\mathrm{F}^{*}$, and (3) man-machine interaction.
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In this paper, planning models developed in artificial intelligence are applied to the kind of planning that must be carried out by participants in a conversation. A planning mechanism is defined, and a short fragment of a free-flowing videotaped conversation is described. The bulk of the paper is then devoted to an attempt to understand the conversation in terms of the planning mechanism. This microanalysis suggests ways in which the planning mechanism must be augmented, and reveals several important conversational phenomena that deserve further investigation.

1. Introduction

Perhaps the most promising working hypothesis for the study of conversation is that the participants make use of planning mechanisms much like those developed in artificial intelligence. The purpose of this paper is to explore some issues that arise in attempting to use this working hypothesis as the basis for a theory of conversation.

An empirical theory is an elegant description of a selected body of data. This characterization indicates three steps, if we are to construct such a theory:

1. to specify the data;
2. to define the language of description;
3. to describe.

These simply stated steps hide subtleties, some of which are explored below. Specifically, in section 2, we take up the question of Just what the data of a theory of conversation can be. In section 3 . the language of description, viz. a language for the operations of a planning mechanism, is presented.

The bulk of the paper, sections 4 and 5 , is then devoted to an exercise in description the microanalysis of an actual conversation. This is a way of investigating two mutually recursive problems. The first is - given an adequate planning mechanism with access to adequate conversational strategies and world knowledge, show that such data could be produced. This, in a sense, is a hand simulation. The second problem is - assuming the data jiaa. produced by a planning mechanism, what sort of planning mechanism would it have to be? That is, the data is used to put pressure on the formalism. The computational mechanisms suggested by this exercise are discussed in section 6. In section 7, some general properties of conversation are discussed in the form of questions for future research.

None of this can tell us what went on in the actual production of the conversation, only what could have gone on. But in this, it is no different from other explanations in cognitive science. The best we can do is to tell a story that contradicts nothing we know.
2. What is the Data?

A theory of conversation concerns itself with utterances which are appropriate in particular contexts to particular conversational goals. Among the goals are goals external to the conversation, such as a task jointly engaged in (Grosz 1977), the speaker's "coherence goals" to structure the conversation in a way that will ease comprehension (Hobbs 1978), and "image goals", the speaker's desire to project a favorable image (cf. Goffman 1974, Labov and Fanshel 1977). But appropriate utterances do not exist as data independent of a competent observer's judgments as to which utterances are appropriate. We require competent judgments just to determine what could count as data.

Since the data is not exhaustively presented, the theory must make predictions to verify that it covers the data. But we need to be precise about what we can expect our theory to predict. We cannot expect predictions of the utterances, given only the context and the speaker's goals. A goal can be realized in many ways, and the mystery of human choice intervenes. The most we can hope for is to predict the set of possible utterances. But this set exists as data only in the form of its characteristic function, the appropriateness judgments of a competent observer. It is this that the theory should predict.

The best observer is someone with the greatest possible access to the context of utterance and the speaker's conversational goals. But this Is Just the speaker herself. In studying real conversation, we may assume utterances to be appropriate in context unless
there is strong evidence to the contrary. The fact that a competent speaker uttered a sentence and did not retract it is generally the best appropriateness Judgment we have.

To predict an utterance, we would have to show why a derivation of the utterance from the conversational goals was chosen over derivations of all other possible utterances. To predict the appropriateness judgment, we need only show that some derivation exists. Thus in the microanalysis of section 5, we assume the utterances were appropriate, insofar as the speaker could tell, and seek to show that they could have been produced by a planning mechanism of the sort described in the next section.

## 3. The Planning Mechanism

Our working hypothesis is that an utterance is appropriate in a context if and only if it could be generated by an adequate planning mechanism operating in that context. Hence, our language of description is simply the language for describing the operations of the planning mechanism, a language of goals, plans, and beliefs. In order to begin our construction of a theory, we have to assume an initial version of such a planning mechanism.

We assume a planner of the sort familiar in robot planning (Sacerdoti 1977, Sussman 1975). It has goals and has access to general knowledge, including certain causal axioms encoding knowledge about what causes or enables what. Among these, for conversation, must be axioms that encode knowledge of conversational strategies, such as the facts that humor generally causes the listener to have a favorable image of the speaker and that descriptions of mishaps are frequently humorous.

The planner is able to decompose a goal into subgoals by using its knowledge of what actions will bring about the goal and what prerequisites enable these actions. It generates a conversational plan by decomposing its top-level goals into subgoals, and these subgoals into further subgoals, until the subgoals are directly realizable as utterances or gestures. When actions are executed, it uses its causal axioms to recompute the state of the world, by noting new conditions caused by the action and old conditions eliminated.

There has been much important work applying similar planners to the planning of speech acts (Searle 1969, Cohen 1978, Allen and Perrault 1978, Levy 1978, Moore 1978), and a theory of conversation will have to incorporate this work as a subpart. But it has not gone beyond the planning of single utterances. When we do, we can expect to encounter plans that require a
number of steps to execute and that can go awry at any point. To deal with these problems, we need to borrow and modify two further mechanisms from research in robot planning - a monitor and a debugger.

In a natural language processor, a major component for interpreting utterances is an operation which finds a place for the utterance in an overall ongoing plan. Such an operation has been described elsewhere (A.Robinson 1978, Hobbs and J.Robinson 1978), and is similar to work on plan recognition (e.g. Schank and Abelson 1977, Wilensky 1979, Bruce 1978, Beaugrande 1979, Genesereth 1978). This operation serves to monitor the execution of a participant's plan. In the conversation analyzed, Y 's reaction to X 's moves (D5) and (D12) are interesting examples of monitoring.

The debugging situation in conversation is unlike debugging programs where we change the code and start again. It is more like a single run where we break at critical points, check certain conditions, patch up our errors, and go on. We have to live with the mistakes we've made. In our planning, we are using causal axioms that are at best only plausible, and sometimes actions don't cause what they are expected to cause. If the monitor has learned new information that contradicts what was expected, the debugger must attempt to determine which of the causal axioms happened not to be true, to account for this by searching deeper into the knowledge base for factors not previously considered, and to call on the planner to generate a repair and a new plan.

As the microanalysis of section 5 reveals, what has been sketched here is inadequate in at least two significant respects. These are discussed in section 6.

The planning metaphor provides an attractive vocabulary for describing conversation, for it seems to accord with the way we feel about our conscious moves and with what we are willing to attribute to our unconscious moves. The non-determinism of the planning process allows room for our sense of free choice. Unlike more rigid formalisms, e.g. flow charts, behavior outside the norm is not outside the system; rather it is a result of a less frequent path being taken by the planner. Unlike the rule systems proposed by ethnomethodologists (e.g. Sacks, Schegloff, and Jefferson 1974, the planning metaphor allows us to be explicit about the motives that lie behind the strategies we use. Among the various mechanistic metaphors of cognitive psychology, this one seems to detract the least from our humanity.

## 4. The Data to be Analyzed

For the rest of the paper, we will be analyzing a fragment of a free-flowing conversation, to exercise the planning mechanism. The fragment comes from the beginning of a videotaped conversation between a man $X$ and a woman $Y$. The man enters the room first and sits down. Several minutes later the woman enters carrying a manuscript that happens to be her dissertation and four large manlla envelopes. She sits down and they begin the conversation shown below.
(D1) [Y displays dissertation.]
(D2) [Y displays four bulky envelopes.]
(D3) $X$ : What's all this mail?
(DM) Y : My child is entering a Q-tips art contest.
You see, you haaa-
(D5) [X grins.]
(D6) Y: YOU don't have any children, obviously. You must...
(D7) You have to either draw or make things with the little Q-tips.
(D8) SO she thinks she's going to win an $\$ 8000$ first prize.
(D9) So I have to send in this trash for her.
[One second pause.]
(D10) All these nice things made out of Q-tips.
(D11) And of course all the Q-tips will fall off.
[One second pause.] and... in the mail....
(D12) $X$ : And it's all to be sent to Blair Nebraska, huh?
(D13) Y: Yeah. This sounds really flakey though.
(D14) I... I never heard of Blair Nebraska
(D15) and you send it to a P.O. box.
So what happens too if I
(D16) What happens if you have dishonest mailmen
[X leans back in chair and crosses legs.] and they see all these things going to an art contest, so they open it up and change it so that it's being sent from them?
[Y leaning forward. Three and a half second pause.]
(D17) $X$ : How would they change it?
Y: Well... Instead of...
(D18) Instead of the return address being my address they would put down their address, so they would win, you see.
(D19) [Two and a half second pause. Y picks up envelopes, revealing dissertation for the first time since (D1).]
|""
I am indebted to Will Leben and Dave Evans for making this videotape available to me.
(D20) Y : Not that my poor child is going to win.
(D21) But anyway.
(D22) X: I don't think anybody, except for a child, would want to enter a Q-tips art contest.
(D23) [Both laugh. Y picks up dissertation and begins to leaf through it. Leans back. Shoulders relax.]
(D24) Y: Well, maybe the postman has children.
(D25) You never can tell.
(D26) This is my dissertation. It's Just been approved.

Like all transcripts of everyday conversation, this appears incoherent at first. However, when we examine it closely in terms of what $X$ and $Y$ are trying to accomplish, we discover an intricate structure.

The purpose of the conversation was Just to talk. It therefore provides an excellent minimal example of how conversation gets planned and of the structure that results, with the least intrusion from an accompanying task or event. The two people have met each other only briefly before, and this is their first lengthy conversation, so in our analysis we need not worry about shared knowledge that we lack access to.

## 5. Planning Topics of Conversation

Since most of the action in this conversation is Y's, we concentrate on her plans. We may assume she has two principal goals - To project a favorable image and to cooperate with the experimental setup by maintaining the conversation.

The conversation can be divided into four episodes, each characterized by a different problem that faces $Y$. In the first, (D1)-(D2), Y attempts to introduce first her dissertation, then the mail, as a topic. In the second, (D3)(D9)» $Y$ elaborates on the Q-tips. In (D10)(D18), she tries to continue the conversation by fishing for a productive subtopic, finally hitting on the dishonest mailmen. In (D19)(D26), due to the failure of this subtopic, she attempts to close the topic and again tries to introduce the dissertation.

Each of these episodes forms what we may call a "subtopic", a segment with a high degree of internal coherence. Each provides a different example of the speaker's ability to manipulate the topic of conversation.

### 5.1. Attempting to Introduce Topics

Y's initial problem is to introduce a topic that will cast her in a favorable light. She has the material for it: Her dissertation has
just been approved, and if they could talk about that, $X$ would conclude she was at least intelligent enough to earn a Ph.D. degree.

Here's where the Catch 22 comes in, however. If $X$ believes $Y$ is intelligent, then $X$ will think favorably of $Y$. But if $X$ believes $Y$ has uttered something with the intention of causing $X$ to believe $Y$ is intelligent, the utterance will be interpreted as boasting, and will make $X$ think unfavorably of $Y$. Thus for $Y$ to introduce a topic that will lead to a positive image too directly is dangerous.

However, if she can get $X$ to introduce the dissertation, she will have achieved the goal of talking about it without the side effect of boasting about it. To get $X$ to introduce it, she can display it prominently, and at last, we have arrived at an action which is executable. $Y$ waves the dissertation about a bit, $X$ does not pick up on it, and the plan fails.

Another way to convey a favorable image is to project the image of a good mother, and the good work of one's child is one way to do this. The problem as before is to introduce the topic, and the same hitch as before presents itself how to avoid boasting. The solution is the same as before. $Y$ displays the envelopes, and the plan works as X asks, "What's all this mail?"

### 5.2. An Answer Perturbed

At first glance, Y's answer seems somewhat incoherent. But let's examine it more closely. To describe mail, one should describe its contents and destination, so an answer might be
(1) CONTENTS: The envelopes contain Q-tips designs.
(2) DESTINATION: I'm sending them in to a contest.

In fact, (2) appears, almost as is, in (D9). But (1) is a bit unusual; the Q-tips designs require some explanation. $Y$ must tell of the situation that gave rise to them -- the Q-tips art contest. Since this is also unusual, she has to elaborate on the nature of the contest and might, among other things, specify what the contestant must make or do (the entry) and something about the prize structure:
(3) My child is entering a Q-tips art contest.

## ELABORATION:

(4) ENTRY: You have to draw or make things with Q-tips.

PRIZE: There is an $\$ 8000$ first prize.
Y begins this orderly answer. She says (3) and then begins her elaboration (4). But she is interrupted, in a way that changes the rest of her answer significantly.

While Just beginning (4) she looks up, the smile that $X$ has been trying to suppress breaks into a grin, and they both laugh. His reaction to the notion of a Q-tips art contest is a negative evaluation of sorts. Y must therefore justify her involvement if she is going to maintain a favorable image. She does so by saying
(D6) You don't have any children, obviously.

The implicit line of reasoning is - if $X$ had children, then $X$ would understand $Y$ 's situation, and hence not evaluate negatively. So (D6) is an accusation of ignorance as a defense against the negative evaluation.

The next utterance (D7) is unaffected by the interruption, since it was entirely planned out before. There are several indications of this in her gestures. The rest of her answer, however, does seem affected in subtle ways.

## The next utterance

SO she thinks she's going to win an $\$ 8000$ first prize,
is quite problematic. It does convey the information in (5). But (5) is not really an essential part of the background information for the answer to $X$ 's question, for it does not explain anything that is out of the ordinary.

One possible explanation for $Y$ saying (D8) is that the daughter's high expectations provide a very strong motivation for $Y$ to take the trouble to mail the entries. One does not like to shatter one's child's dreams. For this reason, (D8) functions as a further retort to X's negative evaluation.

The next utterance, "So I have to send in this trash for her," completes the answer. But it also defends against X's evaluation. We will examine how in section 6.1.

### 5.3. Searching for Something to Say

It is now X's turn to talk, but he doesn't, so $Y$ must continue in a way that coheres with what has just been said. Her first attempt involves an inappropriate elaboration (D10), uttered in a forceless, off-hand manner. But it is also coherent to say "what happens next." Sending in the Q-tips designs provides the
occasion for them to fall off. Hence, (D11) continues coherently.

She has now tapped into a productive topic, so she thinks - possible mishaps to the designs on their way to contest headquarters. At this point $X$ interposes with the remark that it is all going to Blair Nebraska. It is likely that this is no more than a follow-up to his question about the nature of the mail. But Y , rather than deducing the place of this remark in X's conversational plan, such as it is, incorporates it into her own. She takes Blair Nebraska to be an example of sending the packages out into the unknown, and states the generalization of which Blair Nebraska is one example, namely, that the situation is flakey. Then she gives a further example, that the destination is a post office box. At this point, she pops up to the general topic of mishaps, of which the Q-tips falling off and the strange destination are two examples, and gives her third example, which she apparently believes will turn out to be a productive subtopic - the dishonest mailmen.

Figure 1 illustrates this development.
Sendin -then-> Q-tips Send into
Designs
Figure 1.
$Y$ confronts $X$ in (D16), demanding a response with her direct "what if" question. There is a pause of $31 / 2$ seconds. This is very long for a conversation like this, and it has a humorous effect on most viewers of the videotape. Finally, $X$ does about the worst thing he could do with this topic - he takes it seriously, and consequently dismisses it as a possibility. $Y$ responds by trying to construct a serious means by which the disaster could happen, and finally it becomes apparent that the topic has failed on all counts - it isn't productive of further conversation and isn't making her look good. She decides to cut bait and introduce a new topic, her original choice, the dissertation.

### 5.5. Escaping from a Failed Topic

She now faces the final topic-manipulation problem that we will examine - how to escape
the current topic. When asked a question, she must answer if she is to cohere. If what is said to her reflects unfavorably on her, then she must retort. Finally, it is incoherent to suddenly switch topics - or insofar as it is coherent, it is an admission of the failure of the previous topic.
$Y$ is thus faced with three subgoals in pursuit of maintaining the conversation in a way that will make her look good - she must salvage the current topic by arguing for the scenario's plausibility, close the current topic, and introduce the dissertation as a new topic. These three goals interweave in her next sequence of utterances and actions. She first displays the thesis for the first time since (D1), by removing the envelopes from on top of it. She has already defended plausibility in (D18), so she is free to close the topic. One way to do this is to deny the relevance of the topic to practical affairs, which she does with "Not that my poor child is going to win." At this point however, $X$ won't let go. He responds to the whole idea with "I don't think anybody, except for a child, would want to enter a Q-tips art contest." This challenge puts $Y$ back in the position of having to retort and then to close again before introducing the new topic. She retorts with "Maybe the postman has children", thereby denying the relevance of his argument, and then says "You never can tell," indicating that it is beyond their means at present to settle the question. She has thereby closed the topic again. In (D23) she has already picked up the dissertation and started to leaf through it, making the introduction of it as a topic less of a break with ongoing events. Then, in what represents a triumph of sorts, she says (D26), "This is my dissertation", thus succeeding in her original goal and closing the portion of the conversation that we torment with our microanalysis.

## 6. Computational Mechanisms

### 6.1. Multiple Acts in Single Utterances

In contrast to robot planning, where a single goal is realized by a sequence of actions, in conversation a single utterance frequently effects multiple goals. For example, utterance (D9) simultaneously answers a question, explains the motivation for an action, disavows the same action, and is humorous. We may approach this problem by viewing an utterance not as a single act but as a composite of several acts, each of which can realize separate goals. (D9) is a good example.

There seem to be at least three goals operating at this point. First, if $Y$ is to cohere, she must complete her ANSWER of the question (D3) by conveying the information in (2). Moreover, the goal of defending against the negative evaluation remains, leading to two subgoals: She wants to show that her involvement results from some inexorable external circumstances (call this MOTIVATE), and to DISTANCE herself from the events by indicating that they are not a serious concern of hers.

Realizing all these goals in a single utterance requires something like the following mechanism: View a sentence as a conveyor belt with slots for each of its elements. The goals compete to fill these slots with lexical or syntactic material that will aid their own realization. Filling a slot is a matter of finding a match between what the sentence requires and what resources a goal has available. (A more pedestrian description would speak of looping through the slots, and for each slot, looping through the goals, and so on.)

Figure 2 illustrates this process:

| DECISIONS: | UNMARKED: | ACTUAL: | SOURCE: |
| :--- | :--- | :--- | :--- |
| Conjunction | - | so | MOTIVATE |
| Subject | I | 1 | ANSWER |
| Aspect | Prog | have to | MOTIVATE |
| Verb | send | send | ANSWER |
| Destination | in | in | ANSWER |
| Object | these | this trash | DISTANCE |
| Beneficiary | - | for her | MOTIVATE |

Figure 2

The goal ANSWER has determined the unmarked propositional content of the utterance at what Thompson (1977) has called the strategic level. At Thompson's tactical level, certain unmarked lexical choices are displaced with material provided by other goals. Thus, MOTIVATE supplies the conjunction "so" to indicate that Y's sending in the envelopes is due to her child's high expectations. MOTIVATE also replaces the present progressive tense with "have to"; Y's obligation excuses her for carrying around an armful of Q-tips. "For her" in the beneficiary slot indicates the circumstances behind the obligation.

Since those things one takes seriously, one necessarily values, one way to create DISTANCE is to evaluate the Q-tips designs negatively. Noun choice is a rich resource for such evaluations. The word "trash" means material with no value, and fits the bill perfectly.

### 6.2. Bidirectional Planning for a Next Utterance

Notice something about the segment from (DM) to (D16). First the daughter makes something to put into the envelopes (DM, D7), then $Y$ sends them in (D9), they are in the mail (D11), they arrive in Blair Nebraska (D14), and are put into a P.O. box (D15) by mailmen (D16). What we have is the most mundane story imaginable of mail going to its destination. But $Y$ has infused humor into this framework at every point, transforming dull raw material into the stuff of a good conversation. This is very suggestive about how utterances get planned.

A bidirectional search for a plan works not only from the goal, but also from whatever moves are currently possible. The tendency, once a schema is tapped, to follow the natural flow from one event to the next may constrain the possible next moves enough to make a bidirectional search feasible.

For example, we can imagine the initial stages of planning utterance (D11), "And of course all the Q-tips will fall off... in the mail," going as follows: The next step in the mail scenario after the sending is that the envelopes are "in the mail" for a while. The design's fragility was a concern in packing, so associated with this step in the scenario is the possibility that the Q-tips might pop off. This is recognized as a mishap, and possible mishaps are a source of humor. Since the beginning, $Y$ has had the goal of being humorous as a way of projecting a favorable image.

Once tapped into, the "mishaps" strategy gives a productive way of transforming further steps in the mundane scenario into conversational material. Bottom-up, we ask what happens next; top-down, we ask how this can be made interesting.
7. Some Questions for the Study of Conversation

Among the most useful ideas in our microanalysis was the notion of a subtopic as something that has structure and can be manipulated. Each subtopic served some overall purpose for the speaker and had some internal structure, and they flowed together naturally. This leads to three areas we might pinpoint for further investigation:

1. Can the notion of a subtopic be made precise, and does it represent a useful intermediate level between a person's top-level goals and what he ultimately says. In planning conversations, is there a useful distinction between deciding upon a subtopic and developing the subtopic?
2. What internal structures can a subtopic have? We have seen three examples in the microanalysis. The Answer (D3)-(D9) showed a structure of Background * Primary Information. The Strange Mishaps (D10)-(D18) proceeded through parallel examples. In the Escape (D19)(D26), there was an intermixing of utterances aimed at three different goals. What other organizing principles are there for subtopics?
3. Adjacent subtopics flow together smoothly. We have seen two interesting transition devices that accomplish this: The link between the Answer and Strange Mishaps was the causal link between (D9) and (D11). In what was spoken, the move from the mail to the dissertation in (D26) was abrupt, but accompanying actions prepared the way. What other transition devices are there?

Starting with the hypothesis that conversation is planned behavior, in a sense that artificial intelligence has made precise, we have begun to see both what sort of planning it has to be and what kinds of plans result.
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# A KNOWLEDGE-BASED APPLICATION DEFINITION SYSTEM 

Clifford R. Hollander<br>Harry C. Reinstein<br>IBM Scientific Center<br>1530 Page Mill Road<br>Palo Alto, California 94304

The design of an experimental consultation system, here called ADS, aimed at providing expert-level assistance to (nonprogrammer) specialists in defining medically-oriented, sensor-based applications is considered. The heart of the system is a knowledge base containing extensive static descriptions of the problem domain and mechanisms for instantiating elements of a subject application.

## 1. INTRODUCTION

One very promising direction for facilitating more direct involvement by the (non-programmer) problem area specialist in the application definition process is the use of an intelligent computer-based assistant, capable of offering expert-level guidance. This paper considers the design of an experimental knowledge based consultant [1], here denoted as ADS, which incrementally elicits (and presents in flowgraph form) a detailed specification of the subject application. The task domain selected for exercising these concepts involves gathering, analyzing, and displaying data obtained from sensor-based medical instrumentation.

ADS has been heavily influenced in its design by a number of research Al systems $[2,3,4,5,6,7,8]$. It maintains a substantial knowledge base, containing both static descriptions of the problem domain, obtained from human experts, and dynamic descriptions of the subject application, generated during the consultation. The knowledge base is used to direct a simple, yet powerful, set of procedural mechanisms.

The emphasis here is on achieving superior problem-related expertise, ease of use, and extensibility. A prototype (coded in APL) was only recently begun, therefore most of this discussion pertains to design issues.

## 2. AN EXAMPLE APPLICATION

Fig. 1 depicts a typical ADS application, namely to display systolic (i.e., maximum arterial) blood pressure. Starting from this partial specification, ADS and the user cooperate in discovering the semantic relationships which complete the diagram:
(1) A 'windowing* criterion is needed to govern the number of values input to MAXIMUM on each iteration. The user decides to process the sample points gathered during a single cardiac cycle. This entails introducing an additional sensor device and an event handler.
(2) For enhanced readability, ADS suggests that several seconds of MAXIMUM-readings be averaged before updating the display screen.

## 3. EXTERNAL APPEARANCE

The dialog is conducted wholly in terms of primitives familiar within the problem domain, e.g., sensors, displays, sampling rates, averaging windows, events. It is materialized as a succession of interactive panels, each dynamically tailored to reflect the needs of the current dialog state. A panel appears as a collection of screen areas (embodying menus, lists, prompts, messages, graphs, and key-in slots) together with usage restrictions (e.g., value constraint, selection criteria, view-only, scrollability, panel chaining). Utilizing full-screen panels as the units of communication


Fig. 1. Systolic Pressure
should make for a more comfortable dialog.
Throughout the definition process, a flowgraph, reflecting the current application description, is developed on a separate graphic screen. Extensive feedback and contextual information is available both from this diagram and from the knowledge structures associated with its components.

Also, an Explanation facility [2] is planned, in order to give the user auxiliary information about the dialog session and the knowledge base.

## 4. CHOICE OF REPRESENTATION

Knowledge in ADS is divided into two major categories based upon differences in origin, usage, and lifetime. The Resident Knowledge Base (RKB) is built by human experts and contains the static descriptions by which the system models the conceptual primitives which underlie the problem domain. Each such domain entity, has a number of identifiable components, each with certain attributes, and participates in various relationships with other entities. The Application Knowledge Base (AKB) is built during the consultation and contains dynamic descriptions which characterize the subject application in terms of the RKB model. Each application entity is an instantiated AKB version of a relevent domain entity, created as
a result of traversing a portion of the RKB.
The RKB and AKB share a single object-centered representation scheme. Entities are expressed in KRL-like [9] notation and embedded within a semantic network L10], using several explicit edge types for semantic linkage. In the RKB, links are used primarily to express specialization (SPEC edges) and reference (REF edges) relationships among domain entities. Whereas, in the AKB, links tend to denote actual attachments (ATT edges) between the application entities involved. Other kinds of relationships are represented implicitly by introducing relation entities into the network and by partitioning it into subnets L10 J.

An entity contains a set of named slots, which elaborate its attributes and components via sets of (nested) descriptive clauses. A clause consists of a (1) value or value constraint; (2) datatype, e.g., heartbeats/minute, time series; (3) reference to another slot, entity, or subnet; (4) source designation, e.g., user-supplied, filled from another slot; (5) specialization constraint. The order of clauses within a slot is irrelevent. Some examples of clauses;

```
356, in SYMPTOM-LIST NUMERIC, WAVEFORM
(values)
ref-to PRESSURE-DATA
(datatypes)
(REF)
fill-from MINVALUE of RANGE (REF) (source) spec-of SENSOR with MODE=ANALOG
```

Considering only SPEC edges, the RKB is a set of hierarchies, one for each major class of primitives, e.g., sensors, displays, functions, connections, data. With respect to these hierarchies: (1) An entity inherits all slots known to its parent. (2) A leaf is a terminal node; it corresponds to an actual domain object.
(3) A prototype is a nonterminal node; it stands for an entire (sub)class of objects.

## 5. BEHIND THE DIALOG

The dialog is an elaboration process in which the elements and flow of the application are recursively analyzed, using the RKB as a model, extracting the details necessary to synthesize the AKB. In each segment of the analysis, a SPEC path is traced from a prototype down to one of its leaves. Along the way, the slots of each entity encountered are used to propagate the information needed to instantiate a new application entity. The entity paths for the

## systolic pressure example would be:

| DEVICE | FUNCTION |
| :---: | :---: |
| SENSOR | ARITHMETIC |
| PRESSURE | *MAXIMUM |
| *ARTERIAL | *AVERAGE |
| . . | *EVENT-HANDLER |
| DETECTOR | ... |
| *CARDIAC-CYCLE | DISPLAY |
|  | FIELD |
|  | *NUMERIC |

where indentation indicates specialization and an asterisk precedes each leaf.

The clauses comprising a slot are processed according to their type. Value, datatype, and source related clauses are used to fill AKB slots (including user interactions). Specialization clauses control selection among alternative SPECs. Reference clauses (to other domain entities) are logged on a work list and serve as the origins of new traversal segments.

## 6. KNOWLEDGE ACQUISITION

The knowledge acquisition facility is organized around an Editor and a Checker. The Editor offers the problem domain expert full-screen interactive capabilities for examining, building, and modifying the $R K B$ and (during a definition session) the AKB. Attention may be focussed upon knowledge structures at the subnet, entity, or slot/clause levels. The Editor is the sole overseer for activities performed at the subnet and entity levels.

The Checker is called to syntactically validate the contents of any new or altered slot. It makes use of a formal grammar for clauses together with a simple parser. A modest amount of semantic validation is also performed at this time, e.g., checking conformance between a slot-name and an entity-name in a reference clause.

## 7. AN ASIDE

Application definition may be viewed as a first step in a larger automatic programming process. In this light it is reasonable to consider extending ADS so that it generates executable programs corresponding to an elicited application description.

## 8. CONCLUSIONS

We have tried to design a consultant which is capable of offering expert-level assistance to nonprogrammers in specifying applications. The heart of the system is a knowledge base with both static and dynamic components, which drives a high-level problem definition dialog.
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#### Abstract

A large number of axioms are often involved in the proof of a single theorem in many realistic applications of mechanical theorem proving such as formal verification of programs whose program domains are determined by user-defined axioms. There, fully automatic proofs are unrealistic due to the obvious constraints though a powerful machine support is highly desired. It is suggested that some meaningful structuring of theories can ease the difficulties. Several strategies are proposed to enhance efficient interactive non-resolution proofs on hierarchically and modularly structured theories with many axioms. Use of such strategies is illustrated in their application to verification of hierarchical programs with abstraction mechanisms.


## 1. Introduction

For many practical applications of mechanical theorem proving, a large number of axioms are often involved in the proof of a single theorem. An example is formal verification of programs whose program domains are determined by userdefined axioms. Due to the obvious time and memory constraints, fully automatic proofs are unrealistic. Thus, interactive non-resolution proofs are inevitable so that the user can keep well aware of what is being done in each stage of the ongoing proof, understanding the meaning of the formulas generated during the proof. With human assistance,it still can be highly difficult to conduct proofs on many axioms. Thus some organized methods are needed. Here we suggest that some meaningful structuring of theories or axiom bases can be useful and introduce some strategies for interactive proofs on structured theories. The motivation of this work derived from a software development called I system!5,6] at Kyoto University. This is going to be an interactive system for developing and verifying programs in language 1 which is designed to support hierarchical and modular programming. It is not possible to detail the language and system here, but in short, program development and verification in i involves hierarchical and modular development of theories with many user-defined axioms and requires theorem proving on them. We are as much concerned with how such theory development should be done interactively as how proofs should be done on it. Often need of elaboration or modification of user-given axioms is found

[^11]during proofs, which means that axiom-writing and theorem proving must go together to some extent, and this is another reason to make the system interactive.) The proof strategies have been implemented in i prover, subsystem of 1 system, which is invoked during program development and debugging as well as verification. (The first version of $i$ prover currently runs on DEC system~20[4].) The i prover contains an automatic proof system in addition to the proof checking facilities. The man-machine interaction (i.e. proof checker) exploits the strategies in order to reduce the proof that is beyond the limit of the capabilities of the automatic subsystem to one within the limit. This paper is not self-sufficient or comprehensive due to space limitation. [6] is a suitable reference to the background while [4] details the prover with work-out examples.
Related works: It seems that no previous work has attempted to exploit the structuring of theories to facilitate mechanical proofs. Clear [2] seems to be somewhat in a similar direction though it uses algebraic axioms while we use first order logic. (It is beyond the scope of this paper to compare the two approaches.) The concepts of user-developed reduction rules (Section 4) are introduced earlier in LCF[3], while an idea similar to theory-focusing (Section 3) is used in [7] but with a different objective. [1] surveys numerous works on non-resolution theorem proving.
2. Hierarchical and modular theory development

The proof system is based on a deviation of the many-sorted first order logic called i logic[6]
which is tailored for the specification of hierarchical programs with abstraction mechanisms Language I provides a syntax with which one can structuredly build up theories in 1 logic. [6] gives a formal and complete description of the logic and the language and here we only give a rough sketch. Each sort in $\$ logic is characterized by a finite number of functions and axioms which are said to be the basic structure of the sort. There are two kind of sorts; types and sypes. The types are associated with the notion of generator induction rules while the sypes are not (Section 5). A syntactic unit of language i is called module which defines a chunk of theory in i logic by presenting a finite set of functions as well as axioms that characterize the functions, in the figure,
NN, INT and HOLY are type modules presenting the basic structures of the (abstract) types of integers, natural numbers and polynomials with integer coefficients, respectively. DVS is a procedure module which extends the theory of POLY by adding a function DIV etc. Upon these modules a procedure module GCD is written to extend the joint of the theories defined by them. GCD introduces g.c.d. function on POLY. (Logical circularity among modules is prohibited, i.e. module development must be hierarchical.) Using language $i$, the module GCD is implemented; namely g.c.d. function is realized by an Algol-like routine which is written on the theory defined by DVS, POLY, NN and INT. In order to verify that the routine satisfies the
axioms given by GCD, the following formula (i.e. one of the verification conditions) must be proven. $\quad \mathrm{v}_{\mathrm{w}} .(\operatorname{DIV}(x 0, w) \wedge \operatorname{DIV}(y 0, w) \vdots \operatorname{DIV}(x, w) \wedge$ $\operatorname{DIV}(y, w)) \wedge x \neq 0 \wedge y \neq 0,(\operatorname{DEG}(\operatorname{COEF}(y, \operatorname{DEG}(y)) . x-$ $\operatorname{COEF}(x, \operatorname{DEG}(x)) \cdot \operatorname{TM}(\operatorname{DEG}(x)-\operatorname{DEG}(y), y)) \operatorname{DEG}(y)$ $\gamma_{w} .(\operatorname{DIV}(x 0, w) \wedge \operatorname{DIV}(y 0, w) \equiv \operatorname{DIV}(y, w) \wedge \operatorname{DIV}(\operatorname{CoEF}($ $y, \operatorname{DEG}(y)) \cdot x-\operatorname{COEF}(x, \operatorname{DEG}(x)) \cdot \operatorname{TM}(\operatorname{DEG}(x)-\operatorname{DEG}(y), y), w)$ )) [COEF: POLY + INT, DEG: POLY $\rightarrow \mathrm{NN}, \mathrm{TM}:(\mathrm{NN}, \mathrm{POLY}) \rightarrow$ POLY and .: (INT, POLY) $\rightarrow$ POLY are given by POLY. DIV: (POLY, POLY) $\rightarrow$ BOOL is by DVS. TM ( $n, Q$ ) is $Q$ multiplied by $x^{n}, r . Q$ is scalr product, DIV( $P, Q$ ) means that $P$ is divisible by $Q$, etc.]

## 3. Theory-Focusing

A major difficulty with a proof on a large theory derives from the wide selection of axioms to invoke at each step. As seen in the example of Section 2, the validity of a single formula to be proven generally depends on many axioms from different modules. If the theory is cleanly and naturally modularized, however, one could well expect some desirable property in the proof, which we call proof locality. Namely, a consecutive portion of proof steps, if appropriately
chosen, tends to depend on axioms from only a few or preferably a single module. This property permits the man-machine interaction to focus the attention on a particular module for a portion of the period during the proof. We collectively call such strategies theory-focusing. A successful use of theory-focusing can enhance the efficiency in proofs because it largely narrows the selection of axioms at each step and facilitates the effective applications of reduction and simplification rules on a specific module (Section 4,5). For instance, hierarchical relations among sorts in i logic provides a useful technique. Generally a formula, which is generated as a goal in the course of the proof, can contain terms of different sorts. For example $x \neq 0$ A $y \neq O$ A DIV(x,w) A DIV(y,w) > DIV(COEF(y,DEG(y)).x$\operatorname{COEF}(x, D E G(x)) . T M(D E G(x)-D E G(y), y), w)$ contains terms $\operatorname{COEF}(x, D E G(x))$.TM(DEG(x)-DEG(y),y), COEF(y, DEG(y)).x, TM(DEG(x)-DEG(y),y), $x, y, z$ of sort POLY, DEG(x), DEG(y), DEG(x)-DEG(y) of sort NN and $\operatorname{COEF}(\mathrm{y}, \mathrm{DEG}(\mathrm{y})), \operatorname{COEF}(\mathrm{x}, \mathrm{DEG}(\mathrm{x}))$ of sort INT. A straightforward way for theory-focusing is to replace all non-variable terms of a designated sort by variables of the sort, where the same terms are replaced by a same variable. Thus the structure of the sort is concealed, facilitating focusing on the structures of the other sorts. Here, replacing the terms of sorts $N N$ and INT, we have : $x \neq O$ A $y \neq O$ A DIV( $x, w) \wedge \operatorname{DIV}(y, w) \wedge \operatorname{DIV}(r I . x$ -r2.TM(n,y),w) which is free of the structures of INT and NN. Applying axioms of DVS and POLY, we reduce the formula above to true. This is an example of theory-focusing which goes upwardly in the theory hierarchy (i.e. focusing on modules which are higher in the theory hierarchy, hiding the lower modules). There are cases in which focusing goes downwardly. [4] illustrates use of other techniques for theory-focusing.
4. Module-wise development of reduction and simplification rules

Normally, the reduction rules used in our proofs are from among the logical reduction rules i.e. the converse of the logical inference rules of the i logic. The logical reduction rules which ought to be sound and complete tend to be inefficient. Thus, it is desirable to generate reduction rules on a specific theory from the (nonlogical) axioms of the theory. (Notice that the soundness of such non-logical rules must be established, for which machine support is desired. This point seems to have received little attention so far.) But when the theory is large, it is not necessarily easy to generate efficient reduction rules. An immediate application of theory modularization is module-wise development of reduction rules. It will be convenient to develop powerful reduction rules on the subtheory
defined by a module because the axioms given by a single module are supposed to relate closely to each other.
Example Given the following axioms on the array of integers, the man-machine interaction generates the reduction rule Rl .
axioml: $m=n \wedge m<L E N G T H(x)$ , $\operatorname{FETCH}(\operatorname{STORE}(x, n, i), m)=1$
2: $\mathrm{m} \neq \mathrm{n} \wedge \mathrm{m} \leq \operatorname{LENGTH}(\mathrm{x}) \wedge \mathrm{n} \leq \operatorname{LENGTH}(\mathrm{x})$
$\rightarrow \operatorname{FETCH}(\operatorname{STORE}(x, n, i), m)=\operatorname{FETCH}(x, m)$
rule $\mathrm{Rl}(\mathrm{P}) / \mathrm{P}$ is a syntactic variable/
goal : $P(\operatorname{FETCH}(\operatorname{STORE}(x, n, i), m))$
subgoall: $m=n \wedge n \leq \operatorname{LENGTH}(x), P(i)$ 2: mұ $n \wedge m \leq L E N G T H(x) \wedge n \leq L E N G T H(x)$ , $\operatorname{P}(\operatorname{FETCH}(x, m))$
More examples as well as the rigid syntax for reduction rule generation are given in [4].

## 5. Theory extractions

Often several different theories contain a common substructure, and so do 1 modules. For example the theory by INT and POLY share the structure of ring. A sype is obtained by extracting and isolating such a substructure. Here we give a sype module RING to define the theory of ring. Like the other kinds of modules a sype module introduces finite functions and axioms. The relation between RING and POLY is given by a mapping $\Sigma$ which maps the functions on RING one to one to functions on POLY. Each axiom on RING is transformed by a natural extension of $\Sigma$ into some formula which is provable in theory defined by POLY. ([6] defines formally the relation and the way to establish it. In language 1 we considered only the relation between a sype and a type (or a sype) under a strong syntactical restriction but here for theorem proving purposes we utilize the relation between a sype and a module of any kind without the restriction[4]. For instance a sype with two functions which satisfy commutativity and associativity is useful toward many modules of any kind.) Then if we generate powerful simplification and reduction procedures on RING, they are automatically used on INT and POLY and many others. There are many candidates for sypes. The sype of ordering is useful for example. The user defines such a sype $S$ and establishes interactively the relation between it and any appropriate module $M$. When the proof is focusing on $M$, the procedures on $S$ are invoked. Note that such a strategy is useful because we consider user-defined theories. From Programming view point, the sypes are new data type concept to generalize the so-called type-parametrization mechanisms. It is useful for structuring programs and specifications as well as simplifying verification. The sypes are simply another sorts in i logic and differ from the types in that there is
no generator induction on them. (Note that this condition is essential in the above discussion of $\operatorname{map} \sum$. Details on sypes as well as their formalization in first order logic is given in [6].)

## 6. Subformula reductions

In practice, fairly large formulas are involved in proofs, especially in program verification. They must usually be decomposed into smaller formulas to process. The usual technique is to reduce such a formula to a certain normal form, or to apply reduction rules exclusively to the outermost level. However blind applications of such normal form reductions often destroy the semantic inevitability in the structure of the formula, resulting formulas very hard to read and to apply reductions further. Here careful applications of reductions to some appropriate subformulas can be useful to enhance the applicability of the strategies given in the previous sections. For example

```
rule R2(P,A,B,C)
    goal: }\quad\textrm{P}((\textrm{A}\supset\textrm{B})\wedge(~A`C)
    subgoal1: }\textrm{B}\equiv\textrm{C
        2: P(B)
```

This rule is useful in program verification because subformulas in the form of (A >B) ^(-AC) often appear due to if-statements. There can be many useful methods for subformula reduction [|4] illustrates use of some more). Similarly to user-given reduction rules, it is desirable to be able to develop such methods interactively to guarantee the soundness.
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This paper describes a new recognition system for 106 handprinted characters．The physical image of a written character is converted to an original binary pattern．This binary pattern is smoothed and thinned to a skeleton pattern．An input pattern feature string，described by symbols of singular points and direction codes of segments，is extracted from the skeleton pattern．The successful candidate categories are determined by comparing the input pattern feature string to the standard pattern feature strings．The desired category from the candidate categories is selected by the tournament structured decision tree．The system has been developed as the recognition system for a commercial optical character reader，OCR N6370，system．The recognition is carried out by custom ordered LSIs for preprocessing and a micro－computer for feature extraction and decision．

## 1．INTRODUCTION

In handprinted character recognition by feature extraction，measured features，such as concav－ ities，loops，or stroke direction etc．are compared to the standard patterns．However， it is necessary to overcome the problems concerned with feature extraction and decision making technique in order to recognize the large number of symbols，as shown in Fig．l．
（A）The first problem is concerned with noise smoothing．There are many individual patterns， such iasシソツホホン＂：：•，and ？in Fig．1． Accordingly，if short lines or small points are erased by the noise smoothing operation，some misrecognitions will occur．
（B）The second problem is that there are many similar character pairs among the symbols shown in Fig．l．Especially，there are many pairs of topologically the same symbols，such as （ $0,0, \bullet$ ）（ $5, \mathrm{~S}),(7,7,7,7),(9,9),(1$, I），（ソ，$)^{\prime}$, etc．Therefore，it is necessary to detect many detail features from the charac－ ters so as to discriminate properly between all these pairs．
（C）The third problem is the necessity to use the contextual information．Since symbol and character sizes depend on individual writers，for example，the size of numeral 0 is sometimes the same as the size of special symbol＊（ $P$ sound used in combination with katakana）．Accordingly， it is difficult to discriminate between numeral 0 and symbol＊

Since the second problem was included，even in the recognition of freely handwritten numerals， auxiliary features were utilized to assist in emphasizing the main recognition features which
have a bearing on determining which symbol is being recognized．However，this recognition algorithm cannot conveniently handle more than 100 character symbols．The authors developed a new recognition system which is capable of solving the above mentioned problems for handprinted Japanese katakana characters． After that，the recognition system was extended for special symbols，the mixed use of alphanumerics and special symbols，and the mixed use of alphanumerics and katakana characters．

## 2．RECOGNITION ALGORITHM

The digitized character is represented by a binary matrix whose maximum dimensions are $64 \times 48$ bits．This is the original pattern．The original pattern is smoothed and transfered to a skeleton pattern．Each consecutive sequence of black dots（ones），between a terminal point and its connected terminal point or branch point，is called a＂stroke＂．If the length of the stroke is shorter than a predetermined value，the short stroke is eliminated from the skeleton pattern． Instead of elimination，their position and direction are sequentially recorded in the memory．These features are mini features． Terminal points and branch points are easily detected from the skeleton pattern．Those positions are stored in the memory according to their detection order．The stroke is traced in order to detect inflection points，and divided into segments which are defined by consecutive sequence of black dots between the terminal points，the inflection points and the branch points on the stroke．The order of strokes is determined by the detection order of terminal point included in each stroke．Direction code，
as shown in Fig.2-1, is given to the segment. The origin of Fig.2-1 is corresponding to the preceding singular point detected by tracking. Figure 2-2 is an example of obtained segments, direction codes, and input pattern feature string. Each symbol, used in the input pattern feature string, has one of the following meanings. $\underline{0,1,2,} 7$ : Direction code. E Stroke tracking ended at a terminal point. K Inflection point. B : Branch point.

First decision is performed by sequentially comparing the input pattern feature string (IPS) to the standard pattern feature strings (SPSs) with category name. The structure of each SPS is similar to that of IPS. After comparing, if no SPS is found, the character is rejected, if unique category SPSs are found, the character is recognized as the SPS category. If SPSs of more than two categories are found, second feature extraction and decision are actuated.

In the second stage, a category, which is most similar to the input character, is determined by a tournament structured decision tree. Each pair of two categories is sequentially combined from the candidate categories. When the winning category is determined by sequentially executing several statements regarding feature extraction and decision (hereafter a feature extraction and decision pair is expressed by FED), if there are remaining candidate categories, the winning category and first one of the remaining candidate categories become the next pair. When the winning category is not determined, these drawn categories are stored in the drawn categories list and deleted from the candidate categories. If only one candidate remains, the remainder is treated as the winner. Otherwise, the character is rejected. After all the sequential candidate category combinations, the winning category is confirmed to determine whether the winning category is more similar than all the drawn categories to the input character.

The configuration of the tournament structured decision trees depends on the input character shape. Also, the auxiliary feature to be detected and the parameters, such as the predetermined threshold, depend on the category pair. The auxiliary feature name and its parameters are described in an FED. The format of each FED is as follows.

## Cl C2 Fpl p2...pm di d2...dn tl t2 $s$ nb nt

Each symbol has the following meaning.
Cl: First category name. It is always necessary.
C2: Second category name or logical mark. The second category name is necessary when pair categories are distinguished by the current single FED or at the first FED for a logical combination
of FEDs. Logical mark is used when the current FED is logically combined with the preceding FEDs. p1 p2...pm: Singular point name (Bi, Ti, Ki, BI, TI). Bi, Ti, or Ki is i-th branch, terminal, or inflection point respectively. TI or BI is a terminal or branch point connected with another directly assigned point, respectively.
dl d2...dn: Parameters for feature extraction area size or directions for measuring the feature, etc.
F: Auxiliary feature name. Example of auxiliary features are as follows, a Distance between assigned two points vs. the distance between two other assigned points ratio, $b$ Examine whether an assigned direction mini feature is in the assigned region. c The concavity or convex value in the area determined by two assigned points, $d$ Current character height vs. preceding character height ratio. In execution time, a feature extraction routine is called by an auxiliary feature name in an FED. The measured feature value $f$ is recorded in a temporary memory.
t1 t2 s: Functions of these parameters are defined in Table 1
nb nt: Numbers of branch points and terminal points respectively.

A series of FEDs for pair categories Ci and Cj , as shown in Table 2, constructs a decision tree as shown in Fig.3. Feature Fi value is represented by fi in Fig.3.

## (3) HARDWARE IMPLEMENTATION AND CONCLUSION

The recognition algorithm was implemented in an actual OCR N6370 system. The original pattern is preprocessed in LSIs, which were developed for the OCR. Feature detection and decision are carried out by a micro computer. The feature detection program and decision program are recorded in 20k bytes of the micro program memory. The SPSs and the FEDs are recorded in 64 k bytes of the data memory. Design work was laborious because the design concept depended on the heur isticsof the designer and recognition experimentation. Instead, an economical OCR system has been successfully developed. The OCR can recognize 100 characters/sec.
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Fig. 1. Readable symbols
These character shapes, without some special symbols depend on the Japanese handprint standard (draft)

| When |  |  | If |  |  |  | $\underset{\text { To }}{\text { Classified }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S | $t_{1}>t_{2}$ | $t_{1}<t_{2}$ | $\mathrm{f}>\mathrm{t}$ l | f < $\mathrm{t}_{1}$ | $f<t_{2}$ | $\mathrm{f}>\mathrm{t} 2$ | $\mathrm{C}_{1}$ | $\mathrm{C}_{2}$ |
| 1 | 1 |  | 1 |  |  |  | 1 |  |
|  |  |  |  |  | 1 |  |  | 1 |
|  |  | 1 |  | 1 |  |  | 1 |  |
|  |  |  |  |  |  | 1 |  | 1 |
| 2 | 1 |  | 1 |  |  |  |  | 1 |
|  |  |  |  |  | 1 |  | 1 |  |
|  |  | 1 |  | 1 |  |  |  | 1 |
|  |  |  |  |  |  | 1 | 1 |  |
| 3 | 1 |  | 1 |  |  |  | 1 |  |
|  |  | 1 |  | 1 |  |  | 1 |  |
| 4 | 1 |  | 1 |  |  |  |  | 1 |
|  |  | 1 |  | 1 |  |  |  | 1 |



Fig.2-1.
Fig. 2-1. Direction code
Fig.2-2. Segments, direction codes and feature string for $P(A)$

TABLE 1. Detected value $f$ and parameters s, tl and t2.


TABLE 2. A Series of FEDs
Fig.3. TABLE 2 diagramatical illustration
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#### Abstract

Plotkin MO] has opened the way to the design of unification algorithm incorporating equality axioms and their use in complete proof systems. In particular he gives complete unification algorithms for terms containing associative function symbols and for an arithmetic theory. Huet gives in [18] a unification algorithm for X-conversion and discusses in ["19] general properties of complete set of unifiers, A complete and finite algorithm for unification with associative commutative function symbols is given in Stickel [14] and Lankford shows in [22] how to extend it to abelian group theory. Various other specific unification problems are discussed in $[9,15$, 23]. In the case of equational theories which possess a complete set of reductions as defined in Knuth-Bendix [7], Fay has given in [20,21] a general unification algorithm.

We are interested in this paper in the special case of commutative associative function symbols. We first study the equivalence problem which is reduced to regognizing the equality of two multiset representations. In the same way, matching reduces to generating ordered partitions of a multiset. This generation is carried out by two processes operating on tree data structures spanning the lattice of partitions. Cardinality conditions inherited from the matching problem are used to cut the search drastically : our processes operate bidirectionnally in a coroutine manner, each one trimming sub-structures from both search spaces. The two processes are formally defined by a unique recursive definition, and their computations correspond to a call-byneed interpretation of this definition. The correctness of the method is proved formally. This basic organization is used to derive a new algorithm for associative commutative unification improving over Stickel [14], We have programmed in LISP all these algorithms, using University of Vincennes's V-LISP system [3]. We have applied them to the Stickel-Peterson's generalization of the Knuth and Bendix extension algorithm $\mathrm{r} 7,8,16]$. Their algorithm relies on associativecommutative unification for the computation of critical pairs, but also most critically on as-sociative-commutative match, in order to reduce terms to their normal forms, Stickel and Peterson proposed to use unification for matching, but this leads to unnecessary inefficiencies that preclude the practical use of their method. We give in the Appendix running times on a DEC KL10 using the VLISP system, corresponding to some of their examples.

Most proofs are omitted in this version, the full paper is available as a technical report [24].


## I. FIRST ORDER TERMS AND EQUATIONAL THEORIES

Let $V$ be a denumerable set of elements called variables, $C$ a finite or denumerable set of elements called constants with $C n /=\emptyset$. Flements in $C$ are graded by an arity function $\alpha: C \rightarrow N$. The set of terms $T$ is the smallest set containing $V$ and closed by :
$t_{1}, \cdots, t_{\alpha(f)} \epsilon T \rightarrow f\left(t_{1}, \cdots, t_{\alpha(f)}\right) \epsilon T$ ror every $f \in C$
A substitution is a mapping $\sigma$ from $V$ to $T$, with
$\sigma(x)=x$ almost everywhere. For any $t c T$, $V^{\prime}(t)$ will denote the set of variables of $t$. An equational theory $\Lambda$ is a theory in which every axium is the universal closure of an equality. Two terms $t_{1}$ and $t_{2}$ are equivalent in $A$ iff $: A \vdash t_{1}=t_{2}$. In the remainder we will write $t_{1} \overline{\bar{A}} t_{2}$ or $t_{1} \equiv t_{2}$ when A is implicit. Let $A C C$ with $A=\left\{f_{1} \cdots f_{p}\right\}$ where $\forall i \quad 1 \leq i \leq p f_{i}$ is hinary and $f_{i}$ is an associative and commutative function i.e. $\alpha) f_{i}(x, y)=f_{i}(y, x)$
and $\beta) f_{i}\left(x, f_{i}(y, z)\right)=f_{i}\left(f_{i}(x, y), z\right)$. The equational theory of $f_{1} \cdots f_{p}$ is the theory with the $2 p$ axioms $\alpha$ and $B$. In the remainder of this pager $A$ will always denote the theory of $f_{1}, \cdots, f_{p}$. All terms will be in right associative form. A term $t=f_{i}\left(t_{1}, f_{i}\left(t_{2}, \cdots, f_{i}\left(t_{n-1}, t_{n}\right) \cdots\right)\right)$ where $t_{k}$ does'nt begin with $f_{i}$ is called NF-term. We shall abreviate such a term by $f_{i}\left(t_{1}, \cdots, t_{n}\right)$. If $t=f_{i}\left(t_{1}, \cdots, t_{n}\right), O(t)$ will denote $n$.

## II. EQUIVALENCE

## II. 1 Equivalence lemma

Let $T, T^{\prime}$ be two NF-terms with head
symbol $f_{i}$ i.e. $T=f_{i}\left(t_{1}, \cdots, t_{n}\right)$ and $T^{\prime}=f_{i}\left(t_{i}^{\prime}, \cdots, t_{n}^{\prime}\right)$. Then $T \equiv T^{\prime}$ iff $n=m$ and there exists a permutation $\Pi$ of $m$ such that
$t_{\pi(i)} \equiv t_{i}^{\prime}(1 \leq i \leq m)$.
Proof : see [24].

## II. 2 Equivalence algorithm-EQUIAC $\left(t, t^{\prime}\right)$

Let us now describe an equivalence algorithm between terms in $A$. We call unificand a finite set of pairs of terms. Unificands are denoted by $N, N_{1} \cdots$.

We describe this algorithm as the construction of a tree whose nodes are either a unificand consisting of pairs of NF-terms or $\emptyset$ for success or $\mathcal{F}$ for failure. We first define SIMPL(N) which simplifies a unificand $N$ SIMPL(N)

```
- STMPL(\emptyset)=\emptyset
- SIMPL(<e, e'>UN)=
    if e\epsilonV
    then if e=e' then SIMPL(N)
        else (F)
```



```
    if F&G them (F)
    else if F=G\inA then <e,e'>USIMPL(N)
```



Termination : by induction on $\left\langle e, \sum^{\sum}>\in N\right.$ $\theta(e)$. $\square$
Let $e=f_{i}\left(t_{1}, \cdots, t_{n}\right), e^{\prime}=f_{i}\left(t_{1}^{\prime}, \cdots, t_{n}\right)$, the function Permu(e, e') given below returns a finite set of unificands :

```
Permu \(\left(e, e^{\prime}\right)=\left\{\left\{<t_{1}, t_{\pi_{1}(1)}^{\prime}, \ldots<t_{n}, t_{\pi_{1}}^{\prime}>\right\}\right.\)
```



```
        \(\left\{\left\langle t_{j}, t_{\pi}^{\prime\rangle}, \cdots,\left\langle t_{n!}, t_{\pi_{n!(n)}^{\prime}},\right\}^{\prime}\right\}\right.\)
```

There $\left\{\pi_{1} \cdots \pi_{n}\right\}=$ set of all permutations of $\{1, \cdots, n\}$.
The tree for $\langle t, t$ ' $\rangle$ is grown as follows :

- the root node is $N_{0}=\operatorname{SIMPL}\left(\left\langle t, t^{\prime}\right\rangle\right)$
- nodef is a leaf
- if a node is $\emptyset$, the construction is interrupted exit Irue
- to grow the successors of node $N$, select in $N$ an arbitrary pair : <e,e’>
If $\theta(e) \notin\left(e^{\prime}\right)$ the only successor of $N$ is $(\underset{\text {. }}{ }$. else Permu(<e,e'>) returns a finite set of unificands $N_{i}$. For each $N_{i}$ grow an are from $N$ to $N_{i}$ where :
$-N_{i}^{\prime}-E$ if $\operatorname{simpl}\left(N_{i}\right)=F$
$-N_{i}^{\prime}=N-\left\{<e, e^{\prime}>\right\} \operatorname{USIMPL}\left(N_{i}\right)$ otherwise
If the construction stops and all leaves are (F) exit False. The equivalence lemma proves the correctness of the method.


## II. 3 The heuristic part

In the implementation of the equivalence algorithm we do not generate all permutations for two given terms. Some structural remarks allow us to reduce the search space. The following example shows the behavior of our algorithm.

## Let us assume

$A=\left\{f_{1}, f_{2}\right\}, t=f_{1}\left(x_{1}, f_{2}\left(x_{2}, a\right), f_{2}\left(b, x_{3}\right)\right)$ and
$t^{\prime}=f_{1}\left(f_{2}\left(b, x_{3}\right), f_{2}\left(a, x_{2}\right), x_{1}\right)$
Where $a, b \in C$ and $x_{1}, x_{2}, x_{3} \in V$.
We have $N_{0}=\operatorname{SIMPL}\left\{\left\langle t, t^{\prime}\right\rangle\right\}=\left\{\left\langle t, t^{\prime}\right\rangle\right\}$.
Without loss of generality we generate now only
those permutations $\pi$ such that if $\left\langle t_{i}, t_{T(i)}\right\rangle$ is part of a resulting unificand, then $\operatorname{SIMPL}\left(<t_{i}, t_{\pi(i)}>\right) \neq(F)$. Thus, since $\operatorname{SIMPL}\left(<x_{1}, f_{2}\left(b, x_{3}\right)>\right)-F$ and $\operatorname{SIMPL}\left(<x_{1}, f_{2}\left(a, x_{2}\right)>\right)=(F)$ there are only two successors :
$N_{1}=\left\{<f_{2}\left(x_{2}, a\right), f_{2}\left(b, x_{3}\right)>,<f_{2}\left(b, x_{3}\right), f_{2}\left(a, x_{2}\right)>\right\}$ and $N_{2}=\left\{<f_{2}\left(x_{2}, a\right), f_{2}\left(a, x_{2}\right)>,<f_{2}\left(b, x_{3}\right), f_{2}\left(b, x_{3}\right)>\right\}$.

To grow the successors of node $N$, select the first pair of $N_{j}$, say $\left\langle f_{2}\left(x_{2}, a\right), f_{2}\left(h, x_{3}\right)\right\rangle$. Since $\operatorname{SIMPL}\left(\left\langle x_{2}, b\right\rangle\right)=\left(\right.$ and $\operatorname{SIMPL}\left(\left\langle x_{2}, x_{3}\right\rangle\right)=($, the only successor of $N_{1}$ is (F). To grow the successor of $N_{2}$ select $\left\langle f_{2}\left(x_{2}, a\right), f_{2}\left(a, x_{2}\right)\right\rangle$ since $\operatorname{SIMPL}\left(x_{2}, a\right)=F$ the only successor of $N_{2}$ is $N_{3}=<f_{2}\left(b, x_{3}\right), f_{2}\left(b, x_{3}\right)>$. In the same way $\emptyset$ is the only successor of $N_{3}$ and the construction terminates successfully.

## III. MATCHING

## III.l Definition

Let $M$ be a finite sequence of subsets of a set $N$ (resp.a multiset $N$ ), $M=\left(A_{1}, \cdots, A_{n}\right)$. $A_{i} \subset N, m \geq 1, A_{i} \not \subset \emptyset$. We say that $M$ is an ordered partition of $N$ iff $\underset{1 \leq i \leq n}{\int_{A_{i}}}-N$ and $A_{i} \cap A_{j}=\emptyset$ for $i \notin j$ (resp. $\underset{1 \leq i \xi_{m}}{\int_{m}}=N$ where $~+1$ denotes union for multisets).

## III. 2 A complete matching algorithm

We can extend $\equiv$ to substitutions by defining $\sigma \equiv \sigma^{\prime}$ iff $\forall t \in T$ $\sigma=\sigma^{\prime} t$. S is a complete set of matches of $\left\langle t, t^{\prime}\right\rangle$ iff $S$ is consistent ( $\forall \sigma \epsilon S, t^{\prime} \equiv \sigma t$ ) and $S$ is complete $(\forall 0$ such that $t^{\prime} \equiv \sigma t, \exists \sigma^{\prime} \epsilon S, \exists \lambda$ substitution with $\left.(\sigma \lambda \Gamma V(t)) \equiv \sigma^{\prime}\right)$ where $(\sigma \mid V)(x)=\sigma(x)$ if $x \in V$ and $x$ otherwise). As for equivalence we shall construct a tree whose nodes are either a unificand or $\emptyset$ for success or (1) for failure. We first define SIMPL ${ }_{1}(N)$ which simplifies a unificand $N$.

SIMPL (N)
$-\operatorname{SIMPL}_{1}(\eta)=\varnothing$

- $\operatorname{SIMPL}_{1}\left(<e, e^{\prime}>u N\right)=$
if ec $V$ then <e, $e^{\prime}>\operatorname{USIMPL}_{1}(N)$
else if e' $\epsilon \mathrm{V}$ then (F)

$$
\begin{gathered}
\text { else let } e=F\left(e_{1}, \cdots, e_{n}\right) \\
e^{\prime}=G\left(e_{1}^{\prime}, \cdots, e_{m}^{\prime}\right) \\
\text { if } F \notin G \text { then } F \\
e l_{s e} \text { if } F=G \in A \text { then }<e_{,} e^{\prime}>U S I M P L_{1}(N) \\
\text { else } \operatorname{SIMPL}, 1\left(\left\{e_{i}, e_{i}^{\prime}>\mid 1 \leq i \leqslant n\right\} \cup N\right)
\end{gathered}
$$

Termination : as for equivalence. $\Pi$

Let $e=f_{i}\left(t_{1}, \cdots, t_{n}\right)$ and $e^{\prime}=f_{i}\left(t_{1}^{\prime}, \cdots, t_{m}^{\prime}\right)$ with $m \geq n$. The function PART (e, e') given below returns a finite let of unificands.

Let $\Sigma_{m}=\left\{\begin{array}{l}\text { ordered partitions of the set }\end{array}\right.$ $\left\{t_{1}^{\prime}, \cdots, t_{m}^{\prime}\right\}$ in $n$ non empty blocks $\}=\left\{p_{1} \cdots p_{q}\right\}$ where $P_{i}$ are the partitions. Thus $P_{i}=\left\{\tau_{i}(1) \cdots \tau_{i}(n)\right\}$ where $\tau_{i}(j)$ are the elements of the partition. Then we define $\tau_{k}^{l}=\tau_{k}$ (1) if $\left|\tau_{k}(1)\right|=1$ and $t_{k}^{1}=f_{i}\left(T_{1}, \cdots, T_{r}\right)$ if $T_{k}(1)=\left\{T_{1} \cdots T_{r}\right\}$ with $r>1$. We define : $\operatorname{PART}\left(e, e^{\prime}\right)=\left\{\left\{\left\langle t_{i}, t_{i}^{\prime}>, \cdots,\left\langle t_{n}, t_{i}^{n}>\right\}\right| 1 \leq i \leq q\right\}\right.$.

The matching tree MT for $\left\langle t, t^{\prime}\right\rangle$ is grown
as follows :

- the root node is $\mathrm{N}_{0}-\operatorname{SIMPL}_{1}\left(\left\langle\mathrm{t}, \mathrm{t}^{\prime}\right\rangle\right)$. We set $\sigma_{N_{0}}=\varnothing$
- node F is a leaf
- to grow the successors of node $N$, select in $N$ an arbitrary pair <e, e'>.
if $e \epsilon V$ then if $\sigma_{N} e$ is undefined
then grow an arc labelled with <e, $\left.e^{\prime}\right\rangle$ from $N$ to $N^{\prime}=N-\left\{<e, e^{\prime}>\right\}$. Set $\sigma_{N}{ }^{\prime-<e e, ~} e^{\prime}>\cup \sigma_{N}$ $e l$ be if $\operatorname{FOUIAC}\left(e^{\prime}, \sigma_{N} e\right)$ then grow an arc from $N$ to $N-\left\{\left\langle e, e^{\prime}\right\rangle\right\}$ labelled by the empty suhstitution $\varepsilon\left(\mathrm{N}^{\mathrm{E}}+\mathrm{N}-\left\{<e, e^{\prime}>\right\}\right)$ else grow an arc $\mathbb{N}^{\mathrm{f}}(5$
el.se if $A\left(e^{\prime}\right)<A(e)$ then grow are $N \rightarrow(\underset{N}{f}$
$e l$ be the function $\operatorname{PART}\left(e, e^{\prime}\right)$ returns a
finite set of unificands
$\left\{N_{1} \cdots N_{q}\right\}$. For each $N_{i}$ grow an arc
labelled with $\varepsilon$ from $N$ to $N$ ! where :
$N_{i}^{\prime}=\left(\operatorname{Eif} \operatorname{SIMPL}_{1}\left(N_{i}\right)=(F)\right.$
$N_{i}^{\prime}=\left(N-\left\{<e, e^{\prime}>\right\}\right) \cup \operatorname{SIMPL}_{1}\left(N_{i}\right)$ otherwise
The set of matches of $t, t^{\prime}$ is $S=\left\{\sigma_{N} \mid N=\emptyset\right.$ in $\left.M T\right\}$
The correctness of the algorithm is given in [24].

Remark 1; As for equivalence, some structural conditions allow us to reduce the search space (using $\mathrm{S}_{1 \mathrm{MPL}_{1}}$. instead of SIMPL). Thus we use the function PART only when the left term has only variables as arguments.

Remark 2 : One may define the function PART in using the concept of ordered partitions of a multiset. Such an improvement can be found in [24].
Let us now give an efficient way to generate ordered partitions of a set.

## IV, THE UNDERLYING DATA STRUCTURE

We give in this part a basic algorithm which can be used to :

- generate ordered partitions of a set (detailed in example 1) or a multiset (see r24]),
- generate ordered partitions of sets or multisets with cardinality constraints on the blocks (see [24]),
- improve over Stickel's unification algorithm (see example 2 and $[241$ for more details).


## IV. 1 The Basic problem

Let $x=x_{1} \cdots x_{n}$ and $y=y_{1} \cdots y_{n}$ be two binary vectors of size $n$. We define the partial ordering relation $P_{1}$ on binary vectors hy $x P_{1} y$ iff $\forall i \geq x_{i} \geq y_{i}$ and $\exists j$ such that $x_{j} \nmid y_{j}$. We define $P_{0}$ by $X_{0} y$ iff $y P_{1} x$. A graph of the partial or-
der $P_{0}$ or $P_{1}$ for $n=3$ is shown in Fig.l.


Fig. 1

Throughout the remainder of this paper $p_{0}$ and $P_{1}$ will denote two predicates on binary vectors such that :

$$
\begin{aligned}
& A_{0} \cdot P_{0}(y)=\text { True and } x P_{0} y \Rightarrow P_{0}(x)=\text { True } \\
& A_{1} \cdot P_{1}(y)=\text { True and } x P_{1} y \Rightarrow P_{1}(x)=\text { True. }
\end{aligned}
$$

Our aim is to design an algorithm for generating this suhset of all hirary vectors of size $n$ such that $p_{0}(x)=$ True and $p_{1}(x)=$ True.

Example 1 : Let $M$ he a binary vector of size $m \times n$ $M=h_{1} \cdots h_{n}$ with $h_{i}=h_{i, 1} \cdots h_{i, m}$ where $h_{i, j}$ is 0 or 1 Let $v_{j}$ be the binary vector of size $n_{\text {, }}$ $v_{j}=h_{1, j} \cdots h_{n, j}$. We define predicates $q_{1}, q_{2}, q_{3}$ by :

$$
\begin{aligned}
& \mathrm{q}_{1}(M)=\text { True } \Leftrightarrow \forall \mathrm{i} \quad 1 \leq \mathrm{i} \leq \mathrm{n} \quad \mathrm{~h}_{\mathrm{i}} \nmid 0 \cdots 0 \\
& \mathrm{q}_{2}(M)=\text { True } \Leftrightarrow \forall \mathrm{j} \quad 1 \leq \mathrm{j} \leq \mathrm{m} \quad \mathrm{v}_{\mathrm{j}} \nmid 0 \cdots 0 \\
& \mathrm{q}_{3}(M)=\text { True } \Leftrightarrow \forall \mathrm{j} \quad 1 \leq \mathrm{j} \leq \mathrm{m} \quad \text { at most one element }
\end{aligned}
$$

$$
\text { in } v_{j} \text { is } 1
$$

and predicates $p_{0}$ and $P_{1}$ by $P_{1}(M)=q_{1}(M) \wedge q_{2}(M)$. $P_{0}(M)=q_{3}(M)$. The set of all ordered partitions of $m$ elements into $n$ blocks is represented by $\left\{M \mid P_{0}(M)=\right.$ True and $\left.P_{1}(M)=T r u e\right\}$ in the following interpretation: the $j^{\text {th }}$ element is in the $i^{\text {th }}$ hlock iff $h_{i, j}=1$. Furthermore $p_{0}\left(\right.$ resp. $p_{1}$ ) has property $A_{0}\left(\right.$ resp. $\left.A_{1}\right)$.

Fxample 2 : Let $M=z_{1} \cdots z_{n}$ a binary vector of size $n, M_{1} \ldots M_{p}$ some fixed such vectors and $M_{i},{ }^{\cdots M_{i}}{ }_{q}$ some of the $r_{i}(q \leq p)$. We define
$L(M)=$ number of 1 in $M$, and predicates $P_{0}$ and $P_{1}$ by $\quad p_{0}(M)=$ True $\Leftrightarrow \forall i_{j} 1 \leq i_{j} \leq q, \quad L\left(M_{\wedge} M i_{j}\right) \leq 1$ and $p_{1}(M)=$ True $\Leftrightarrow \forall i \quad 1 \leq i s p M \wedge M \neq 0, p_{0}\left(r e s p . p_{1}\right)$ has property $A_{0}$ (resp. $A_{1}$ ). A reader familiar with Sticker's unification algorithm [14] will recognize the basic situation of the second part of this algorithm (see [24] for more details).
IV.2. The algorithm is first conceived as a sequince of two passes that happen one after the other. It is then elaborated by stepwise refinement in order to produce the final version. In the first pass we search only those binary vactors such that $p_{1}(x)=$ True. We may use the search method of Balas [1]. This method is equivalent to scan the combinatorial data structure called binomial tree (Vuillemin [17]) considered as a spanning tree of the graph for $P_{1}$ defined above. Binomial trees are defined by :


The $B_{3}$ binomial tree $T_{\text {, }}$ associated with $P_{1}$ is pictured in Fig. 2.


Fig. 2
If for some $x, p_{j}(x)$-False we do not have to scan the subtree rooted at $x$ since $p_{1}(y)=$ False for all $y$ in this subtree (property $A_{1}$ ). Similarly, we generate those binary vectors such that $\mathrm{p}_{0}(\mathrm{x})=$ True, in using the binomial tree $\mathrm{T}_{0}$ assciated with $P_{0}$ ( $T_{0}$ is the same as $T_{1}$ except that if $x=x_{1} \cdots x_{n}$ is the label of node $h$ in $T_{1}$,
$y=\left(1-x_{1}\right) \cdots\left(1-x_{n}\right)$ is the label of node $h$ in $\left.T_{0}\right)$. The final set of solutions $S$ will be the intersection of these two sets. The most ahvious source of inefficiency of this algorithm may be viewed on the following example : assume $n=3$, $P_{0}(100)=$ False and begin to scan $T_{1}$. Since, in this first pass, we do not know that the subtree of $T_{0}$ rooted at 100 must be eliminated we have to test $P_{1}$ for the 4 corresponding nodes.
N. 3. Our refinement will consist in generating $S$ by an algorithm which does not begin to test $p_{0}$ or $p_{1}$ for a node $x$ until all fathers of $x$ in $T_{0}$ (resp. $T_{1}$ ) have been tested for $P_{0}$ (resp. $p_{1}$ ). To achieve this aim, we shall represent the two binomial trees as one binary tree.

Let $C$ and $C^{\prime}$ be two labeled $B_{p}$ binomial trees. We define $C \oplus C^{\prime}$ as follows :

and $C$ ' similarmy defined, then

$T_{1} \theta T_{0}$ for $p=3$ is pictured in Fig.3. $h$ (resp $(h)$ means that $n$ comes from $T_{1}\left(r e s p . T_{0}\right)$.


Fig. 3

For any binary tree $R$, we define its set of occurrences $O(B)$ as a finite subset of $\{0,1\}^{\star}$ and the subtree of $B$ at $u$ denoted by $B / u$ by :

- if $B=0$ (only the root) then $O(B)=\{A\}$ and $B / \wedge=B$
$\begin{aligned} & \text { - if } B=\Omega \text { then } O(B)=\{\Lambda\} \cup\left\{0 \cdot u \mid u \in O\left(B_{0}\right)\right\} u \\ &\left\{1 \cdot u \mid u \in O\left(B_{1}\right)\right\} \text { and } B / A=B_{0},\end{aligned}$ $B_{0} / u=B / 0 \cdot u, B / I \cdot U=B_{1} / U$.

Thus, any occurrence $u$ is either $\wedge$ or $u=$ father(u). last(u) where father(u) is an occurrence and last( $u$ ) is 0 or 1 identified respectively with False and True. Conventionnally we define last( $\wedge$ ) $=0$.

Lemma : There is a bijective mapping from the occurrences of length $n$ onto the labels of the non terminal nodes of the binary tree of depth
$n+1 \mathrm{~T}_{1} \Theta \mathrm{~T}_{0}$. Its expression is given by :
label $(u)=u \cdot h^{h}$ where $b=1$ ast $(u)$ and $h=n-|u|$.
Proof : in [24].
We cofire $R_{n}=\left\{v\left|w \in\{0,1\}^{\star}\right| w \mid=n\right\}$. The definition of label is extended to $R_{n}$ by : $\forall w \in R_{n}$ label( $w$ ) $=w$. Furthermore, we define :

$$
\operatorname{Set}{ }_{n}=\left\{w \in R_{n} \mid \operatorname{tree}(w)\right\}
$$

where $\forall u$ such that $|u| \leq n$ : tree (u) if uma then $p\left(0^{n}, F a l s e\right)$ else if tree (father (u)) then p (label(u), Tlast(u)) else False.
where $p(w$, True $)=p_{1}(w)$ and $p(w$, false $)=p_{0}(w)$.
Theorem : $\forall \mathrm{w} \in \mathrm{R}_{\mathrm{n}}$ tree $(\mathrm{w}) \Leftrightarrow \mathrm{p}_{0}(\mathrm{w})$ and $\mathrm{p}_{1}(\mathrm{w})$

Proof : see [24],
Our algorithm is conceived as a call by need interpretation of the recursive definition of tree. The theorem proves the correctness of this algorithm.

[^12]basic Knuth-Eendix's algorithm (see [7] and [6] and its generalizations ([8],16]). Our aim is to apply our algorithms to the Stickel-Peterson's generalization of the Knuth-Bendix's extension. algorithm. Their algorithm relies on associativecommutative unification for the computation of the critical pairs, but also most critically on associative-commutative match in order to reduce terms to their normal forms. Stickel and Peterson proposed to use unification for matching, but this leads to unnecessary inefficiencies that preclude the practical use of their method. With our match algorithm a reasonable implementation is possible as shown in the Appendix where we give detailed running times on a DEC KL-10, using the V-LISP system ([3],[4]), corresponding to some of their examples.

## VI. CONCLUSION

We have presented in this paper a new matching algorithm in term structures containing associative-commutative function symbols. Our experiments carried out on Stickel-Peterson's generalization of the Knuth and Bendix algorithm have shown that this algorithm together with our improvements over Stickel's algorithm provide an efficient way to implement large systems that deal with associativity and commutativity. For example we believe that the multiset matching algorithm obtained is efficient enough for the practical implementation of pattern directed invocation of procedures with multiset variables (Q-LISP [11, 12,15]).

Furthermore we hope that the techniques used here for the description of our partition generator can be extended to other graph algorithms.
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## Appendix

We wrote a commutative associative extension algorithm as a 1500 line LISP program. It runs interpreted under the V-LISP system [3] on a DEC KL10 computer, with 1500 storage cells. We give the same examples as in Stickel-Peterson ([16]. We have two versions for simplification : inside-out and out-side-in. The former is more efficient, but uses more memory and theretore the latter may be preferable for large examples. The version used is indicated in Fig.4, where $U_{1}\left(r e s p . U_{2}\right)$ denotes Stickel's unification algorithm with (resp.without) our improvement and $M_{1}$ (resp. $M_{2}$ ) denotes matching where our algorithm (resp. unification) is used.

|  |  | superposition |  | simplification |  | other | TotaI |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Abelian groups | inside out | $\mathrm{U}_{1}$ | $\mathrm{U}_{2}$ | $M_{1}$ | $\mathrm{M}_{2}$ |  | $\mathrm{T}_{1}+M_{1}$ | $\overline{\mathrm{U}_{2}+M_{1}}$ | $\bar{v}_{1}+M_{2}$ | ${ }_{2}+\mathrm{M}_{2}$ |
|  |  | 8' | 12" | 12" | 36" | $1^{\prime \prime}$ | $21^{\prime \prime}$ | 25" | 45" | 49" |
| Abelian rings with unit |  | 28" | 45' | 50" | $4^{\prime}$ | 2" | 1'20' | 1'37' | 4'30' | 4'47' |
| Distributive lattices | outside in | 1'30" | $3{ }^{\prime}$ | 3'30' | 13' | 5" | 5'5' | 6'35" | 14'35" | 16'5" |
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## AN APILLICATION OF THE PHOTOMETRIC STEREO METHOD.
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The idea of photometice strico is to determine the surface olientation of the points of an object in a picture using several views of an ohject laken with varying illumination, but from the same viewing direction. We can implement this method using reflectance map techniques. In order to calculate the reflectance map, we consider primarily the specular component of surface refleciance, since most industital materials are very specular. The technique has been demonstrated by experiment.

## 0 Conchusion

The techinique of photometicic steico has been proven by an experiment whose schema is shown in Fig. 1 Orientations of sumface patchiss on a sphere obtained using this technique are shown in Fig. 2
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## I Retlectance Map and Photn-Metric-Steren

Wr call ciphrss the ecometric deperidence of the reflectance chatacerictics of a sulface in terms of the slope components $p$ and q. used as axes ing gladient space [1]

$$
\begin{align*}
& p=i z / d x  \tag{1}\\
& q=i z / d y
\end{align*}
$$

If we take the dincetion from the sulface to the viewer as the dieritem of the 7 -axis. then the erfiectance properties of a

 point in pradienin space, corresponds to a particular surface onemtation (based on the dinection of the viewer).


Fig: ? Oifmatime of siliface patches on a sphece obtained W:Ill: Wir irchoniur. Fach meedle, shown stidng up out of a pomit. ippesents the onmentantion a surface nomial.

If wer home the irflectance chataciristics of an object, we can calculate how bight a sutface cloment with that orsentation will appras. This bightness rhetribution on the gradient space is denotiod by $R(p, q)$ and is called as "the Reflectance Map".

Usm: the erifectance map, the basic magelig cquation is $F_{n}(x, y)-R\left(p, \eta \cdot p_{s} \cdot \eta_{s}\right)$.
Wheme $E_{p}(x . y)$ is the bughess (mase madiance) in the Imatyetummy systrm at the pomin ( $x, y$ ) in the image plane. provided that we can wes the othopraphe projection: in rether world the nelject is small compated with the distance to the snilice and the image-forming system. This equation comburs two umbinown varables $p$. $q$ if we change $\left(p_{s} q_{s}\right)$ hrepure: the oher condition as same, we can solve for $p$ and q fiom the iesultings system of (nom-linear) cquations at the promt (x,y). namely, if we take moic than one image with vatym!! illimmation condilion, bult from the same direction. we can wham a smiace onimtan at the point ( $x, y$ ). This is the principle of photometric stereo [2]

## 2 Total Schema of the System

The technique contains two kinds of tasks; one is the offhne( pie computing) job and the other is the on-line( realtime ) job which is rather simple compared with the off-line job The simplicity implies rapid calculation, as desired in any hand-rye system The off-line |oh consists of making the reflectance map, constructing a lookup table, and a calibration table of brightness The on-line job consists of readme; the image brightness and determining orientations of a surface patch based on the lookup table, Fig. I shows information How between the on-line lob and the off-line job

## 3 Calculation of the Reflectance Map

One of the main (joints of our discussion here is that we consider only specular components of reflectance when we calculate the retlectance map, since most industrial materials are made of metal and have strong specularity with very weak lambertain characteristics We cannot treat such kind of materials as a usual lambeman model Meanwhile, ratios of specular compornets to lambeman componnets are usually about 50 to 100 This situation allows us to consider only speculal commponets

For a specular sumfer and du extended sumere, we can obtain buth:hess dismbution on the giadiem space from the defilition of the biediectional ieflectance distibution function (BRDE).and the fansformation from the local comdhinte sysem in the vipwey coordinate system (I)

$$
\begin{equation*}
R\left(p_{n} \cdot q_{n}\right)=L_{c}\left(p_{c} \cdot q_{c}\right) . \tag{3}
\end{equation*}
$$

where $L$ a is lise distibution function of the source radiance and

$$
\begin{aligned}
& P_{n}-\dot{d} / \downarrow x \\
& q_{n} \dot{c} z / d y
\end{aligned}
$$

$$
\begin{aligned}
& p_{s}=2 p_{n} /\left(1-p_{n}{ }^{2} q_{n}{ }^{2}\right) \\
& q_{s}=2 q_{n} /\left(1-p_{n}^{2} q_{n}^{2}\right)
\end{aligned}
$$

Thus. even thourh the source distibution may be complicated, only the contribution from a single direction ( $p \mathrm{r}_{\mathrm{s}} \eta_{\mathrm{s}}$ ) need be comsodered and one need not be concerned with the effects of other areas of the dostributed light source

## 4 Consideration of Light Source

We use as a source plane a lambeman surface that is illuminated by a linear lamp shown in Fig 3 Though a spherical shape source easily can cover dnedions more than ninety clrgiees. it is difficult to make an ideal bnghtncss disn ibution. It is possible to cover angles of moie than ninety decree* by making a box like ^ouice In that case, however, we have to treat each plane sepaiately because the suiface normal is not differentiate at the intersection of two planes Thus, wr consider one plane suiface which has the lambeitian chaiactenstics and is illuminated by a line source as a irpie<rnrativp ca<.e


Fio. $\therefore$ The hith sumice is a wide lamberman sumface The suiface is illummated by a lime hamp

Bris:htures distibution on the surface is calculated by Eq. 4. Let $f$ be the flus tate per unit source length [ watt/(m sr)]. cotal irradiance E [watt/m ${ }^{2}$ ] is

$$
\begin{equation*}
E=\int i \cos \theta_{1} \cos \theta_{2} / r^{2} d r \tag{4}
\end{equation*}
$$

Where cos $\theta_{1} \times \lambda^{2}+I_{0}^{2} / 1$ and $\cos \theta_{2}=I_{0} / 1$ and $I_{0}$ is the distance from the hamp and the source plane.

We plut atl olpect fust under the point $(x, y)=\left(0,51_{0}, 0.0\right)$. If we denole the distatier from the surface to the object as $I_{1}$.

$$
\begin{align*}
& x=1,1 / s+10 / 2 \\
& y=1, \eta s \tag{5}
\end{align*}
$$

Finally. hy usm!: Eqs ? 1 we can set a reflectance map

$$
\begin{align*}
& R\left(p_{n} \cdot q_{n}\right)=\left[\left(1_{0} / 2\left\{\left(1, p_{s}+1_{0} / 2\right)^{2}+1_{0}^{2}\right\}\right][ \right. \\
& \tan ^{-1}\left\{\left(1 q_{1} \ldots \cdot 1_{0} / 2\right) / \mathcal{V}\left(11_{1} p_{s} 1_{0} / 2\right)^{2}+1_{0}^{2}\right\} \\
& \left.-1 a 1^{1}\left\{\left(1, q_{c}, 1_{0} / ?\right) / \sqrt{ }\left(11_{1}\right)_{s}+1_{0} / 2\right)^{2} \cdot 1_{0}^{2}\right\} \\
& \text { - } \left.\left\{\sqrt{ }(1,1)_{5}+1_{0} / 2\right)^{2}+1_{0}^{2}\left(1_{1} q_{s}+1_{0} / 2\right)\right\} \\
& 1\left\{\left(1, p_{5}+1_{0} / I_{0}\right)^{2} \cdot 1_{0}^{2} \cdot\left(1, q_{s}+1_{0} / 2\right)^{2}\right\} \\
& \left\{. /\left(11_{s}+1_{0} / 2\right)^{2}+1_{0}^{2}\left(1_{1} q_{s}-1_{0} / 2\right)\right\} \\
& l_{i}\left(1,11_{0} \cdot 1_{0} / ?\right)^{2}+1_{0}^{2}+\left(1_{1} q_{s}-1_{0} / 2\right)^{2}[] \text {. } \tag{6}
\end{align*}
$$

whele lis and lo ate as defmed above

## 5 Construction of the Lookup Table

The most convement method for converting; a triple of brightness to an orientation is fust to make a lookup table from the reflectance map We can lookup the table by using a tuple Each entry of the tablc contains a paticular surface orientation corresponding to a tuple.

We construct the lookup table by using the Newton method. In the case of a lambertian reflector and point sources an elegant method exists [2] In our case, however, we have to calculate it numercally. Namely, we solve three expressions of Fq 6 with lespect to (p.q) The three expressions arc different in then source directions ( $p_{s}, q_{s}$ )

From the lookup table we can get the surface orientation. The lookup table is actually two triangular two dimensional mattress Although it is possible to make a three dimensional lookup table in which each dimension corresponds to the brightness of a surface patch under three sources, the weakest brightness likely contains measurement error and we only use it to determine a solution between two altrinatives caused by the non-linearity. Thus, the lookup table can be two dimensional.

## C Information Flow in the On-line Job

Image brightness is obtained from the TV camera. Actually, we took mote than one picture per light source, and arrays corresponding to the same light source were averaged. The resulting these brightness arrays, one for each light source, were input to the photometric stereo system.

We searchs each array for its maximum brightness If objects are compart and the visual angle is wide enough, the image array always contains the brightness corresponding to the maximum source brightness So. by using these values, we can cancel the eftect of varying albedo and can identify the maximum value in an image array with the value 1.0 in the lellectance map

Wc look up an entry using the two largest brightness values. To increase the accuracy of computation and economy of memory use. the first dimension represents the largest image brightness The second dimension represents to the second largest. Since the uon-linearity fives rise to two solutions for each brightness pair, each mesh of the matrix contains two alternative solutions. Each alternative solution contains the corresponding suiface orientation and the smallest image brightness In order to decide which one of the two alternatives is the teal one, we compare the distance between the actual thud image brightness and the element of the matrix. and choose the solution corresponding to smaller distance among the two solutions

## 7 Experiment and Discussion

Experimental results are shown in Fig 2 The algorithm reads the tablc twice by exchanging second brightness and thud brightness and determines the solution by averaging.

A direct application of out technique is ah industrial handeye system that picks up an object out of a jumble of material Although this technique cannot detect the surface orientation when there is mutual illumination, the technique recognizes this condition and does not produce an erroneous result. This is not so harmful is the result of misdetermination of the orientation. Because the misunderstood guidance to a hand may cause the hand or materials uncoverable able physical defects

Another application of our technique is to inspect surface condition of metals. If a suiface has a crack, stain, or finger print, the image brightness triple yields insistent values for the suiface oiientation in the area of the blemish
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In this paper, we propose a parallelized computational scheme called Parallelized Depth-First Algorithm (PDFA) for Branch-and-Bound (B\&B) method that works on multiprocessor systems. It Is shown theoretically that the space requirement of PDFA on processing units is at most $p$ times as much as that of the sequential $B \& B$ algorithm with the depth-first search function. Moreover, from our experimental results through simulation, it is known that the computation time of PDFA on $p$ processing units can be resuced to less than $1 / p$ that of the sequential B\&B algorithm with the depth-first search function. We name this reduction effect in the computation time Acceleration Effect,

## 1. INTRODUCTION

Branch-and-Bound ( $B \& B$ ) method is one of the most general thchnique to solve combinatorial optimization problems; in particular, it is remarkable that $B \& B$ method is closely related to the problem solving methods used in Artificial Intelligence. [3]

In this paper, we propose a parallelized computation scheme called Parallelized Depth-First Algorithm (PDFA) for B\&B method that works on multiprocessor systems. Next, we show that the space requirement of PDFA on $p$ processing units is at most $p$ times as much as that of the sequential B\&B algorithm with the depth-first search function. And, we also show that the computation time of PDFA on $p$ processing units can be reduced to less that $1 / p$ that of the sequential $B \& B$ algorithm using the depth-first search function.

## 2. DEFINITIONS AND NOTATIONS

The multiprocessor system on which PDFA is assumed to be implemented consists of the following components (see Fig. 1):
(i) p Processing Units (PUs) with Private Momory Unit (PMU) each;
(ii) A shared Common Memory Unit (CMU).

In this model, PMU \# i is restricted to be accessible only by PU\#i, for each i, i $\quad 1,2, \ldots, p$. On the other hand, CMU is accessible by any PU. Moreover, we also assume:
(i) Each PU computes independently of other PUs;
(ii) The communication between PUs is carried out only through CMU.


Fig. 1 Multiprocessor System PU: Processing Unit PMU: Private Memory Unit

In the followings, let $P_{0}$ denote a minimization problem with $n$-valued variables. The goal of the problem is to find out one of the optimum solutions of $P_{0}$ and its objective value. Let $l$ be the current set of open subproblems generated by a B\&B algorithm. For each subproblem P. in $I$, we define the functions cost, $l b, h$ and ${ }^{1}$ depth as follows:
(i) Let $\operatorname{cost}\left(P_{i .}\right)$ be the optimal value of the objective function for $P$..
(ii) Since the actual value ot $\operatorname{cost}\left(P_{i}\right)$ cannot be known before $P_{i}$. has been completely solved, we use $1 \mathrm{~b}\left\{\mathrm{p}_{\mathrm{i}}.\right)$ as its lower bound under the assumption that $l b(?$,$) should$ be less than or equal to $\operatorname{cost}\left(P_{i .}\right)$, for all P. in I.
(iii) Wnen some additional information on cost $\left(P_{i}\right)$ is available, we can construct a more powerful estimation than $l b$. We denote it $h\left(P_{i}.\right)$. Without loss of generality, we assume $\left.h\left(P_{i}.\right) \quad M P.\right)$ if $i \neq j$. Function $h$ is usually called heuristic function.
(1x) Finally, let depth( $\mathrm{P}_{\mathrm{f}}$ ) denote the number of variables whose values are already assigned in $P_{i}$.

There are several kind of search functions used in B\&B method. One of the most popularly used search functions is the depth-first search function $s_{D}$. It selects the subproblem $P_{i}$ that has the smallest $h$ value among those with ${ }^{i}$ the largest depth in $I$.

## 3. PARALLELIZED DEPTH-FIRST ALGORITHM

In PDFA described below, following variables are stored in CMU for common use:
$I$ : The set of open subproblems generated through PDFA;
Xopt: The currently best solution (a candidate of the optimal solution);
Copt: The cost of Xopt, 1.e., cost (Xopt);
act: The number of "active" PUs, where "active" means that the PU is proressing a subproblem.

All accesses to any of these variables should be controlled under mutual exclution.

PDFA is described as follows:
Phase 1: Set $I \leftarrow\left\{\mathrm{P}_{0}\right\}$, Xopt $\leftarrow \phi$, and act $\leftarrow 0$.
Phase 2: Do Procedure $P$ in parallel on each PU. Algorithm terminates when no $P U$ is active.

Procedure $P$ is described as follows:
Step 1: If $I=\phi$ and act $=0$ then halt. Otherwise, if $I=\phi$ and act $>0$ then repeat this step, else go to Step 2.
Step 2: Set act $\leftarrow a c t+1, P_{i} \leftarrow S_{D}(I)$, and $I \leftarrow I-\left\{P_{i}\right\}$.
Step 3: If $P$ is terminated then go to Step 5.
Step $\frac{1}{4}$ : If $1 \dot{b}\left(\mathrm{P}_{i}\right)$ < Copt then decompose $\mathrm{P}_{i}$ into $k$ subprợlems and add them to $I .^{1}$ Go to Step 6.
Step 5: If cost $\left(\mathrm{P}_{\dot{i}}\right)<\operatorname{copt}$ then set Xopt $+\mathrm{P}_{i}$ and copt $\neq \operatorname{cost}\left(P_{i}\right)$.
Step 6: Set act $+a c t-1^{1}$ and go to Step 1 .
In the followings, p-PDFA denotes PDFA with $p$ PUs. It is obvious that 1 -PDFA is identical to the sequential $B \& B$ algorithm using the depthfirst search function.

## 4. SOME PROPERTIES OF PDFA

In this section, we discuss the space- and timerequirements of PDFA.

### 4.1 SPACE REQUIREMENT

Let $M$ be the largest value of all $|I|$ 's obtained during the computation of $p$-PDFA to solve $P_{0}$.

Then, the following theorem holds.
Theorem 1: $M_{p} \leq p \times\{(k-1) \times n+1\}$
According to Theorem 1 , the memoty space needed to implement $p$-PDFA is only $O(p \times k \times n)$, which is fust $p$ times that of the sequential $B \& B$ algorithm using the depth-first search function. It should be also noted here that the space requirement of the sequential $B \& B$ algorithm using any other search functions such as the bestbound, the breadth-first, or the heuristic are $O\left(k^{n}\right)$.

### 4.2 TIME REQUIREMENT

Let $K$ be the number of subproblems processed by $p$-PDFR to solve $P_{0}$. It is reasonable to employ $K$ to estimate the time requirement of $p$-PDFA. Ahd, let $T$ be the computation time needed to solve $P_{Q}$ by $p$-PDFA. We assume that $T_{p}$ satisfies $T_{p}=c{ }_{c} K_{p} / p$, for some constant $c .^{p}$

One of the most significant results to be mentioned in this paper is:
$T_{p}$ can be reduced to less than $T_{1} / P$, if $p$ is ppoperly selected.

The reason is briefly stated as follows:
(i) Let $C$ be the cost of the first feasible solution of $P_{0}$ found by p-PDFA. Then, it is obvious that as $p$ increses, $C_{p}$ converges to the optimal objective value of $P_{0}$.
(11) The sooner a good feasible solution is found, the lesser $K_{p}$ becomes. And accordingly, $T_{p}$ will become less than $T / p$.
(iii) But if $p^{p}$ increses too much, $K$ will also increses, since p-PDFA may prbcess unnecessary subproblems to find an optimal solution.

We name this reduction effect in the computation time of $p$-PDFA compared to $T_{1}$, Acceleration Effect.

## 5. EXPERIMENT

Simulation experiment of $p-P D F A$ was performed for a model of randomly generated $0-1$ combinatorial optimization problems.[1] The purpose of this experiment is to know how Acceleration Effect appears in PDFA. In this simulation, we assumed that every subproblem can be processed in uniform time, for simplicity.

The problems were generated as follows. First, we set:
(i) $\cos t\left(P_{0}\right)=1.0$ and $1 b\left(P_{0}\right)=0.0$.

And the followong values were randomly generated:
(i1) Let $P_{j}$ and $P_{k}$ be two different sons of $P_{i}$.

Then, we set: $\operatorname{cost}\left(P_{j}\right)=\operatorname{cost}\left(P_{i}\right)$ and $\operatorname{cost}\left(P_{k}\right)=\operatorname{cost}\left(P_{i}\right)+\alpha$, where $\alpha$ is a non negative random number taken from the exponential distribution, $\lambda \exp (\lambda \alpha)$ with $\lambda=$ 0.2 .
(1ii) Let $P_{j}$ be a son of $P_{i}$. Then, $1 b\left(P_{j}\right)$ was taken from uniform random numbers which distribute between $\left[1 b\left(P_{i}\right), 1 b\left(P_{i}\right)+2 \times\right.$ $\left.\left(\operatorname{cost}\left(P_{j}\right)-1 b\left(P_{i}\right)\right) /\left(n-\operatorname{depth}\left(P_{i}\right)\right)\right]$.
(iv) Let $\sigma$ be a parameter which denotes the accuracy of the heuristic function $h$. Then, $h\left(P_{i}\right)$ was taken from the normal distribution, $N\left(\operatorname{cost}\left(P_{i}\right)\right.$, $\left(\left(n-d e p t h\left(P_{i}\right)\right)\right.$ $\times \sigma)^{2}$ ). Thus, a small ${ }^{i} \sigma$ implies an accurate $h$.

The results are summarized in Fig. 2, in which $n=30$. Each point in this figure represents the average of 20 different test runs. And max ( $K^{*},(n+1)$ * $p$ ) (shown by the dot-dash-line) denotes a theoretical lower bound of $K_{P_{P}}$. Where $K^{*}$ is the number of subproblems whose $l b$ values are less than cost( $P_{0}$ ).

From this figure, we know:
(i) $K$ can be reduced to less than $K_{1}$, if $p$ is properly selected. Thus, Acceleration Effect appears.
(ii) Acceleration Effect appears more drastically when pooer heuristics are used.

## 6. CONCLUTION

PDFA is an attractive parallel algorithm for multiprocessor systems because of its small space requirement and especially of Acceleration Effect. Acceleration Effect appears through the parallerized $B \& B$ algorithm using the depth-first or the heuristic search function.

A similar effect as Acceleration Effect was also observed in the experiments on the $\mathrm{Cm}^{*}$ multiprocessor system, which solved integer programming problems by $B \& B$ method.[2]


Fig. 2 Amount of Computation of PDFA
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Dialoq is considered as the exchange of information between two persons who speak natural language to understand each other. However natural language is so ambiguous both in expression and logic that for understanding it is very important to supplement the information through some reasoning or imagination. In this paper, we analyze this thinking process using fuzzy sets theory and approach a modelling of dialog. The dialog in the model is characterized by the set of objects talked about, the set of their attributes, etc. There are two important factors in the process of dialog: fuzzy information on the objects given by one person and the other person's fuzzy knowledge on the objects. Both fuzzy information and knowledge are expressed by fuzzy sets. The main problem in the paper is to compare these two fuzzy sets with each other. For this purpose the concept of truth qualification in fuzzy logic is useful. The authors propose a generalized truth value instead of an ordinary one which appears in Zadeh's truth qualification rule. Then one of the two persons, say a listener in the dialog, can understano by referring the generalized truth value what the other wants to communicate.

## 1. INTRODUCTION

In rual dialog the roles of a speaker and a listener changes alternately but in our model those are fixed for simplicity. Let us suppose the following situation. The listener acquires a sequence of information from the speaker by repeating indirect questions and guesses what the speaker is thinking. In order to supplement the obtained information by reasoning or imagination, the listener has a priori knowledge on objects which they talk about. Then listener evaluates this information by comparing it with his knowledge and repeats this process untill he is convineed that he has understood what the sifeaker wanted to communicate. Both the information and the knowledge are so ambiguous that fuzey set concept is suitable for their mathematical expression.

## 2. PROCESS OF DIALOG

We first describe the situation of dialog between a spraker and a listener by $x$ : a set of objects, A: a set of attributes, AV: sets of values; of each attribute. For example $x=\{$ Yamaguchi, Yoshinaga, Ken, ...\}; names of Japanese fomale singers, $A=\left\{\begin{array}{l}\text { age, Appearance, } H e i g h t, ~ . .\} ~\end{array}\right.$ $A V($ Age $)=\{$ Young, Middle, Old, ...\}, AV(Appearance $)=\{$ Beautiful, Normal, ...\}, ctc. Here it is assumed that both the speaker and the listener know the sets $X$ and $A$. Let $x_{i}$ be the $i$-th element of $x, a_{j}$ the $j$-th element of $A$ and $a v_{k}\left(d_{j}\right)$ the $k$-th element of the set $\operatorname{AV}\left(a_{j}\right)$
which is the set of values of the attribute $a_{j}$. Then dialog proceeds as follows.
The speaker chooses $x$ out of the objects.
The listener: How about the Age of $x$ ?
The speaker: She is young.
The listener: ...............
Here the listener is forbidden to directly ask the name of $\mathrm{x}_{\mathrm{i}}$ and the spcaker is allowed to answer only in the form "She is $\mathrm{av}_{\mathrm{k}}\left(\mathrm{a}_{\mathrm{j}}\right)$ ". Gencrally $\mathrm{av}_{\mathrm{k}}\left(\mathrm{a}_{j}\right)$ in the form "She $\mathrm{Kis}_{\mathrm{j}} \mathrm{av}_{\mathrm{k}}\left(\mathrm{a}_{\mathrm{j}}\right)$ " is a fuzzy infotmation on the attribute $\mathrm{a}_{\mathrm{j}}$., Let us assume that this fuzzy information is expressed by a fuzzy set. We further assume that the listener has a priori knowledge on the attributes of the objects, e.g., "She, an object $x$, is about 20 years old". This type of fuzzy knowledge can be also expressed by a fuzzy set.

## 3. EVALUATION AND UNDERSTANDING

Let $F$ be a fuzzy set associated with a membership function $\mu_{F}$ which implies a fuzzy information given by the speaker as stated in the previous section. Further let $G$ be also a fuzzy set expressing the listener's fuzzy knowledge on an attribute of an object $x_{i}$. Now we discuss the process of reasoning in which the listener finds, by using a given information $F$ and a priori knowledges $G_{i}$, what the speaker has chosen out of the objects, where $F$ and $G_{i}$ are of course assumed to have the same universe of discourse concerned with an attribute

In order to select $x_{i}$ out of the objects by comparing $F$ with $G_{i}$, we can use truth qualification given by zadeh [1].

$$
x_{i} \text { is } F \text { is } \tau_{i}=x_{i} \text { is } G_{i}
$$

where $\tau$. $:[0,1] \rightarrow[0,1]$ is a linguistic truth value. For example " $x$ is young (F) is more or less true ( $\tau_{\mathrm{i}}$ )" translates into " $\mathrm{x}_{\mathrm{i}}$ is about 20 years old ( $\mathcal{E}_{i}$ )". If $\tau$ is false, ${ }^{i}$ then the listener can conctude that もhe speaker is not thinking about the object $x_{i}$ as far as the attribute under consideration is concerned. Thus the truth value of " $x_{i}$ is $F$ " with respect to " $x_{\text {i }}$ is $G_{i}$ " can be used $\frac{1}{a}$ a criterion for selecting $x^{i}$.
According tô truth qualification rule as is shown in Fig.l, we have

$$
\begin{equation*}
\mu_{G_{i}}(u)=\mu_{\tau_{i}}\left(\mu_{F}(u)\right) \tag{1}
\end{equation*}
$$

where $u$ denotes a variable in the universe of discourse of $F$ and $G_{i}$.


$$
F \text { is } \tau_{i}=G_{i}
$$

Fig.l Truth qualification
If $\mu_{F}$ is one to one mapping, then $\mu_{\tau_{i}}$ is given

$$
\begin{equation*}
\mu_{t_{i}}(v)=\mu_{G_{i}}\left(\mu_{F}^{-1}(v)\right), \tag{2}
\end{equation*}
$$

where $v$ denotes a variable in the unit interval [0, 1]. In the case that $\mu$ does not have the inverse, ${ }^{\mu} \tau_{i}$ can be obtained, for example, as follows:

$$
\begin{align*}
\mu_{\tau}(v) & =\text { sup }_{i}-1{ }^{\prime}{ }^{\mu_{G}} \mu_{F}(u), \text { for } \mu_{F}^{-1}(v) \neq \phi  \tag{3}\\
& =0, \text { otherwise }
\end{align*}
$$

That is, $\tau_{i}=\mu_{F}\left(G_{i}\right)$, the image of $G_{i}$ through mapping $\mu_{F}{ }^{1}$. In $F_{\text {general }}{ }_{i}$ is not uniquely determined.
In this paper the authors define instead of $\mu_{F}\left(G_{i}\right)$ the following relation $R_{F}\left(G_{i}\right)$ on $[0,1] x$ $[0,1]$.

$$
\begin{align*}
R_{F}\left(G_{i}\right)= & \left\{\left(v_{1}, v_{2}\right) \mid v_{1}=\mu_{F}(u), \quad v_{2}=\mu_{G_{i}}(u),\right. \\
& u \in U\} \tag{4}
\end{align*}
$$

The relation $R_{F}\left(G_{i}\right)$ is considered as a generalization of $\tau_{i}$. ${ }^{\text {Figig. }} 2$ shows the difference between $\mu_{F}\left(G_{i} \dot{f}\right.$ and $R_{F}\left(G_{i}\right)$. It is easily seen that the graph of the membership function of a fuzzy set $\mu_{F}\left(G_{i}\right)$ is a subset of $R_{F}\left(G_{i}\right)$.


Fig. 2 Difference between $\mu_{F}\left(G_{i}\right)$ and $R_{F}\left(G_{i}\right)$ Now our problem is how to evaluate $R_{F}\left(G_{i}\right)$ in comparison of $F$ and $G_{j}$. To this end let us define the following values $A, B, C$ and $D$ with respect to $R_{F}\left(G_{i}\right)$.

$$
\begin{aligned}
& A=\left(v_{1}, v_{2}\right) \ell R_{F}\left(G_{i}\right)\left[1-v_{1} \wedge v_{2}\right] \\
& B=\left(v_{1}, v_{2}\right) E R_{F}\left(G_{i}\right)\left(11-v_{1} \wedge 1-v_{2}\right] \\
& C=\left(v_{1}, v_{2}\right) \& R_{F}\left(G_{i}\right){ }^{\left[v_{1} \wedge 1-v_{2}\right]} \\
& D=\left(v_{1}, v_{2}\right) \varepsilon R_{F}\left(G_{i}\right){ }^{\left[v_{1} \wedge v_{2}\right]},
\end{aligned}
$$

where $A$ implies the distance in the sense of max-min from a point ( 0,1 ) to its nearest point in $R_{F}\left(G_{i}\right)$ and $B, C, D$ are those from $(0,0)$,
(1, 0), (1, 1) respectively as is shown in Fig. 3 .


Fig. 3 The meaning of $A, B, C, D$
Next we introduce a kind of order to the class of $R_{F}\left(G_{i}\right)$ 's by a function transforming $R_{F}\left(G_{i}\right)$
to a real number such that

$$
\begin{equation*}
g\left(R_{F}\left(G_{i}\right)\right)=\alpha A^{\prime}+\beta B+\gamma C^{\prime}+\delta D \tag{6}
\end{equation*}
$$

where $A^{\prime}=1-A, C^{\prime}=1-C$ and $\alpha, B, Y, \delta$ are constants.
We have to take into account that this order preserves the partial order concerned with $\tau_{i}$ since $R_{F}\left(G_{i}\right)$ includes $\tau_{i}$ in its special case.
The partial order $\leqslant$ of the class of $\tau$ is defined by $\tau \cap \tau^{\prime}=\tau$ and $\tau \mu \tau^{\prime}=\tau^{\circ} \boldsymbol{\mu}^{\top} \tau \leqslant \tau^{\prime}$, where $\cap$ is meet* operation and $M$ is join* operation [2].

[^14]\[

$$
\begin{aligned}
& A \cup B=\sum_{i, j}\left(\mu_{A}\left(a_{i}\right) \wedge \mu_{B}\left(b_{j}\right) /\left(a_{i} \vee b_{j}\right)\right. \\
& A \cap B=\sum_{i, j}\left(\mu_{A}\left(a_{i}\right) \wedge \mu_{B}\left(b_{j}\right) /\left(a_{i} \wedge b_{j}\right),\right.
\end{aligned}
$$
\]

where $\wedge$ stands for $m i n, V$ for $\max$ and $\Sigma$ for union.
Let us take two fuzzy sets $F_{1}$ and $F_{2}$ and con-
Let us take two fuzzy sets $F_{1}$ and $F_{2}$ and con-
sider the special case where $R_{F_{1}}\left(G_{i}\right)$ and $R_{F_{2}}\left(G_{i}\right)$
are reduced to ordinary functions, more precisely the graphs of membership functions such as $\mu_{\tau}$ in Eq. (2).
Here consider the following two equations.

$$
\begin{align*}
& R_{F_{1}}\left(G_{i}\right) \cap R_{F_{2}}\left(G_{i}\right)=R_{F_{1}}\left(G_{i}\right) \text { and }  \tag{7}\\
& R_{F_{1}}\left(G_{i}\right) \cup R_{F_{2}}\left(G_{i}\right)=R_{F_{2}}\left(G_{i}\right) \\
& g\left(R_{F_{1}}\left(G_{i}\right)\right) \wedge g\left(R_{F_{2}}\left(G_{i}\right)\right)=g\left(R_{F_{1}}\left(G_{i}\right)\right) \tag{8}
\end{align*}
$$

What we should do is to determine $\alpha, \beta, \gamma$ and $\delta$ in Eq. (6) so that Eq. (7) leads to Eq. (8). The operation in Eq. (7) illustrated in Fig. 4 with the values $A^{\prime}, B, C^{\prime}$ and $D$.
(a)

4

$\left(\frac{2}{3}, 1, \frac{1}{3}, 1\right)$
$\left(\frac{1}{2}, 1, \frac{1}{2}, 1\right)$
(b)



$$
\left(\frac{1}{2}, 1, \frac{1}{2}, 1\right) \quad\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, 1\right)
$$


( $0, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}$ ) $\quad\left(0, \frac{1}{2}, 0, \frac{1}{2}\right)$
(d)

( ) means ( $A^{\prime}, B, C^{\prime}, D$ )

Fig. 4 u, $\boldsymbol{n}$ operation
From the above condition we have $\alpha \geq \gamma$ according to Fig. $4(\mathrm{a})$. From Fig. $4(\mathrm{~b})$, (c) and (d) follow $\beta \geq 0, \gamma \geq 0$ and $\delta \geq B$. Finally we have the inequalitēs

$$
\begin{align*}
& \delta \geq \beta \geq 0  \tag{9}\\
& \alpha>\gamma>0
\end{align*}
$$

Conversely, Eq. (8) is obtained from Eq. (7) using Eq. (9).
Now we can introduce an order to the class of $R_{F}(G)$ 's as follows:

$$
R_{F_{1}}(G)<R_{F_{2}}(G) \leftrightarrow g\left(R_{F_{1}}(G)<g\left(R_{F_{2}}(G)\right) .(10)\right.
$$

Let us next consider the general case that the information in the attributes of the object $x$ is sequencially obtained. Let $F$ be the information on the $j$-th attribute and $G_{i j}$ be a priori knowledge on the $j-t h$ attribute of the objext $x_{i}$. Let us define

$$
\begin{equation*}
h\left(x_{i}\right)=\bigwedge_{j} g\left(R_{F_{j}}\left(G_{i j}\right)\right) \tag{11}
\end{equation*}
$$

Here $h\left(x_{i}\right)$ can be interpreted as the degree of the listener's confidence that the speaker is talking about the object $x_{i}$. Thus the listencr can find, according to the value of $h\left(x_{i}\right)$, an $x$ which the speaker might choose out of the objects.

## 4. CONCLUSION

A dialog spoken in natural language is the exchange of ambiguous information in many cases. In this paper we develope a mathematical model of a dialog in which one person understands what the partner wants to communicate through ambiguous information and knowledge. In our model of dialog, the behaviour of the listener plays the most important role. If this role is played by computer, then in a restricted sence a man can talk with computer in natural language. The key point of this paper is how to evaluate the given fuzzy information though a priori knowledge. We have presented a generalized truth value and introduced an order into its class for the evaluation.
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The author proposes a dynamic processing method corresponding to the human one. It uses an articulator model representing the tongue and the lip movements to extract speech features from speech waveforms. He uses a linear enhancement of the articulatory movements in order to estimate their target articulatory positions, when the target positions are used for vowel discrimination, the correct rate is improved fairly well For example, ten males' symmetrical vowel $\mathrm{V}_{1}, \mathrm{~V}_{2} \mathrm{~V}_{1}$ are analyzed and $\mathrm{V}_{2}$ discrimination correct rate is improved from $85 \%$ to $100 \%$. Next, hearing tests show that such dynamic process corresponds well to the human auditory system.

## 1. INTRODUCTION

In a study on coarticulation using formant frequencies, there are various researches[1-5], including observation of vowel's formant movements, their model and coarticulation normalization using the first and the second formants. On the other hand, coarticulation is considered to be a phenomenon of various changes in articulatory conditions of the phoneme by the preceding and the succeeding phoneme influence. It seems that the changes in articulation will depend directly on the articulatory organ's movements, such as the tongue and the lips, and that a talker allows "movement reduction of articulatory organs" so that he might not spoil the spoken content clearness by hearing his speech through his auditory organs. Such hearing system shares a feedback loop with the speaking system.

In an articulatory domain, there are various studies based on X-ray photograph observations 16-8]. But very few studies apply them to the actual speech waveform analysis data. The author starts from approximately estimated vocal tract area functions from speech waveforms, and estimate the articulatory parameters expressing the tongue and the lip movements by using an articulatory model. Then, he proposes a dynamic processing method of coarticulation and discusses its correspondence with hearing tests of the sound segmented from natural voices.

## 2. ARTICULATORY PARAMETER EXTRACTION[10]

The speech wave analysis is made according to the procedure shown in Fig. ]. Vocal tract area functions are approximately estimated from the speech waves using an adaptive inverse filterinq method of the second and the third ordercritical damping system[9]. Next, the vocal tract length is obtained by the "an information criterion" based on the maximum likelihood estimation by use of an autoregressive model[11], Sizes of speaker's own articulatory organs are quantitatively estimated by using the estimated


Fig. 1 Speech analysis system flow chart


Fig. 2 Two-cylinder articulatory model $x$; area function estimated from speech wave 0; area function identified with the model
vocal tract length, and individual differences are approximately normalized by uniforming the sizes to a certain constant value[10).

A vocal tract midsagittal cross sectional view is modeled as shown in Fig. 2. The "constriction position" between the upper jaw and a part of the tongue, is uniquely determined by this model, and is defined as the length measured from the glottis. By adding the "constriction area" and the "lip area" to the "constriction position", these three articulatory parameters are defined. The constriction position and the constriction area correspond well to the values measured from X-ray photographs, while the lip area corresponds well to the value measured from simultaneously recorded video tapes. Linear discriminant functions are calculated from these three articulatory parameters of isolated vowels, and discriminate them at $100 \%$ correct rate.

## 3. DYNAMIC PROCESS OF COARTICULATION

Coarticulation appears in almost all the phonemes of a continuous speech, and the phonetic characteristics are changed. These changed characteristics cause large error in speech recognition. When these phonemes are discriminated by only extracting static characteristics, discrimination algorithm cannot but become extensive. As mentioned later, it is known that hearing confusion phenomena are presented and caused by coarticulation. Namely, the same data can become a different phoneme by influence of the preceding and the succeeding phonemes.

Let a vowel seguence be - • , $\mathrm{V}_{1}, \mathrm{~V}_{2}, \mathrm{~V}_{3}, \cdots$ and suppose that the influence of coarticulation is expressed by a linear combination of each articulatory parameters and is equal in the forward and backward directions of time. Let the values of articulatory parameters in quasistationary parts of triple continuous vowels $V_{1}, V_{2} V_{3}$ be $P_{1}, \quad P_{2}$ and $P_{3}$, respectively, and the
target value $\hat{P}_{2}$ of $\mathrm{P}_{2}$ based on the dynamic process is approximated with the following linear formulas.

$$
\begin{aligned}
& \hat{P}_{2}=P_{2}+P_{21}+P_{32}, \\
& P_{21}=\alpha\left(P_{2}-P_{1}\right), \\
& P_{32}=-\alpha\left(P_{3}-P_{2}\right) .
\end{aligned}
$$

The $\alpha\left(\alpha^{\prime}\right)$ is a function of both time constant of the lip or the tongue dynamic characteristics and a voicing time. For the articulatory organ which is easy to move because of a small timeconstant, $\alpha$ is set to a small value, while fo. the articulatory organ not so easy to move, $\alpha$ is set to a large value. At the same time, $\alpha$ is a flanction of a voicing time, If there is a sufficient time to voice, the articulatory organs sometimes reach near the target positions and it is, therefore, natural that $\alpha$ should be made small. As there is a strong correlation between the movement distance and the voicing time of each articulatory organ, $\alpha$ is made small when the movement distance is beyond a threshold. Examples of dynamic process are shown in Fig. 3. It shows step fucntion approximation obtained after the articulatory parameter segmentation, and Fig. 3 (b) shows the target values after the dynamic process.

## 4. EXPERIMENTAL RESULT

Analyse are made on symmetrical triplecontinuous vowel voiced at relatively fast


Fig. 3 /aia/'s articulatory parameters and (a) step functions obtained after segmentation (b) enhanced step functions with dynamic process


Fig. 4 Articulatory parameters of /i/ in /aia/ $x$; static model, 0 ; dynamic model

Table $1 V_{2}$ confusion matrices in $V_{1} V_{2} V_{1}$ voiced with relatively fast speeds. (a) matrix before operating the dynamic process, (b) matrix after it. (a)
(b)

speeds by ten male adults. Fig. 4 shows their articulatory parameters of /aial. The mark "X" denotes the value before dynamic process. The mark "o" denotes the value after the dynamic process. In Fig. 4, three vowels, /i/, are erroneously discriminated as $/ e /$, with large articulatory areas of the tongue front. However, each articulatory area can be made sufficiently small with the dynamic process mentioned in Section 3. $V_{2}$ discrimination results in $V_{1}, V_{2} V_{1}$, before and after the dynamic process are shown in Table 1.

## 5. CORRESPONDENCE WITH HEARING TEST

The fourth column from the left in Table 2 shows the hearing test where $V_{2}$ is segmented from $V_{1}, V_{2} V_{1}$, and presented five times to ten subjects. From the hearing tests, there are several almost complete confusion phenomena, and as compared with the fifth column from the left in the table, the human dynamic function at the perceptual process are found. When the hearing tests are compared with the discrimination
results for segmented speech, most of the confusion tendencies agree with each other. In table 2, each / i / after the dynamic process of laial, luiul and loiol has common features corresponding well to [tI [13]. They are separated using a new category [i] and indicated as /i/ in Table 2.
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Table 2 Hearing tests and discrimination results of $V_{1} V_{2} V_{1}$ voiced with fairly fast speeds by a male.
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#### Abstract

This paper discusses a scheme for extracting the images of moving objects in dynamic scenes. Differencing operations are used to identify areas containing moving objects. The images of the moving objects can then be obtained by focusing the segmentation processes on these restricted areas. Thus motion is used as a cue to segmentation.


## 1. INTRODUCTION

Computer vision systems are usually composed of subsystems for segmentation and interpretation. Although motion has been suggested as a powerful cue for segmentation and has attracted increasing attention from researchers $[6,7]$, little research has been concerned with the use of motion for segmenting images. Potter [8], and Fennema and Thompson [2], proposed schemes for segmentation using the velocity estimated at individual pixels. Jain et al.[3], and Jain and Nagel [4] showed that the image of a moving object may be extracted by using interframe differencing operations. Their scheme [4], however, has limited applicability because images can be extracted only when they have been displaced completely from their position in a specified reference frame, which is usually the first frame of the sequence.

We have developed an approach for recovering the images of moving objects, which exploits the image transformations due to motion. This approach has been implemented on a DEC-10 in Pascal. The input to the program is a sequence of registered frames of a dynamic scene. The output is in the form of binary images, i.e., two-dimensional masks, of the moving objects, or greylevel images obtained from the input frame using the mask. This paper describes our approach. The concepts and details of the method are given in [5].

This research was supported in part by the Air Force Office of Scientific Research under grant AFOSR 77-3190 and in part by the National Science Foundation under grant ENG 74-04986.

## 2. OVERMEW

On receiving each raw image, a condensed frame is prepared $[4,5]$. Starting with the second frame, a difference picture, denoted DP, is prepared for each frame by comparing it with the preceding frame. Regions are found in the difference picture, and then the previous frame edge picture and current frame edge pictures are prepared. As has been shown by Jain and Nagel [4], it is possible in many cases to determine whether a DP region is due to the covering of the background, due to uncovering of the background, or due to both the covering and uncovering of the background. Let us denote these three types of DP regions as type 0 , $B$, and $X$, respectively. For a given DP region, the type can be found by computing a ratio called CURPRE, which is defined as

CURPRE = CC/CP
where $C C$ (CP) is the number of points which are both extreme points of a DP region and edge points in the current (previous) frame. The extreme points of a region are the leftmost and rightmost 1 for a row, and the topmost and bottommost 1 for a column. As has been shown in [4], this ratio is much less than 1 for type $B$ regions, much higher than 1 for type 0 regions, and near 1 for type $X$ regions.

After the classification of the $D P$ regions, our approach comprises two main phases which are applied to each pair of consecutive frames in the input image sequence. In the first phase, depending on the class of the DP region, a process is applied to obtain a region in the previous (or current) frame which is an estimate of the mask of the moving object image. This phase is called the recovery process. The second phase modifies this estimate of the mask by testing whether or not the motion of an object having the image
corresponding to the mask could result in the transformations indicated by the difference picture. This phase is called the refinement process.

## 3. RECOVERY PROCESSES

We use region growing for 0 and $B$ type regions to obtain masks in previous and current frames. This method is applied to the DP regions which are either 0 or $B$ type, since a region which is classified as one of these two types is considered to be a core mask. A region is grown by taking each nonregion pixel which has a horizontal neighbor within the region and comparing its greylevel to that of the adjacent region pixel. If the pixels are similar then the nonregion pixel is added to the region. The greylevels are taken from the previous frame if the DP region is type $B$ and from the current frame if it is type 0 . A similar process is applied to nonregion pixels which have vertical neighbors within the region. Both processes are then iterated until no new pixels are added to the region. The region thus obtained represents the previous frame object mask when grown from a type $B$ region and the current frame object mask when grown from a type 0 region.

## 4. REFINEMENT PROCESSES

In this section we consider various refinement processes, which are used to improve the masks obtained by the recovery process. The details of these processes may be found in [5].
SAME OBJECT. After recovering masks in the previous and current frames, for $B$ and 0 type regions, respectively, the following method of refining masks is used. In this refinement, masks are modified by using the fact that a moving object has masks in the previous as well as current frames. Some parts of the masks may not be recovered due to noise or coincidences. The same object refinement modifies the masks to account for such lost parts.

Same object refinement is also important in processing DP regions formed by occluding objects. If region $K$ is type 0 while regions I and $J$ are type $B$ and the masks of regions $I$ and $J$ in the previous frame have some overlap with the mask of region K in the current frame, then objects whose images do not occlude in the previous frame have occlusion in the current frame. Similarly, occlusion of objects in the previous frame may also be found.

Type $X$ regions become important for occluding object analysis in the following case. If region $K$ is type $X$ while regions $I$ and $J$ are $B$ type and if the masks of regions $I$ and $J$ in previous frames touch or overlap region $K$ in
the difference picture, then objects whose images do not have occlusion in the previous frame have occlusion in the current frame. The region $K$ is the result of occlusion of the objects. This region is grown in the current frame to obtain a mask of the composite object in the current frame. In such a situation, if the regions $I$ and $J$ are type 0 , then region $K$ is grown in the previous frame.
TERMINATION REFINEMENT. Normally for a rigid object moving completely in the field of view, difference entries result at both its leading and trailing ends. This fact may be utilized for refining those regions which have been incorrectly grown by including non-object points (those points which do not belong to the object image) in the object mask during the region growing process.

GAP FILLING. For a variety of reasons the object masks resulting from the recovery processes may have holes or significant concavities. We use "gap filling" to check to see if such areas are representative of the object image or just side effects of the recovery processes when applied to the particular object shape and motion.

SAME RAME REFINEMENT. When analyzing a sequence of frames, say frames $\mathrm{FI}, \mathrm{F} 2, \ldots \mathrm{Fn}$, a difference picture is prepared for each successive pair of frames (i.e., FI and F2, F2 and F3, F3 and F4, ..., Fn-1 and Fn). The object masks are extracted in each frame. For each frame, F2 through Fn-1, object masks are extracted twice. For a moving object, the two masks extracted at different times but from a given frame should be the same. Due to noise and inexact recovery processes, this may not be the case in most practical situations. However, the fact that the masks are of the same object in the same frame is exploited for refining the mask.

## 5. RESULTS

Due to space limitation, we present the results for only one input sequence. The sequence shows the motion of two blocks in a scene containing many other objects. In Figs. 1, 2 and 3 we show three frames from the sequence taken in our laboratory. The difference picture for the first two frames is shown in Fig. 4, while the region types and CURPRE values are given in Table 1. The object masks recovered by the program are shown in Figs. 5 and 6 for the previous and current frames, respectively. After processing the third frame of the sequence, the program can apply the same frame refinement to yield the masks of the moving objects for the second frame. The moving objects start occluding in
this frame; thus a single mask is formed for the composite object, as shown in Fig. 7. The image of the objects is obtained from this mask as presented in Fig. 8. Note that all other objects have been neglected as they dre stationary.

## 6. CONCLUSION

The present version of our program was implemented to support our belief that the transformations in frames of a scene due to motion may help in the recovery of the images of moving objects. The results of the current evolutionary stage of the program indicate that it is possible to recover the images of moving objects using only low level knowledge, even from the frames of nontrivial scenes.

The processes implemented in the current version are based on the knowledge derived from simple idealized scenes as presented in $[4,5]$. It is clear that a deeper understanding of the image transformations due to motion will be useful in developing better recovery and refinement processes.
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Figure 1. First frame of a laboratory sequence.


Figure 2. Second frame.


Figure 3. Final frame.


Figure 4. Difference picture for the frame pair of Figs. 1 and 2.

TABLE 1
Values for the difference picture of Fig. 4

| REGION | TYPE | CURPRE |
| :---: | :---: | :---: |
| 1 | B | 0.416 |
| 2 | X | 1.545 |
| 3 | B | 0.545 |



Figure 5. Previous frame object masks for the moving objects of Fig. 1.


Figure 6. Current frame object mask for Fig. 2.


Figure 7. Refined object mask for Fig. 2


Figure 8 Moving object images extracted by the object mask of Fig. 7.
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Jurgen M. Janas<br>Hochschule der Bundeswehr Munchen<br>Fachbereich Informatik<br>Werner-Heisenberg-Weg 39<br>D-8014 Neubiberg, Germany


#### Abstract

If a data base query fails, i.e., if the required information is not available, then current data base management systems normally report this failure but do not provide a possible deeper reason for this failure. In this paper, a method is introduced by means of which for any query expressed in a predicate calculus based language the actual reasons for a failure may be detected; this is done by recursively inferring related queries from a failing query until no more failing queries are found, the queries obtained by this process then determine the desired answer to the original query. The method may be combined with an arbitrary query evaluation strategy and requires a minimum of additional computation. It is a good means to clear the dialog between a user and the data base system of unnecessary queries and thus contributes $t^{*}>$ tht usefulness and efficiency of the user interface.


## 1. INTRODUCTION

The relationship between a question and the appropriate answer(s) to this question has recently been investigated from several points of view; we only mention [3], [5], [10] . In this paper, we shall be concerned with a subproblem, namely how to find an appropriate answer to a failing data base query. We shall illustrate the purpose of this paper by the following example: Suppose somebody had asked for "all employees in the shoe department who are younger than 30 and earn more than $\$ 25.000^{\prime \prime}$ and the query failed, i.e., the answer was something like "nil", "O", or "there are none". If the user is seriously interested in the answer because s/he needs it for some decision s/he has to make, then s/he probably goes on asking a series of questions like the question about "all employees younger than 31 and earning more than $\$ 24.000 "$ which all might be answered by "nil" as well; thus s/he will finally ask for a list of "all employees in the shoe department together with their age and salary" where another "nil" would indicate that there is no shoe department at all. Clearly it would be desirable that the system reports in its answer

This research was carried out while the author was still at the Institut fur Informatik der Technischen Universitat Munchen.
to the very first question that - in contradiction to the user's expectations - there is no such department. This becomes even more demanding since the number of questions which a user will have to put in order to discover the origin of a failure will rapidly increase as data base or queries become more complex.

In this paper, we shall propose a method by means of which the reasons for the failure of a user's query may be reported to the user as the answer to his query. In section 2 , we shall introduce a non-procedural predicate calculus based formal language which will be used to represent queries and answers throughout the rest of this paper. In section 3, we define how the so-called predecessors of a query (which are queries themselves) are inferred from a query; furthermore we show how recursive substitution of failing queries by their predecessors leads to an informative answer to the user's original query. In section 4, we shall discuss how the suggested method may be implemented and we shall demonstrate how it may be improved by considering the integrity constraints the data base is subject to. In a concluding section, we shall compare our approach to related research.

Throughout this paper, all examples refer to the following data base according to the relational model of data (cf. [I]) :

EMP ( NAM, SAL, AGE, DN )
DEPT ( DNO, DNAME )
CAR ( LIP, OWN, COL)
An employee EMP has a name NAM, a salary SAL, the age AGE and works for a department DEPT which is identified by a department number DNO (or DN respectively) and which has a department name DNAME. Moreover there are cars CAR with a licence plate LIP, a color COL, and an owner OWN who is an employee identified by his name.

## 2. THE QUERY LANGUAGE

### 2.1 Conventions

Throughout this paper, we shall use the following notation:

- $R$ and $R^{\prime}$ are non-empty relations ( $R \neq R^{\prime}$ )
- A, A1, and A2 are attributes of $R$
- $A^{\prime}$ is an attribute of $R^{\prime}$
- $v$ is an attribute value of $A^{\prime}$
- $x$ and $y$ are tuple variables for relations $(x \neq y)$
- $\omega$ is a relational operator, i.e., $\omega \in\{=, \neq,<,>, \&, \geqslant\}$
For convenience, we assume that all attributes in the data base are named differently also if they are from different relations.


### 2.2 Terms

The elementary constituents of our query language are terms, they are defined by the following axioms:
(T1) Any string of characters $x$ where $x=(x . A \omega v)$
is called a term.
(T2) Any string of characters $x$ where $X=(x . A 1 \omega x . A 2)$
is called a term.
(T3) Any string of characters $x$ where $X=\left(x . A \omega Y \cdot A^{\prime}\right)$
is called a term.
(T4) A string of characters is a term only if this is by reason of (T1), (T2), or (T3).

For a term $x$, let $F(x)$ denote the set of variables which are free in $X$; clearly $F(X)=\{x, y\}$ in the case of $(T 3)$ and $F(X)=\{x\}$ in the case of (T1) or (T2). Terms according to (T3) also will be called join terms, all other terms will be called simple terms if they have to be distinguished. Note that for any tuple variable occurring in a term, the relation it stands for may be uniquely determined because all attributes are named differently.

### 2.3 Expressions

Terms may be combined to form expressions by
applying the following axioms:
(E1) If $X$ is a term then $X$ is an expression.
(E2) If $\alpha$ and $\beta$ are expressions then
$x=(\alpha \wedge \beta)$ and $x=(\alpha \vee \beta)$
are expressions.
(E3) If $\alpha$ is an expression and $x a F(\alpha)$ then $x=3 x \alpha$ and $x=\forall x \alpha$ are expressions.
(E4) A string of characters is an expression only if this is by reason of a finite number of applications of (E1) through (E3).
$F(X)$ may be expanded to expressions $X$ in a natural way: If $X$ is an expression according to (E2) then $F(X):=F(\alpha) \cup F(B)$ and if $X$ is an expression according to (E3) then $F(X):=F(\alpha) \backslash\{x\}$. Given an expression $X$, we shall refer to the variables from $F(X)$ as to $T$-variables (target), whereas all other variables occurring in $x$ will be called Q-variables (qualification).

### 2.4 Well-Formed Sets

Expressions form the basis of our query language, but not every expression according to section 2.3 leads to a meaningful query; therefore, we restrict our further considerations to a subclass of expressions, namely the so-called connected expressions. An expression $x$ is called a connected expression if and only if for any Q-variable $x$ in $x$ there are $n+1$ join terms $1_{0}, 1_{1}, \ldots, l_{n}(n \geqslant 0), ~ n ~ Q$-variables $x_{1}, \ldots, x_{n}$ and a $T$-variable $y$, such that:
$F\left(l_{0}\right)=\left\{x, x_{1}\right\} \wedge F\left(1_{1}\right)=\left\{x_{1}, x_{2}\right\} \wedge \ldots$
$\cdots \wedge F\left(1_{n-1}\right)=\left\{x_{n-1}, x_{n}\right\} \wedge F\left(1_{n}\right)=\left\{x_{n}, y\right\}$
Informally speaking, for any $Q$-variable of $a$ connected expression there is a path of join terms which "ties" this Q-variable to a T-variable.

Let now $x$ be a connected expression with $F(x) \neq \varnothing$ and $x_{1}, x_{2}, \ldots, x_{n}$ the elements of $F(X)$ in an arbitrary but fixed order, then

$$
\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right) \mid x\right\}
$$

is called a well-formed set. A well-formed set may be interpreted as the following data base query: "Find all those combinations of tuples from the relations specified by the variables $x_{i} \in F(X)$ for which the expression $X$ holds." Thus the well-formed set
$\{x \mid(\exists y((y \cdot D N O=x \cdot D N) \wedge(y \cdot D N A M E=$ 'shoe' $))$
$\wedge((x \cdot A G E<30) \wedge(x \cdot$ SAL $>25.000)))\}$
corresponds to the query "Find all employees in the shoe department who are younger than 30 and earn more than 25.000."

### 2.5 Properties of Well-Formed Sets

The query language formed by the well-formed sets corresponds to a great extent to the data sublanguage ALPHA (cf. [2]). The fact that well-formed sets cannot be used to ask for single attributes but only for complete tuples is not really a restriction but rather a tribute to a more convenient notation. The absence of explicit negation from the expressions does not mean a deficiency either, since the language contains also the inverse operator of any of its relational operators (cf. 2.1).

Our restriction to connected expressions seems to be of some consequence for the expressive power of the language; but in fact, queries formed from unconnected expressions do not seem to make much sense as one can see from the following example:

$$
\left\{x \mid\left((x . A G E>30) \wedge \exists y\left(y . \text { DNAME }=' \text { shoe }{ }^{\prime}\right)\right)\right\}
$$

The answer to this query would be either a list of employees older than 30 or "nil" depending on whether there is a shoe department or not; thus, if the answer to this query is "nil" one does not know whether there is no shoe department or whether there are no employees older than 30 and this seems to be a strong argument for excluding unconnected expressions from the formation of well-formed sets. Still we have to mention that for most (not all) unconnected expressions there are equivalent connected ones; this is illustrated by the following query which is semantically equivalent to the above one but formed from a connected expression:
$\left\{x \mid\left((x . A G E>30) \wedge \exists y\left(\left(y . D N A M E=' s h o e^{\prime}\right) \wedge\right.\right.\right.$ $((x . D N=y \cdot D N O) \vee(x \cdot D N \neq y \cdot D N O))))\}$
3. THE PREDECESSORS OF A QUERY

### 3.1 Predecessors of Natural Language Questions

If somebody asked for "all employees who are younger than 30 and own a red car" and there are no such employees then one possible situation is that there are employees who are younger than 30 and own a car but none of these cars is red and that there are red cars but all of them are owned by employees older than 30. A user who obtains "nil" as the answer to the above question will be likely to interpret the answer in this way. Still there are several other situations which might have led to "nil":
(RI) There are no employees who own a red car.
(R2) There are no employees who are younger than 30 and own a car
(R3) There are no employees who own a car.
(R4) There are no red cars
(R5) There are no employees younger than 30.
We neglect the pathological situations where
there are no employees or no cars because in this case the question would have resulted from a wrong understanding of the structure of the data base.
Each of the situations (R1) through (R5) implies a negative answer to the user's question; moreover for each of these situations there is a question which corresponds to it in a natural way:
(S1) Find all employees who own a red car.
(s2) Find all employees who are younger than 30 and own a car.
(S3) Find all employees who own a car.
(S4) Find all red cars.
(S5) Find all employees younger than 30.
Such questions are called the predecessors of the original question. In general, a question $¢$ is called a predecessor of a guestion $R$ if $a$ negative answer to $Q$ implies a negative answer to R .

A predecessor of a question may have predecessors itself and one can easily see that these have to be elements of the set of predecessors of the original question; thus the set of predecessors of a question is partially ordered. In the above example (S5) is a predecessor of (S2), (S4) is a predecessor of (S1), and (S3) is a predecessor of both (S1) and (S2). We make use of this property in the following definition: A question $Q$ is called an immediate predecessor of a question $R$ if $Q$ is a predecessor of $R$ but not predecessor of any of $R$ 's predecessors. The reason why we are concerned with these immediate predecessors is that stepwise substitution of a failing query by its predecessors finally leads to the actual reason for the fallure like (R1) - (R5) in the example.

### 3.2 Predecessors of Well-Formed Sets

The questions from section 3.1 may be expressec as well-formed sets:
(Uo) $\{x \mid((x . A G E<30) \wedge \exists y((y . O W N=x . N A M)$ ค(y.COL='red')))\}
(U1) $\{x \mid 3 y((y . O W N=x \cdot N A M) \wedge(y . C O L=' r e d '))\}$
(U2) $\{x \mid((x . A G E<3 O) \wedge \exists y(y . O W N=x . N A M))\}$
(U3) $\{x \mid \exists y(y . O W N=x . N A M)\}$
(U4) $\{y \mid(y . C O L=' r e d ')\}$
(U5) $\{x \mid(x . A G E<30)\}$
Replacing a question by one of its predecessors here mainly means removing one term from the query's expression. On the other hand, not every removal of a term from a query results in $a$ predecessor of that query; thus (Y.OWN=x.NAM) must not be removed from (Uo) since the resulting expression would not be connected. Now we are going to introduce rules which specify how the predecessors of a well-formed set are obtained, i.e., which of the terms of a well-
formed set may and which may not be removed in order to yield a predecessor. Predecessors of well-formed sets correspond to a large extent to the immediate predecessors of natural language questions but they are not equivalent: The negative answer to a predecessor of a well-formed set does not necessarily imply the negative answer to the original query. Moreover predecessors are only similar to the related concepts "presumption" (cf. [6]) and "presupposition" (cf. [8]).

The above example showed that a join term may be removed from a query expression only if this does not "disconnect" the query expression; therefore, the first rule for obtaining predecessors is:
(X1) A join term must not be removed if both its free variables occur in other terms of the expression too.
This is the reason why ( $\mathrm{y} . \mathrm{OWN}=\mathrm{x} . \mathrm{NAM}$ ) must not be removed from (Uo) but may be removed from (U2) thus yielding (U5). There is one exception to this rule, namely:
(X2) A join term may always be removed if there is a "parallel" join term in the expression which connects the same variables.
To give an example of this rule we add an attribute DRIVER to the CAR relation where a DRIVER is an employee identified by his name; we then might ask: $\{x \mid((x, A G E<30) \wedge \exists y(() y . O W N=x$. NAM $)$ ヘ(y.DRIVER=x.NAM) $)(y . C O L=' r e d ')))\}$ i.e.,"find all employees who are younger than 30 and own and drive a red car"; according to ( X 2 ) we may remove ( $\mathrm{y} . \mathrm{OWN}=\mathrm{x} . \mathrm{NAM}$ ).

Simply deleting join terms may have the effect that we obtain expressions without $T$-variables and hence no well-formed sets. Therefore we have to make sure that the resulting expressions always contain at least one free variable; this is achieved by the following rule:
(x3) Whenever we remove a join term which contains a $Q$-variable and a T-variable which does not occur anywhere else in the expression the $Q$-variable is made a $T$-variable.
A Q-variable is made a T-variable by removing the quantifier of that variable from the expression. An example of the application of (x3) is the way in which (U4) is derived from (U1).

### 3.3 How to Handle Disjunctions

So far we were only concerned with queries without disjunctions. When considering disjunction, we have to distinguish two situations, namely whether there is a disjunction at the top level of the query (i.e., the query ex-
pression is $X=(\alpha \vee \beta)$ ) or somewhere else in the query.
(X4) If a query is disjunctive at the top level of its query expression, then it has two predecessors which correspond to the two constituents of the disjunction.
Thus a query like:
$\left\{x \mid\left(\left((x . C O L=' r e d ') \wedge\left(x . O W N=\right.\right.\right.\right.$ 'Smith' $\left.\left.^{\prime}\right)\right)$ $\left.\left.v\left(\left(x . C O L=' b l u e^{\prime}\right) \wedge(x . O W N=' B r o w n ')\right)\right)\right\}$
i.e.,"find all cars which are either red and owned by Smith or blue and owned by Brown" has the following predecessors:
$\{x \mid((x . C O L=' r e d ') \wedge(x . O W N=' S m i t h '))\}$
$\{x \mid((x . C O L=$ 'blue') ^(x.OWN='Brown' $))\}$
A negative answer to one of these predecessors does not imply a negative answer to the original query, rather a negative answer to the original query is equivalent to negative answers to both predecessors. Note, however, that a deeper reason for the failure of the original query, e.g., "there are no red cars and there is no Mr. Brown" would be detected by forming the predecessors of the predecessors.

If there is a disjunction at a deeper level of the query expression, then we need two more rules which further restrict the terms which may be removed from the query.
(X5) A simple term which is a constituent of a disjunction may be removed only if the other constituent is a simple term too.
(x6) If one constituent of a disjunction has been removed then the other constituent of that disjunction has to be removed together with it if it is a simple term.
Application of (X5) and (X6) is demonstrated by the following example: ( $x \mid \exists_{y}\left((x . N A M=y . O W N)\right.$ の $\left(\left(y^{\prime} . C O L=' r e d '\right)\right.$ v(y.COL='blue'))v(y.COL='white'))) ( $x . C O L=' r e d '$ ) may be removed because of (x5), then because of ( X 6 ) both other simple terms are removed too; so the only predecessors of this query are:

$$
\begin{aligned}
& \{x \mid \exists y(x \cdot N A M=y \cdot O W N)\} \\
& \left\{y \mid\left(\left((y . C O L=' r e d ') v\left(y \cdot C O L=' b l u e^{\prime}\right)\right)\right.\right. \\
& v(y \cdot C O L=' w h i t e '))\}
\end{aligned}
$$

Sumarizing we can say that the predecessors of a well-formed set are obtained either by application of ( X 4 ) or - for every term of the query expression - by trying to remove it under consideration of (X1), (X2), (X3), (X5), and (X6). It can be shown that if $B$ is a well-formed set representing a query which fails, then the answer " $B=\varnothing$ " may be substituted by the answer

$$
\mathrm{B}_{1} \not \varnothing \wedge \mathrm{~B}_{2}=\varnothing \wedge \cdot \cdots \mathrm{B}_{\mathrm{n}}=\varnothing
$$

where $B_{i}$ are those predecessors of $B$ which are empty themselves. The advantage of this latter answer is that it is more informative than the original one because each Bi is either a super-
set of $B$ or a set whose emptiness implies the emptiness of $B$; if $B$ is disjunctive at the top level then both answers are equivalent. Since each B. is a well-formed set and thus a query itself, we may apply the process of answer substitution recursively until each $B$. in the answer has either non-empty predecessors only or no predecessors at all. For an example, we have to refer to [4].

## 4. IMPLEMENTATION

### 4.1 The Elementary Algorithm

In this section, we shall investigate how the predecessors of a given query may be computed. We start by taking the point of view that the evaluation of a query and the computation of the predecessors of that query are kept completely apart from each other; thus, as long as a query does not fail nothing has to be done. In the case of failure, the following algorithm will provide the appropriate answer according to 3.3. The data structures the algorithm operates on are three sets whose elements are well-formed sets; there is one set (PA) containing possible answers to the query, one set (DA) containing definite answers to the query, and an auxiliary set (AS). At the beginning $P A$ contains the failing query whereas $D A$ and $A S$ are empty. The basic idea of the algorithm is to recursively replace the elements of $P A$ by their predecessors as long as there are any and to move them to DA otherwise. In detail the algorithm looks like this:
(AI) Choose an element $\alpha$ from $P A$ and put the predecessors of $\alpha$ into $A S$ (a is the next element which either will be moved to the definite answers or will be replaced by its empty predecessors)
(A2) If AS is empty then go to (A4) (If there are no more predecessors of $\alpha$ then we have to test whether $\alpha$ is a definite answer or not)
(A3) Remove an element $B$ from $A S$; if Bnot= $\Phi$ then immediately go to (A2) otherwise remove a from PA - if possible -, insert $B$ in DA and then go to (A2) (As long as a predecessor of a is non-empty, nothing has to be done, otherwise the predecessor replaces a in the set of possible answers).
(A4) If $\alpha$ is contained in $P A$ then remove it from PA and insert it in DA (If $\alpha$ is still a possible answer then it was not replaced by any of its predecessors and therefore becomes a definite answer).
(AS) If $P A$ is non-empty then go to (AI), otherwise stop (The procedure does not terminate as long as there are still possible answers).

It can be shown that DA is non-empty after the algorithm has terminated and that it contains exactly those well-formed sets $B_{i}$ which form the appropriate answer

$$
B_{1}=\varnothing \wedge B_{2}=\varnothing \wedge \cdot \cdot \wedge B_{n}=\varnothing
$$

to the user's query.

### 4.2 Performance Improvements

The above algorithm is a pretty obvious method but on the other hand it does not work very efficiently. One of the drawbacks of the method as it stands is that a well-formed set may be computed more than once if it is a predecessor of more than one possible answer. A simple way to overcome this redundancy is to keep a list of already computed predecessors together with the information whether they are empty or not. A better solution would be to support the algorithm by a strategy which makes sure that no well-formed set has to be evaluated more than once. An example for such a strategy would be to choose always that well-formed set with the "Iongest expression" in (AI); then no wellformed set could be inserted in PA again after it has already been removed from PA.

If we abandon the (naive) point of view that query evaluation and computation of predecessors are kept apart from each other, the algorithm may be improved considerably: Note that before our algorithm can start the whole query has already been evaluated, namely in order to find out that it fails. Evaluation of a query consists of a sequence of elementary operations such as projections, joins, and selections whose results are sets of tuples corresponding to certain well-formed sets. It is easy to see that - no matter what query evaluation strategy is applied - these well-formed sets occur somewhere among the predecessors of the failing query. Therefore, if information about the well-formed sets which already have been computed by the query evaluator is made available to the above algorithm, then the number of predecessors which have to be tested for emptiness will be further reduced.

### 4.3 Considering Integrity Constraints

Roughly speaking, integrity constraints are restrictions which the data base is subject to in order to be in a well-defined state. An example of an integrity constraint on our data base would be that for every tuple of the relation CAR there has to be a tuple of the relation EMP such that the values of their attributes OWN and NAME are identical. Such integrity constraints may be used to simplify the predecessor structure of a given query; we illustrate
this by means of the following example: $B=\{x \mid((x . C O L=' r e d ') \wedge \exists y((y . N A M=x . O W N)$ a(x.AGE<30)))
i.e., "find all red cars owned by employees who are younger than 30." According to section 3 the predecessors of $B$ are $B 1$ and $B 2$, those of $B 1$ are B3 and B4, and those of B2 are B4 and B5 $B 1=\{x \mid 3 y((Y . N A M=x . O W N) \wedge(y . A G E<3 O))\}$ $B 2=\{x \mid((x$. COL=' red' $) \wedge \exists y(y$. NAM $=x$. OWN $))\}$ $B 3=\{y \mid(y . A G E<30)\}$ $B 4=\{x \mid 3 y(y . N A M=x . O W N)\}$ $\mathrm{B} 5=\left\{\mathbf{x} \mid\left(\mathbf{x} . \mathrm{COL}={ }^{\prime}\right.\right.$ red' $\left.)\right\}$
Now, if every car has to have an owner then obviously $B 4$ is the set of all cars and therefore cannot be empty; moreover $B 2$ is identical to the set of all red cars, namely $B 5$. Consequently, we would like to obtain B1 and B5 as the predecessors of $B$ and $B 3$ as the only predecessor of B1. Integrity constraints may be used to remove certain join terms from the predecessor queries, we thereby reduce the average number of predecessors which have to be checked for emptiness in the case of failure and hence further improve the efficiency of our procedure. For a more thorough discussion of this point we have to refer to [4].

## 5. CONCLUSION

The work described in this paper is closely related to the research reported in [9] and in [7]. In [9], a formal query language called HI-IQ for a CODASYL-type data base is used to express queries and to compute deeper reasons for a possible failure of a query. Still, HI-IQ supports a much narrower range of queries than well-formed sets do; moreover the procedure that computes the predecessors of a query does not obtain all possible predecessors of an arbitrary query. The method for obtaining an appropriate answer to a failing query will on average require more computation than the procedure suggested here because small deviations of the user's expectations from the actual data require more computation than greater deviations do. Finally, the method proposed in [9] does not make any use of integrity constraints during the computation of predecessors.

In [7], the problem of how to find an appropriate answer to a failing query is investigated for natural language queries: A natural language query is translated into a so-called meta query language (MQL) which is a graphical representation of the query still close to natural language; from this MQL representation the predecessors of a query are computed. A query represented in MQL then has to be translated into the actual query language before it may be evaluated. Contrary to that approach, we
have shown in this paper that informative answers to failing data base queries may be obtained from a purely formal query representation and that clues provided by natural language are not actually needed for this task. Nevertheless, we have to mention that our method will gain its full strength only if the informative answers will be rephrased in natural language.
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ABSTRACT: We will briefly describe the role of entity centered structure (ECS) of sentences in natural language inferencing. The basic structure of sentences in discourse, generally singles out an entity, to be called center, among all those which are the arguments of the main predicate. ECS makes $n$-ary predicates look like monadic by temporarily masking their structure, thereby affecting the relative ease with which certain inferences are made and information is retrieved. This short paper deals with a preliminary formulation of a system designed to capture these ideas and contains several examples of how some natural language inferences can be represented in the system. Formal properties of the system are under investigation.

1. Introduction: A uniform mechanism that subsumes all inference mechanisms involved in problem solving in general may be adequate to characterize inferences in language in some sense (analogy: Turing machines characterize all computable functions); however, it will not shed much light on those mechanisms that are language relevant and presumably contribute to the efficiency of the inferencing process. In a natural language inferencing system, we are concerned with not just what inferences are made, but also how they are made (with what ease, for example). This paper is motivated by these considerations. In particular, we will be concerned with the fact that the basic structure of natural language sentences in discourse, generally, singles out an individual (entity), to be called the center among all those which are the arguments of the main predicate. Our notion of center roughly corresponds to the linguistic notions of focus (in contrast to presupposition) and comment (in contrast to
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topic). We have deliberately used a new term in order to avoid precise identification with those notions and the possible resultant misunderstanding. These linguistic notions are somewhat vague and there is a great deal of confusion in the literature; further, the term "focus" is used used in the Al literature in yet another sense. For the interested reader, we recommend [4], "7], and [8] for the linguistic notions, and "5], [6] for the Al notions.

The notion of center is a discourse construct; it may on occasion map on the subject of the sentence, but this need not be the case always. Such a representation can be regarded as an ascription of a property to a single individual, though the property itself may involve other individuals. For instance, in a particular context, JOHN may be the center of the sentence as in (1). JOHN HIT BILL. Underlining designates the center. It may help the reader to represent (1) in the extraposed form where the center is more clearly indicated as in (2) IT IS JOHN WHD HIT BILL. In another context, the center may be BILL, as in (3) JOHN HIT BILL.. (IT IS BILL WHOM JOHN HIT.) More formally, we will represent (1) and (3) respectively as (4) and (5): (4)(JOHN x) (HIT x BILL) or (jx) ( $\mathrm{H} \times \mathrm{x}$ ); (5) (BILL y) (HIT JOHN y) or (jy) ( H j y).

This entity centered structure (ECS) of natural language sentences is in sharp contrast to the structure of the usual formal language sentences which express relations among several individuals without singling out any one in particular.
(Our use of the term ECS is very limited, precisely as defined here. For a wider use of this
term in the context of knowledge representation (KR), see [2] and [1].) ECS makes it easier to see the rough logical form of the sentence. n-ary predicates seem to be monadic because part of their structure is temporarily hidden (see 4 and 5 above). An individual which is not centered is essentially ignored. It can be brought into consideration only by being made a center. ECS seems to affect the relative ease with which certain inferences are made and information is retrieved. For example, given (1) IT WAS JOHN HHO HIT BILL, ( $j \mathrm{x}$ ) ( $\mathrm{H} \times \mathrm{b}$ ), it is easier to answer (2) HHO HIT BILL? (ax?) ( $\mathrm{H} \times \mathrm{b}$ ) than (3) WHOM DID JOHN HIT? (3y?)
( H j y). (See also Examples 1 and 2 in Section 5.)

It is well known that inferencing is much easier in monadic predicate logic (MPL) than in full predicate logic, and that it is decidable (see, for example, [3]). It is also obvious that MPL is inadequate to handle all inferences in natural language. Nevertheless, a great deal of inferencing in natural language seems to proceed as if we are dealing with monadic predicates. $\overline{\mathrm{It}}$ is of interest to see what mechanisms can be added to MPL which would give the added power, yet maintain the essential flavor of monadic calculus. He have been investigating some systems of this nature from the points of view of (i) their ability to capture some key properties of inference mechanisms at work in language, and (ii) their formal properties, to the extent these formal results give some insignt into the structure and function of discourse constructs. In Sections 2, 3, and 4 we have presented a tentative formulation of Centered Logic (CL), and in Section 5 we have presented some sample derivations, followed by some discussion of the power of CL and some open questions.
2. Language: The formal language for centered logic differs from that of predicate logic in that the individual constants serve as variable binders in the "basic sentences," e.g., we write ( $j x$ ) ( $\mathrm{H} \times \mathrm{m}$ ) for IT MAS JOHN WHO HIT MARY, and (mx) ( $H_{j} \mathrm{j}$ ) for IT WAS Marv WHOM JOHN HIT. For the purposes of this paper, a simpler notation would have sufficed. Ours was chosen with an eye towards future treatments of intensional predicates. He want to be able to distinguish between, e.g., (ax) (Bxad) (Anastasia is such that she believes Anastasia is Grand Duchess of Russia) and (ax) (Bxxd) (Anastasia is such that she believes she is Grand Duchess of Russia.)

In addition, we allow complex sentences to be built-up using truth functional connectives and quantifiers. A quantified sentence is
constructed by universally or existentially generalizing on a name, i.e., by replacing all occurrences of a name by a new variable $v$ and prefixing the sentence with $\forall v$ or $3 x$. For example, we have $(\boldsymbol{V} v)(v x)(\boldsymbol{J} y)(L x y)$ : EVERYONE LOVES SOMEONE (OR OTHER): ( $\mathbf{a y}$ ) (Vu)(ux) (Lxy): EVERYONE LOVES SOMEONE (IN PARTICULAR); ( $3 y$ ) (vy) ( $\mathrm{V} x)(\mathrm{L} \mathrm{x} y$ ): SOMEONE IS LOVED BY EVERYONE. Note that the most natural reading for EVERYONE LOVES SOMEONE seems to be the one which does not require qeneralizing on names inside the predicate; the alternative reading is more naturally expressed by SOMEONE IS LOVED BY EVERYONE, which again does not require generalizing on predicate names. This jibes with our general view that names which are not centers are not taken as seriously as those which are.
3. Inference: We often speak of the "logical form" of a sentence as if it is unique. But we all know that the task of testing English arquments for validity can be considerably simplified if we chose the "right" representation. The trick is to expose only as much structure as is needed to see that the argument is valid: the less structure needed, the easier the inference. Predicates do have structure, but it can be provisionally masked and uncovered later only when necessary. Not all unravellings of the predicate are equally difficult. A major feature of the CL is that we ignore entities that are not centered.

Derivations are trees; each node follows from its predecessor or predecessors by one of the rules. The most important feature is that the means of introducing sentences with new centers is restricted. The centers of the premises can be thought of as the initial set of centered entities (SCE). A new entity can be introduced into SCE by making it the center of a sentence and there are only two ways in which this can be done. One is to use the change of center rule, which allows us to change a sentence into one which "says the same thing" but singles out different individual as the center. The other is the introduction of a temporary assumption with an entity that was not previously in SCE. The number of applications of change of centers and the number of individuals brought into SCE are measures of the difficulty of a derivation.

The rules are divided into four groups. 1:These rules allow the usual kinds of inferences, e.g., $A \wedge B$ from premises $A$ and $B$. Most rules in this group do not need the structure of predicates. Constraints on quantification: (a) universal instantiation will be allowed only with names for entities in SCE, i.e., we can infer (mx) $(L j x)$ from $(\forall y)(m x)(L y x)$ and an additional premise of the form (jy)(P...y...).
(B) Existential generalization will be allowed only on names for entities in SCE. Thus, we can infer ( $\exists y$ )(mx)(L $j x$ ) from (mx)(L $j x)$ if $j$ SCE. Of course, we can always infer ( $\mathbf{~} x$ ) ( $\mathrm{L} j x$ ) from $(m x)(L j x)$ since the entity named $m$ is centered. 2. These rules concern inferences which turn on the structure of the predicate, but which do not require us to recognize any names occurring in the predicate, e.g., we can derive $(j x)(P x) \boldsymbol{\wedge}$ ( $j x$ ) $(Q k)$ from ( $j x)(P \times \boldsymbol{A} Q k)$. With these rules, we can bring out the structure of the predicate so that the sentential rules can be applied to it. 3. This group contains only one rule, the change of center rule, which allows us to infer, e.g., (jx)(Gxma) which attributes a property to John (say, the property of giving Mary (the book) "Artificial Intelligence") from another sentence (ax)(Gjmx) which attributes a property to "Artificial Intelligence" (say, the property of being given by John to Mary). 4. Finally, we have rules for changing bound väriables and "instantiating" centers. In the usual formal system, changing bound variables requires an application of instantiation followed by another of generalization. In our system, these rules are restricted so that the strategy might require an additional application of change of center. Since the bound variable is an accidental feature of the representation, we feel that there should be rules which allow the bound variables to be changed directly. Center instantiation is needed to get the equivalence between (ax) (Bxxd) and (ax) (Bxad).
4. A Furmal System (tentative version): The Tanguage of Centered Logic (CL) is defined as follows, given a formulation of first order predicate calculus (FOPC). A predicate of $C L$ is a formula of FOPC containing at most one free variable. An atomic sentence of $C L$ is of the form (ax) $(P)$ where $P$ is a predicate containing no free variable other than $x$ and $a$ is an individual constant. A selitence of CL is a member of the smallest set $X$ containing the atomic sentences and closed under the following conditions: (i) if $A$ and $B$ are members of $X$, then so are $(A \wedge B)$, ( $A \vee B$ ), and $(A \rightarrow B)$. (ii) If $A$ and $B$ are members of $X$ and $A_{X}^{a}$ is a result of substituting $x$ for all occyrrences of $a$ in $A$, then $7 A,(\forall x)\left(A_{x}^{d}\right),(\xi x)\left(A_{x}^{a}\right)$ are all members of $X$. A pseudo-sencence of $C L$ is either a sentence of CL or the result of substituting an individual variable for an individual constant in a sentence of CL . Some of the metamathematical variables we use are: A, B, C, D, ... for pseudo-sentences of $C L ; P, Q, R, \ldots$ for predicates of $C L ; a, b, c, \ldots$ for individual constants of FOPC; $u, v, w, x, y, z, \ldots$ for variables of FOPC. The translations between CL and FOPC are obvious. (Note: CL could have been formulated as a kind of $\lambda$-calculus in
which $\lambda$ operators are used to form predicates from formulas subject to two restrictions:
(i) the predicates formed are monadic; we do not have predicates of the form $\lambda x_{1} x_{2} \ldots x_{n} A$.
(ii) The $\lambda$ operators cannot be nested.)

Inference Rules: The notation is that or Prawitz Natural Deduction. Double lines indicate that th rule applies in either direction.


Restrictions: In the first rule in (1.5), a must occur in any assumption on which $A$ depends. In the second (1.6) rule, a must not occur in $(\mathbb{X})(A), B$, or any assumption on which the upper occurrence of $B$ depends except $A_{a}^{x}$.

## 2. Predicate Decomposition


3. Change of Topics

## $3.1(a x)(p)$ <br> (bx) ( $p_{a}^{x} x_{x}^{b}$ )

4. Bound Variables

$$
4.1 \frac{(V x)(A)}{(\forall y)\left(A_{y}^{x}\right)} \quad 4.2 \frac{(\Delta x)(A)}{(3 y)\left(A_{y}^{x}\right)} \quad 4.3 \frac{(a x)(A)}{(a y)\left(A_{y}^{x}\right)}
$$

## $4.4 \frac{(a x)(A)}{(a x)(A)}$ <br> where $A^{\prime}$ is the result of replacing one or more fres occurremes of $x$ in A by a.

5. Sample Derivations:
(la) Everyone at the reception was thanked ( $T$ ) by John (j). Mary (M) was at the reception (R). (therefore) Mary was thanked by John.
```
\((V u)(u x)\left(R x \rightarrow T_{j x}\right) \quad(m x)(R x)\)
    \(\frac{(m x)(R x \rightarrow T j x)}{(m x)(R x) \rightarrow(m x)(T j x) \quad(m x)(R x)}\)
    \((m x)(T j x)\)
```

(1b) John thanked everyone at the reception. Mary was at the reception. (therefore) John thanked Mary.

$$
\begin{array}{r}
\frac{(j x)\left(V_{y}\right)\left(R_{y} \rightarrow T_{x y}\right)}{\left(V_{y}\right)(j x)\left(R_{y} \rightarrow T x y\right) \quad(m x)(R x)} \\
\frac{\frac{(j x)\left(R_{m \rightarrow T}\right)}{\frac{(m x)\left(R_{x} \rightarrow T j x\right)}{}}}{\frac{(m x) \rightarrow(m x)\left(T_{j x}\right)(m x)(R x)(T j x)}{(j x)(T x m)}}
\end{array}
$$

(1b) is a more difficult inference than (1a) because it requires two applications of the change of center rule (marked by double lines).

Neither the inference in (la) nor in (1b) requires bringing into SCE (Set of Centered Entities) a new entity which was not a center of a premise. This contrasts with the following
derivation (2) which requires two new entities to be brought into SCE. The inherent difficulty of the inference in (2) below is due to this require ment, at least with respect to the CL.
(2) There is a house in which everyone lives
(L) (therefore) Everyone lives in houses.


It is not difficult to prove that the rules given for $C L$ are complete in the sense that $A$ can be derived from $\neg$ whenever the * translation (from CL to FOPC) of $A$ is classically derivable from the * translation of $ᄀ$ - To see this, note that (i) the o-translation (from FOPC to CL ) of the classical natural deduction rules are all derivable from our rules, and * (ii) $A^{* \circ}$ is provably equivalent to $A$. However, we need both the change of center and the introduction of temporary assumptions with new centers to get this result. (The former is needed to establish the equivalence of $A$ and $A^{* \circ}$ and the latter to show that translations of the classical quantifier rules are derivable.) If premises and conclusions have the same center, then no change of center rules are needed. For, if $a$ is the center of premises and conclusions, then by translating each classical $\Phi$ as $(a x) \Phi)$ and using the predicate decomposition rules, the classical derivation of the *-translation of the argument can be converted to a CL derivation without center changes. Hence, the number of center changes need never exceed the number of premises whose centers are distinct from the centers of the conclusion. (The role of center change becomes more interesting, and more difficult to understand, when quantification into the predicate is prohibited. As we mentioned previously, there is some reason to believe that this restriction is appropriate.)

Although a restriction could be placed on the
number of center changes, no such limit can be placed on the number of new entities which must be brought into SCE. The premise in Example (2) contains no individual constant at all. It is clear from the rules that from such formulas alone we can only derive equivalent formulas and tautologous consequences. Hence, the introduction of new centers in Example (2) was unavoidable.

Thus, the logic resulting from a restriction on the number of centered entities is less powerful than one without, in particular, the legic with zero centered entities is less powerful than the logic with one centered individual. General questions about the number of new centers required for an inference and the decidability of the class of inferences with small number of centers remain open.
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Summary :
This paper describes first a program synthesis from examples method using a SUMMERS like methodology together with a sophisticated pattern matching technique, the BOYER-MOORE-WEGBREIT aldorithm. We then characterize the class of functions synthesized from a restricted BMW algorithm. Our methodology is founded on three grounds. The first one is a precise characterization of the list domains fitting the synthesis from examples problem. The second one is SUMMERS' technique of input-output examples transformation into computational traces. The third one is the descripion by a restricted program scheme of the functions in the class. It seems to us that the proofs methods easily extend to the general class.

## 1. INTRODUCTION

The synthesis of functions from a set $\{x .-->F(x)$.$\} of input-output examples has been$
extensively studied $[1,2,4,5,6,7,8,9,10,14,15,16]$ our purpose here is to study a powerfull extentsion of SUMMER's method [ 16] using a pattern matching technique we shall call the BOYER-MOORE-WEGBREIT algorithm.
The principles of this technique are discussed in $13,8,9,10,17]$
We recall briefly this method which is detailed in $[8,9,10]$. However we think that it is not enough to describe an algorithm, especially in our field : we must aim at the characterization of the class of functions which can be synthesized. A recent work of SMITH [ 15] describes such an investigation for a restricted SUMMER'S method. The goal of this paper is to design more adapted tools which allow simpler proofs of our theorems. We are able to characterize the functions synthesized by a restricted BMW algorithm and prove a linear growth property of the functions in this class. We mean that our results shall extend to the general case.

[^15]
## 2. SYNTHESIS METHODOLOGY

We recall briefly, in an intuitive way, the methodology relative to one variable functions [8,9,10,16]. We are concerned with LISP unary functions defined on lists. Before the synthesis process itself takes place, two transformations of the input-output values are necessary. The first one transforms these values into a set of computational traces expressed with the set $\{c o n s, ~ c a r, ~ c d r, ~ a t o m) ~ o f ~ p r i m i t i v e ~$ functions. The second one transforms the comptational traces into a partial function, deftned on subdomains of $F$.

In order to make our notations and results elearex, we shall describe the synthesis of an ad'hoc function $F$ described by the following set of examples :
$x_{0}=(A(B) C) \quad F\left(x_{0}\right)=(B) ;$
$x_{1}=\left(A(B(C(D) E)) \quad F\left(x_{1}\right)=(C \quad B) ;\right.$
$x_{2}=\left(A(B(C(D(E(F) G)))) \quad F\left(x_{2}\right)=(C C D C B) ;\right.$
$x_{3}=(A(B(C(D(E(G(H) I)))))) \quad F\left(x_{3}\right)=(\operatorname{CCCEDCB})$

### 2.1. Notations and definitions

Let $L$ bet the set of LISP lists. A list $x$ of L may be viewed as a cons-tree, each leaf of which is an atom.

For instance, $x_{0}=(A(B) C)$ or $x_{0}=$


Let $|x|$ be the complexity of the list $x$, i.e. the number of leafs in the associated cons-tree.

Following KNUTH [11], we shall dencte by S(x, y, *) the list obtained by substitution of $y$ to all the $\star$-labelled atoms of $x$ For instance S $(\alpha=$


It is well known that the order associated to the sulstitution relation is a partial ordering of L .

Definition : A reduction function is a finite composition of car and cdr. Let $R$ be the set of reduction functions. The length $|f|$ of $f \in R$ is the number of car and cdr in f .
Notice that the triplet $<\mathrm{R}$, composition rule, I $>$, where I denotes the identity function, is isomorphic to the free monoild constructed on the alphabet $\{$ car, cdr\}.

Definition : Let $A_{i}$ be the ith occurrence of the atom $A$ in the list $x$ and $u$ the unique reduction function which verifies $u(x)=A_{i}$. Then $u$ is said to be the functional name of $A_{i}$ in $x$. For instance, the name of $F_{\star}$ in $\alpha$ is cadadr. Definition : if $v \in R$ is a right factor of $u \in R$, then $u v^{-1}$ denotes the function of $R$ such that $u=\left(u v^{-1}\right) v$. Let $u$ modulo $v$ be the function $u v^{-k}$ provided $v^{k}$ is a right factor of $u$ iff $0 \leqslant k ' \leqslant k$.
Example : $u=$ caadadr, $v=$ cadr, $u v^{-1}=$ caadr, u modulo $v=c a r$.
Definition : Given a set of terminal functions (Generally $R \cup\{n i l\})$ a cons-expression is a cons-tree, each leaf of which is a terminal function or nil.

Example: $f=$ car


Notice that nil may be viewed either as an atom or as a function.

Let w be the undefined atom, $D(f)$ the domain of the function $f$, i.e. the set $\{x \mid x \in L, f(x) \neq(\omega)$ Definition : The adapted structure [15] ad(f) of a function $f \in R$ is the smallest $x \in D(f)$.

For example, ad(caddar) $=$


Notice that the atoms of ad(f) do not have any importance at all, i.e. ad(f) is in fact a list structure.

Definition : The adapted structure ad $(F)$ of a set $F=\left\{f_{i}\right\}, f . \in R \forall i$, is the smallest $x \in D(F)={ }_{i} D\left(\xi_{i}\right)$.

For example, ad $\{$ caddar, cddr\} $=$


In the following, we shall suppose that no atoms of $\operatorname{ad}(F)$ bear the same name.

### 2.2. Computational traces

A main step in SUMMER's method is to transform the sequence $\left\{x_{i} \rightarrow F\left(x_{i}\right)\right\}$ of input-output examples in a sequence $\left\{p_{i}(x) \rightarrow f_{i}(x)\right\}$ of computational traces.

### 2.2.1. Ascending linear domains.

The further step of synthesis requires the existence of recurrence relations between the predicates $p_{j}$. It is thus natural to study the input domains that possess this property.

Definition : Given $x_{0} \in L, \alpha \in L, \alpha$ owning a single $*-$ labelled atom, the set $\left\{x_{0}, x_{i+1}=\right.$ $\left.S_{A}\left(\alpha, x_{i}, *\right)\right\}$ is called ascending linear domain
$\mathbb{A}\left(x_{0}, \alpha\right)$. In fact, we change the names of the atoms in order to avoid several occurrences of the same atom in $x_{i}$.
For instance, if $x_{0}=$

and $\alpha=$

$A\left(x_{0}, \alpha\right)$ is the set
$\{(A(B) C),(A(B(C(D) E))),(A(B(C(D(E(F) G))))), \ldots\}$
Notice that the partial ordering on $L$ is total on ${ }^{1}\left(x_{0}, \alpha\right)$.
We now have to exhibit a sequence $p_{i}$ of predicates which verify :
$p_{i}\left(x_{i}\right)=T, p_{i}\left(x_{j}\right)=\underline{F}$ iff $j>i, p_{i}\left(x_{j}\right)=\omega$ iff $j<i$, where $T$ and $\underline{F}$ denote the logical values true and false.

Let us call b the function name of the $k$-labelled atom in $\alpha$ and suppose that we know a reduction $\pi$ such that atom. $\pi\left(x_{0}\right)=\underline{T}$.

It is obvious that $b\left(x_{i+1}\right)=x_{i}$ and it follows that the sequence $p_{i}=$ atom. $\pi \cdot b^{i}$ verifies $p_{i}\left(x_{i}\right)=T$. We still need to find the "good" function $\pi$, i.e. the function such that $P_{i}$ verifies the two remaining conditions $p_{i}\left(x_{j}\right) \stackrel{\underline{1}}{\underline{E}}$ iff $\mathrm{j}>\mathrm{i}$ and $\mathrm{P}_{\mathrm{i}}\left(\mathrm{X}_{\mathrm{j}}\right)=\omega$ iff $\mathrm{j}<\mathrm{i}$.
Definition : An atom in a list $x$ is said to be in the direction of $f \in R \bar{p}\{I\}$ iff its functional name has the form $f^{\prime} . f^{p}$ where $f$ ' is a proper right factor of $f$, i.e : $f=f^{\prime \prime} . f^{\prime}, f^{\prime \prime} \neq 1$. For instance, nil ${ }_{\star}$ in $x_{0}=C_{B}$ the direction of cadr : its functional name is cdadr $=$ cdr.cadr.

The intuitive meaning of this concept is the following : if we compute cadr $\left(x_{0}\right)$ we obtain B nil which is not yet an atom. We cannot compute cadr.cadr( $x_{0}$ ) which is not defined, but we
start the computation and keep computing as long as we do not reach an atom : cdr.cadr ( $x_{0}$ ) = nil, is an atom ; we therefore stop the computation at this point.
Property of the ascending linear domains : given an ascending linear domain it ( $x_{0}, x$ ) and the name $b$ of the $\star$-labelled atom of $\alpha$, let $\pi$ be the functional name of the atom of $x$ whicb is in the direction of $b$. Then $\left\{p_{i}=a t o m \cdot \pi \cdot b^{1}\right\}$ is a sequence of predicates for the domain.
Proof $: \pi=b^{\prime} . b^{p}$, where $b=b^{\prime \prime} . b^{\prime}$ and $b^{\prime \prime} \neq 1$. - As atom. $\pi\left(x_{0}\right)=T$ by definition of $\pi$, we know that $\mathrm{p}_{\mathrm{i}}\left(\mathrm{x}_{\mathrm{i}}\right)=\mathrm{T}, \forall \mathrm{i}$
$-\underset{i-j}{<i}: p_{i}\left(x_{j}\right)=a \operatorname{tom} \cdot \pi \cdot b^{i}\left(x_{j}\right)=a t o m \cdot b^{\prime} \cdot b^{p}$. $b^{i-j}\left(x_{o}\right)$

$$
\text { atom. } b^{\prime} \cdot b^{i-j-1} \cdot b^{\prime \prime} \cdot \pi\left(x_{0}\right)=\omega
$$

$$
=a t o m \cdot b^{\prime} \cdot b^{i-j-1} \cdot b^{\prime \prime} \cdot b^{\prime} \cdot b^{p}\left(x_{0}\right)=
$$

because $\pi\left(x_{0}\right)$ is an atom and $b^{\prime \prime} \in R-\{I\}$.
$-\mathrm{j}>\mathrm{i}: \mathrm{p}_{\mathrm{i}}\left(\mathrm{x}_{\mathrm{j}}\right)=\operatorname{atom} \cdot \pi \cdot \mathrm{b}^{\mathrm{i}}\left(\mathrm{x}_{\mathrm{j}}\right)=$ atom. $\pi\left(\mathrm{x}_{\mathrm{j}-\mathrm{i}}\right)$.
Let us compute
$p_{j}\left(x_{j}\right)=\underline{T}=$ atom. $\pi \cdot b^{j}\left(x_{j}\right)=$ atom. $b^{\prime} \cdot b^{j-i-1}$. $b^{\prime \prime} \cdot \pi\left(x_{j-i}\right)$
It is obvious that if $p_{i}\left(x_{j}\right)=$ atom. $\pi\left(x_{j-i}\right)=$ $\omega$ or T then
$p_{j}\left(x_{j}\right)=\omega$ which is false. Thus $p_{i}\left(x_{j}\right)=\underline{F}$.
Notice that the sequence of predicates verifying these previous conditions is not unique in the sense that $\pi$ is not unique in some particular cases.

Example : Let us consider the previous set $\Rightarrow\left(x_{0}, \alpha\right)$. We obtain $b=$ cadadr and $\pi=$ cdadr. Thus $p_{0}=$ atom.cdadr, $p_{1}=$ atom.cdadadadr, $p_{2}=$ atom.cdadadadadadr. The match of $p_{i}$ and $p_{i+1}$ succeeds and we obtain :

$$
p_{i+1}(x)=p_{i}(\text { cadadr } x)
$$

More generally, $p_{i}=$ atom. $\pi \cdot h^{i}$ and $p_{i+1}=p_{i} \cdot b$

### 2.2.2. Fragments

The output $F\left(x_{i}\right)$ is taken in its cons-tree form. Each atom, except nil, of this cons-tree is replaced by its functional name in $x_{i}$. The process is unambiguous iff there are not several atoms (except nil) bearing the same name in any $x_{i}$. Each obtained cons-expression $f\left(x_{i}\right)$ is then turned into a partial function $f_{i}(x)$ by the substitution of $x$ to each $x_{\text {, of }} f\left(x_{i}\right)$. The function $f_{i}$ is called the ith fragment of $F$. Notice that $f$ is defined for any $x \geqslant x_{i}$ and equal to $\mathrm{f}\left(\mathrm{x}_{\mathrm{i}}\right)$ when $\mathrm{x}=\mathrm{x}_{\mathrm{i}}$.

Example :

$F\left(x_{3}\right)=C$



### 2.2.3. Approximations

The input-output sequence $\left\{\mathrm{x}_{\mathrm{i}} \rightarrow \mathrm{f}\left(\mathrm{x}_{\mathrm{i}}\right)\right\}$ has been changed into a sequence of predicates and fraggents $\left\{p_{i}(x) \rightarrow f_{i}(x)\right\}$ which is embedded into an if... thền... else... function in order to obtain the following n-approximation of $F$ :

> if $p_{o}(x)$ then $f_{o}(x)$ else
> if $p_{1}(x)$ then $f_{1}(x)$ else...
> if $p_{n}(x)$ then $f_{n}(x)$ else $\omega$.

Notice that the names of the atoms are now lost we therefore cannot synthesize functions depending on these names, like the function which is true iff all the names of the atoms are differrent.
Our problem now is to get a finite expression of the $\infty$-approximation.

### 2.3. The synthesis technique

The principle of the method consists in deterting a repetitive computation on the successive traces.
Predicates : We have the recurrence relation (1) $p_{i+1}(x)=p_{i}$ (cadadr $\left.x\right)$.

Fragments : We attempt to match $\mathrm{f}_{\mathrm{i}}(\mathrm{x})$ and $\mathrm{f}_{\mathrm{i}+}$ (x) using the BMW algorithm. When it succeeds, we use its substitutions to write recurrence relations proved to be equivalent to programs by SUMMER's main synthesis theorem [16] or its extensions [9].
The classical pattern matching techniques [13] do not succed to match the proceeding sequence of fragments. In this case, a first order pattern matching attempt to use generalization techniques together with matches between subtrees, i.e. the BMW algorithm. It works as follows : A first generalization leads to replace the nil atom by a variable $z$ in each fragment :
$f_{3}(x)$ becomes
${ }_{0}(x)$ becomes
$f_{1}(x)$ becomes
$f_{2}(x)$ becomes

$\dot{\mathbf{x}}$


$$
\begin{align*}
& \left.h_{i}\left(x^{\prime}, y\right)=\left(\text { cons (caadadr } x^{\prime}\right) y\right)  \tag{2}\\
& \left.g_{i}\left(x^{\prime \prime}, z\right)=\left(\text { cons (caadr } x^{\prime \prime}\right) z\right)
\end{align*}
$$

Notice that $\left\{h_{i}\right\}$ and $\left\{g_{i}\right\}$ are two sequences of
fragments associated to the sequence of predicatest $\mu_{i+1}$. In the present case, $h_{i}$ and $g_{i}$ are
The matching between two consecutive fragments now succeeds and we find the following recurrentce relations :

$$
\begin{aligned}
& f_{i+1}^{\prime}\left(x^{\prime}, x^{\prime \prime}, z\right)=h_{i}\left[x^{\prime}, f_{i}^{\prime}\left(x^{\prime},\left(c a d r x^{\prime \prime}\right),\right.\right. \\
& \left.\left.g_{i}\left(x^{\prime \prime}, z\right)\right)\right]
\end{aligned}
$$



The matching is now possible : Each fragment is matched with the first subtree of the successiwe fragment, provided the following set of subs
constant cons-expressions. Sometimes h. and g. are not constant. When it is the case, we use repetitively the same algorithm until we get
constant $h$ and $g$
In the following, we shall restrict ourself to a one step BMW algorithm (the above example behaves in this way).
Since we use matches between subtrees, the succeeding match is generally not unique. One should not worry about this : we shall prove that all the matches lead to equivalent programs.

From the relations (1) and (2) a program is derived using the following extension [9] of SUMMER's Synthesis Theorem (MST) :
Theorem : If the infinite sequences $\left\{\mathrm{p}_{\mathrm{i}}\right\}$ and $\left\{f_{i}\right\}$ verify the recurrence relations :

$$
\begin{aligned}
& p_{i+1}(x)=p_{i}(b(x)) \\
& f_{i}(x)=f_{i}^{\prime}\left(x^{n^{n}}, x, n i l^{m}\right) \text { with } x^{n}=x, \ldots, x \quad n \text { times } \\
& \text { and nil } l^{m}=\text { nil, } \ldots, \text { nil m times. } \\
& f_{i+1}^{\prime}(x, x x, \vec{z})=h\left(\vec{x}, f_{i}^{\prime}\left(\overrightarrow{b^{\prime}(x)}, b(x x), \overrightarrow{g(x, z)}\right)\right. \\
& \text { where } \overrightarrow{b^{\prime}(x)} \text { is } b_{i}^{\prime}\left(x_{1}\right), \ldots, b_{n}^{\prime}\left(x_{n}\right), g(\vec{x}, z) \text { is } \\
& g_{1}\left(\vec{x}_{x}, z_{1}\right), \ldots, g_{m}\left(x, z_{m}\right) \quad e \in R-\{I\}, b=e^{q}, \\
& b_{i}^{\prime}=e^{r_{i}}, 0 \leqslant r_{i} \leqslant q, 0<q .
\end{aligned}
$$

$h$ and $g$ are constant cons-expressions then the m-approximation associated to the computational traces sequence $\left\{p_{i}(x) \rightarrow f_{i}(x)\right\}$ is equivalent to the program :

$$
\begin{aligned}
& F\left(x_{X} \leftarrow F^{\prime}\left(x^{n}, x, n i^{m}\right)\right. \\
& F^{\prime}\left(x^{\prime}, x x, \vec{z}\right) \leftarrow \underline{\text { If }} \text { atom. } \pi(x x) \text { then } f_{0}^{\prime}(\vec{x}, \vec{z}) \\
& \left.\quad \text { else } h\left[\vec{x}, F^{\prime}\left(b^{\prime}(\vec{x}), b(x x), \overrightarrow{g(x, z}\right)\right)\right]
\end{aligned}
$$

The $x x$ variable, defined as the domain variable, is introduced to take into account the recursion on $p_{i}(x)$. One realizes its importance when we look back to the previous example : neither $x^{\prime}$ nor $x^{\prime \prime}$ have the same relation as $x x$ :

$$
\begin{aligned}
& F(x) \leftarrow F^{\prime}(x, x, x, n i 1) \\
& \left.F^{\prime}\left(x^{\prime}, x^{\prime \prime}, x x, z\right) \leftarrow \text { If atom(cdadr } x x\right) \text { then } \\
& \text { (cons(caadr } \left.\left.x^{\prime \prime}\right) z\right) \\
& \text { (cadadr } x\left(x^{\prime}, x^{\prime \prime}, x x, F^{\prime}\left(x^{\prime},\left(x^{\prime}, x^{\prime \prime}, x x, z\right)\right)\right) . \\
& h\left(x^{\prime}, x^{\prime \prime}, y\right) \leftarrow\left(\text { cadr } x^{\prime \prime}\right), \\
& \left.g\left(x^{\prime}, x^{\prime \prime}, z\right) \leftarrow\left(\text { cons (caadadr } x^{\prime}\right) y\right) \\
& \text { (caadr } \left.\left.x^{\prime \prime}\right) z\right)
\end{aligned}
$$

In the following, the symbol $F$ used as an example will always denote the above function.

Remark : Given a function, the recurrence relations are supposed to begin with the first example of the function. For the sake of readability, we shall rule out the trivial cases where the first examples of the function's behaviour (i.e. a finite number of them) have particular properties.

## 3. THE SYNTHESIS ALGORITHM AND THE RESTRICTED PROGRAM SCHEME.

Let us recall that we are only concerned with unary LISP functions given by a sequence $\left\{x_{i} \rightarrow F\left(x_{i}\right)\right\}$ of examples, the set $\left\{x_{i}\right\}$ of inputs belonging to an ascending linear domain $f\left(x_{0}, \alpha\right)$.

## Synthesis algorithm

1. Compute the functional name $b$ of the unique * - labelled atom of $\alpha$.
2. Compute the functional name $\pi$ of the unique atom in $x_{0}$ which is in the direction of $b$.
3. Compute the fragments $\mathrm{E}_{\mathrm{i}}$.
4. Look for recurrence relations between consecutive fragments using the BMW algorithm restricted to one step.
5. If recurrence relations are found then use the MST. Our present aim is to precise which functions can be synthesized and how many examples are needed.
Let us call $\mathcal{Y} t$ the set of functions which can be synthesized. If $F \in Y \notin$, obviously $F$ verifies the program scheme used in the MST. Our purpose is to prove the reciprocal. Following SMITH [15], we shall first introduce some very natural restrictions on the program scheme which come from the fragment computation technique.
Program scheme 0 :
$\bar{F}$ is a cons-tree whose terminal functions $g_{i}$ belong to $\mathrm{R} U$ \{nil\}

Restriction : $V g_{1}, g_{2}, g_{1}=v . g_{2} \Rightarrow v=I$.
Notice that this restriction comes very naturally : It means that $g_{1}$ and $g_{2}$ are terminal functions of fragments (Since $F$ is constant, $f=F$, $\psi_{i}$ ) and thus $g_{1}\left(x_{i}\right)$ and $g_{2}\left(x_{i}\right)$ are both atdms. It follows that $v . g_{2}\left(x_{i}\right)$ is defined iff $v=I$. Program scheme 1 :
$F(x) \leftarrow F^{\prime}(x, x, n i l)$
$F^{\prime}(x, x x, z) \leftarrow$ If $P_{0}(x x)$ then $f_{0}^{\prime}(x, z)$

$$
\text { else } \mathfrak{h}\left[x, F^{\prime}(c(X), h(x x), g(x, z))\right]
$$

In fact $x, c$ and $z$ in the $F^{\prime}$ definition should be vectors as shown by the example. Je do not use vectors in order to lighten the notations but this simplification implies no loss of generality.
We shall call $9 y$ the set of functions which can be computed by an instance of this restricted schema.

## Restrictions :

$1 / 3 \mathrm{e} \in \mathrm{R}-\{\mathrm{I}\}, \exists \mathrm{Z}<\mathrm{q}, \exists_{0} \leqslant \mathrm{r} \leqslant \mathrm{q}$ such that $b=e^{q}, c=e^{r}$.
$2 / p_{0}=$ atom, $\pi, \pi=b^{\prime} b^{p}, p \geqslant 0, b=b^{\prime \prime} b^{\prime}$, $b^{\prime \prime} \neq 1$.
3/ $f_{o}^{\prime}$ is a cons-tree whose terminal functions $f_{o, i}^{\prime}$ belong to $R-\{I\} \cup\{n i l\}$ when applied to $x$ and equal $I$ when applied to $z$.

4/ his a cons-tree whose terminal functions $h_{i}$ belong to $R-\{I\} \cup\{n i l\}$ when applied to $x$ and equal $I$ when applied to $F^{\prime}$.
$5 / g$ is a cons-tree whose terminal functions $g_{i}$ belong to $\{R\}-\{I\} \cup\{$ nil $\}$ when applied to $x$ and equal $I$ when applied to $z$.
6/ Let $X$ be the set of functions defined below which ${ }^{\circ}$ lead to a computation on $x_{0}$ starting from a computation $F\left(x_{k}\right)$.:

$$
\forall f, g \in X_{0}, f=v . g \Rightarrow v=I
$$

7/ Let $Q$ be the set of functions defined below which lead to a computation on $\alpha$ starting from a computation $F\left(x_{k}\right)$ :
$\forall f \in \mathbb{d} \Rightarrow f \neq I$ and $\forall f, g \in \mathbb{G}, f=v . g \Rightarrow v=I$.
These two last restrictions mean that functions of $X$ and $\mathcal{C}$ come from fragments. It follows that ${ }^{\circ}$ if $g$ belongs to $X$, then $g\left(x_{0}\right)$ is an atom. Thus v.g( $x_{0}$ ) is defined iff $v=I$.
$X_{o}=\left.\{\pi\} \cup \underset{i}{\cup\left\{f_{o, i}^{\prime}\right.} \cdot c^{k} \cdot b^{-k}\right|_{0} \leqslant k, b^{k}$ is a right
factor of $\mathrm{f}_{\mathrm{o}, \mathrm{i}}^{\prime} . \mathrm{c}^{\mathrm{k}}$ \}
$\cup \underset{i}{\cup}\left\{\left.g_{i} \cdot c^{j} \cdot b^{-k}\right|_{0} \leqslant j<k, b^{k}\right.$ is a right factor of $\left.g_{i}^{i} \cdot c^{j}\right\}$

$$
\cup_{i}^{1}\left\{h_{i} \cdot c^{j} \cdot b^{-k} \mid 0 \leqslant j<k, b^{k}\right. \text { is a right }
$$

factor of $h_{i}, c^{j}$ \}
$\mathbf{d}=\{b\} \cup \underset{i}{ }\left\{^{\prime}{ }_{o, i} . c^{j}\right.$ modulo $\left.b \mid o \quad j, r \neq q\right\}$, where $r$ and $q$ are defined in restriction

$$
\begin{aligned}
& \cup \underset{i}{\cup}\left\{g_{i} \cdot c^{j} \text { modulo } b \mid o \leqslant j\right\} \\
& \cup \underset{i}{\cup}\left\{h_{i} \cdot c^{j} \text { modulo } b \mid o \leqslant j\right\}
\end{aligned}
$$

Example : In the above example (section 2) c was a two-dimensional vector ( $c_{1}, c_{2}$ ). Its first component, $c_{1}$, is associated with the terminal
functions which compute on $x^{\prime}$ and $c_{2}$ is associated with the terminal functions which compure
on $x^{\prime \prime}$.
$-\pi=$ cdadr $; \underset{i}{U}\left\{f_{o, i}^{\prime} . c^{k} \cdot b^{-k}\right\}=\{$ caadr,car $\} ;$
$\left.\bigcup_{i}\left\{g_{i} \cdot c^{j} \cdot b^{-k}\right\}=\{c a r\} ; \bigcup_{i}^{\{ } h_{i} \cdot c^{j} \cdot b^{-k}\right\}=c a r ;$.
Thus $X_{0}=\{$ car, caadr, cdadr $\}$
$-b=$ cadadr ; $\bigcup_{i}\left\{f_{o, i}^{\prime} . c^{j} \operatorname{modulo} b\right\}=\{c a a d r, c a r\} ;$
$\cup_{i}\left\{g_{i} . c^{j} \text { modulo } b\right\}^{i}=\{$ caadr,$c a r\} ; \bigcup_{i}\left(h_{i} . c^{j}\right.$
modulo b\} = \{car\} ;
Thus $\boldsymbol{d}=\{$ car, caadr, cadadr $\}$.
Let us call $\int \mathcal{S}_{1}$ the set of functions which can be computed by a program which is an instance $\mathcal{R}_{\mathrm{y}}$ thissestricted scheme and $\boldsymbol{J} \mathcal{S}^{\rho}$ the set Jy UJJ.

## Theorem : $\mathcal{J} f=\boldsymbol{J} \boldsymbol{J}$.

Before proving this theorem, we shall first express the fragment $f_{k}$ in terms of the functions $f_{o}^{\prime}, h$ and $g$ which appear in the program schemal.
Lemma $1: f_{k}(x)=h\left[x, h\left[c(x), \ldots, h\left[c^{k-1}(x)\right.\right.\right.$,

$$
f_{0}\left[c^{k}(x), g\left(c^{k-1}(x), \ldots\right.\right.
$$

$$
g(c(x), g(x, n i l)) \ldots)]] \ldots]
$$

This lemma is easy to prove by induction on $k$. As a consequence, the set of terminal functions of $f_{k}$ is $\left\{h_{i} \cdot c^{j}, f_{o, i}^{\prime} c^{k}, g_{i} \cdot c^{j} \mid j \leqslant k\right\}$.

## First part of the proof : I $A \subseteq 5 \rho$

Two cases may occur : the computed fragments are constant or not. If they are constant, the program scheme $o$ is used and the restriction holds, else scheme 1 is used and we have to prove the restrictions 1 to 7.
Lemma 2 : Restriction 1 holds.
Proof : The matching of the fragments provides a function $c E R$ such that $\forall i>0, j<i, c^{j}\left(x_{i}\right)$ $\neq u_{0}$ This implies that either $c=I$ and lemma ${ }^{1} 2$ is proved with $e=b, q=1$ and $r=o$, or $c \neq I$ and $c$ and $b$ "compute in the same direction". It follows that $b|c|=c|b|$.
As $b$ and $c$ belong to the free monoid constructed on the alphabet \{car,cdr\} they are powers of the same $e \in R$. Thus $b=e^{q}$ and $c=e^{r}$. Moreover if $q<r$, then for $k$ large enough $c^{k-1}\left(x_{k}\right)$ would be $\omega$ since $b^{k-1}\left(x_{k}\right)=x_{1}$.
Restriction 2 holds because $\boldsymbol{f}\left(x_{0}, \alpha\right)$ is an ascending linear domain.
Restriction $3,4,5$ come from the working technique of the BMW algorithm.

Lemma 3: $\forall f \quad X_{0}$, atom $f\left(x_{0}\right)=\underline{T}$.

Restriction 6 follows easily.
Lemma $4: \forall f \in \mathbb{d}$, atom. $f(\alpha)=\underline{T}$.
Restriction 7 follows then easily and the first part of the theorem is proved.
Second part of the proof : $\mathfrak{J} \subset \mathcal{Y} f$. Three steps are needed.

First step.
We have to exhibit an ascending linear domain ( $x_{0}, \alpha$ ). This domain should ve the "smallest" domain on which the synthesis of the known function $F$ is possible. Given $F \in J \mathcal{Y}$, we naturally take as $x_{0}$ and $\alpha$ :

$$
x_{0}=\operatorname{ad}\left(x_{0}\right), \quad \alpha=\operatorname{ad}(d)
$$

This has a meaning, because :
Lemma 5: $X_{0}$ and $\mathcal{L}$ are finite sets.
The proof is simple.
Example : for the example $F$ we have $X_{0}=$
\{car, caadr, cdadr\}, $\mathcal{X}=$ \{car, caadr, cadadr\} ,


Notice that the new $x_{0}$ is simpler than the previous one which contained useless information. To define $\pi\left(x_{0}, \alpha\right)$, we need a $*$-labelled atom in $\alpha$, the functional name of which is $b$ : it is thus the atom $C$.

Second step.
Given the set $\left\{x_{i}\right\}$ of inputs, it is now possible to compute the set $\left\{x_{i} \rightarrow F\left(x_{i}\right)\right\}$ of examples and the set $\left\{p_{i}^{\prime \prime} \rightarrow f_{i}^{\prime \prime}\right\}$ of computational traces. We shall now prove that the sets $\left\{p_{i} \rightarrow f_{i}\right\}$ and $\left\{p_{i}^{\prime \prime} \rightarrow f_{i}^{\prime \prime}\right\}$ are identical, where $p_{i}=$ atom. $\pi$. $b^{i}$ and $f_{i}$ is defined in lemma 1.
Lemma 6 : Given a set $G$ of reduction functions and $x=$ ad (G), if atom. $f(x)=F$ then there exists $g \in G$ such that $g=v . f, v \in R-\{I\}$.
Lemma 7 : if $G=\left\{g_{i}\right\}$ and $\forall g_{1}, g_{2} \in G, g_{1}=$ $v \cdot g_{2} \Rightarrow v=I$, then atom. $g_{i}(\operatorname{ad}(G))=T$.
Lemma $8=p_{i}^{\prime \prime}=$ atom. $\pi \cdot b^{i}$.
Lemma $9: \forall_{k}, f_{k}^{\prime \prime}=f_{k}$.
Third step.
We now may match the consecutive fragments. We know recurrence relations between these fragments : they derive from the given program $F$. Nevertheless, several matches may succeed and
lead to different programs with program scheme o or 1 . We thus have to prove that all these different matches lead to equivalent programs, although a finite number of examples are used to compute the fragments and the recurrence relations.
Notice that there is no problem if $F$ is given by a program which is an instance of the program scheme 0 . In this case, $F$ will be synthesized with the same program. Difficulties appear when F is given by a program which is an instance of the program scheme 1.
Before solving this problem, we shall prove a property of the class $\boldsymbol{J} \rho$.
Property $1: F \in \mathcal{S}_{\rho}^{\rho} \Rightarrow\left|F\left(x_{k}\right)\right|$ is a constant. Property 2 : $F \in \mathcal{S O}_{1}^{\rho} \Rightarrow\left|F\left(x_{k}\right)\right|$ is a constant or a linear function of $\left|x_{k}\right|$.
Lemma 10: If $F$ is an instance of the program scheme 1 and $F^{\prime \prime}$ an instance of the program scheme 0 which take the same values in $x_{0}$ and $x_{1}$, then $F$ and $F^{\prime \prime}$ are equivalent. The synthesis process of $F$ needs two examples : $x_{0} \rightarrow F\left(x_{0}\right)$ and $x_{1} \rightarrow F\left(x_{1}\right)$.
Lemma 11 : If $F$ and $F^{\prime \prime}$ are two instances of the program scheme 1 , which take the same values in $x_{0}, x_{1}$ and $x_{2}$, then $F$ and $F^{\prime \prime}$ are equivalent. The synthesis process of $F$ needs three examples $x_{0} \rightarrow F\left(x_{0}\right), x_{1} \rightarrow F\left(x_{1}\right)$ and $x_{2} \rightarrow F\left(x_{2}\right)$.

Proof : A detailed proof is rather technical and can be found in [ 7 bis]. Its principle is : characterize the links between the two sets $\left\{\pi, b, c, f^{\prime}{ }_{o}, h, g\right\}$ and $\left\{\pi, b, c^{\prime \prime}, f_{o}^{\prime \prime}, h, g\right\}$ (which define $F$ and $F^{\prime \prime}$ ) when $F$ and $F^{\prime \prime}$ have the same values on $x_{0}, x_{1}$ and $x_{2}$. These links enable us to prove easily that the sequences of fragments $\left\{f_{k}^{\prime}\right\}$ and $\left\{f_{k}^{\prime \prime}\right\}$ are identical.
We have thus proved that any function in $\int \rho_{0}$ is


## 4. CONCLUSION

We have obtained a characterization of the class of functions synthesized from examples, when a restricted $B M W$ algorithm is used. Moreover, we have proved an important property of the functions in this class : the existence of a deep relation between the number of examples needed for their synthesis and their growth speed. These above results, obtained for the classes $\mathcal{J}$ and $J \mathcal{S}$ may be extended to the class $\oint \rho_{n}$ defined by the use of an n-step BMW algorithm. A key step for this proof is the
obtention of an equivalence result between an instance of the program scheme $n$ and an instance of the program scheme $m \leqslant n$ wich take the same values for the inputs $x_{0}, x_{1}, \ldots, x_{n+1}$.
A further interesting problem should be to obSijn an intuitive characterization of the class $J=\cup_{n} \oint_{n}$. We mean that there is a strong analogy between the properties of the polynomials and those of $\boldsymbol{T} \boldsymbol{y}$.
The BMW algorithm has been implemented in LISP by E. PAPON (unpublished "stage de D.E.A." Univ. Paris-Sud).
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# Making Aesthetic Choices 

Kenneth M. Kihn<br>MIT Artificial Intelligence Laboratory 545 Technology Square<br>Cambridge, Massachusetts 02139, USA<br>Arpanet address: KEN@MIT-AI

A framework is presented for making choices that are primarily constrained by aesthetic, as opposed to pragmatic considerations. An example of the application of this framework is a computer system called "Ani", capable of making simple computer animation in response to high-level incomplete story descriptions. Aesthetic choice is presented as a parallel computation in which each choice point gathers together and evaluates suggestions. When faced with difficulties these choices can be postponed. The order in which inter-dependent choices are made is influenced by the focus of the problem.

## Introduction

People are often faced with choices that are under-constrained by considerations of utility, cost, simplicity and efficiency. In many of these cases, one can just choose arbitrarily between those alternatives which satisfy the pragmatic constraints. There remain many situations where this is inadequate however, where instead one wants to select the alternative that is the most beautiful, elegant, interesting, or that conforms to a particular style. Aesthetic considerations are important, sometimes even dominate, in tasks that vary from exploring mathematics to designing block diagrams, from writing an IJCAI paper to making an animated film.

An assumption of this paper is that making aesthetic choices is a knowledge intensive computational process. The interesting questions are what the knowledge is and how it is represented, organized, and used. These questions are addressed in [1]. This paper presents a general framework for how knowledge is used to create an aesthetic object (a detailed description of an object such as a film, a story or a proof) that is consistent and coherent. This means that ideally every choice should be justified by as much relevant knowledge combined in as reasonable a manner as possible.

Aesthetic choices cannot be made independently, since each decision constrains subsequent choices. The problem addressed here is really one of generating a reasonable set of constraints rather than trying to find a solution that satisfies a set of constraints. The control structure, the order in which choices are made, therefore becomes very important. Since early choices constrain the later ones, one should be careful that the early constraints are satisfiable and desirable.
The framework to be presented is based upon the notion of an actor. Actors are computational entities that communicate by passing messages. Each actor, containing both state and program, has the full power of a digital computer. Hewitt and others have argued for the usefulness of actors in the construction of large AI systems [2] Actors provide a modular and convenient means of implementing systems built on the framework about to be presented.

The model presented here begins with the exploration of a set of related choices. Each choice point starts by gathering up suggestions by asking the elements of its choice" for suggestions. The choice points evaluate the suggestions: combining closely related ones, classifying any conflicts, and noting any missing information. The choice points which run into trouble ask permission to postpone themselves until more has been decided, while the satisfied ones make their choices based on the suggestions gathered. Permission to postpone is granted depending upon the reason for desiring postponement, the state of other choice points, and whether the choice in question is part of the focus of the object being created. The hope is that when the choice point is awakened more information (or constraints) will be available and the choice will be easier. If permission to postpone is refused, more effort is expended despite the difficulty (e.g., more suggestions are gathered or conflicts are resolved). If no more progress is possible then a choice is made and its justification is recorded.

## An Example

As part of my doctoral research I implemented a system called "Ani" that makes aesthetic choices ([1], [3]). It creates simple computer animation in response to high-level incomplete descriptions The user describes the personalities of the characters (e.g. shy), their physical characteristics (e.g. ugly, powerful), the relationship between the characters (e.g. hates), and their interactions (e.g., one prevents another from meeting a third). The user also describes the style of film desired (e.g. varied, simple, obvious). Ani's job is to decide where the characters should be placed, how they should move, and what they should do.
Ani was given a simple version of the story of Cinderella to animate. One of many of Ani's problems is to choose typical speeds for Cinderella, her stepmother, the fairy godmother, and the Prince which are in keeping with their personalities, physical characteristics, and the desired style of the film. The relative speeds of the characters should, in turn, be in keeping with the relationships and comparisons of the characters. A simple example of aesthetic choice is the determination of these typical speeds. This choice is aesthetic because the character of movement is important in assessing the quality of animation, because it is interdependent with other choices, and because it is only weakly constrained by pragmatics.

Choice points are created to represent the process of picking typical speeds for each character. The choice point for the stepmother's speed, for example, begins by asking each of the descriptors of the stepmother for suggestions for her speed. Only the description powerful" replies and suggests a high speed. The choice point is not happy with just that because there are not enough strong suggestions. So it asks permission to be postponed to wait for more information to become available and it is granted.

When the choice point for the stepmother's speed is reawakened, it inspects its record of its previous activations. It then asks the choice points for the relative speeds of the stepmother and the other characters for suggestions. These choice points are created in response to this request and they choose values (e.g., that the stepmother be faster than Cinderella because she dominates Cinderella and differs from her), but cannot make any concrete suggestions since none of the characters have speeds yet. The choice point for the stepmother's speed asks permission to postpone to wait for the speeds of the others to be determined and it is granted.
The choice points for the other characters also ask and are granted permission to postpone. This could potentially lead to a deadlock in which the four choice points wait for the others to make a decision. One of the reasons the choice points don't just postpone themselves, but instead ask permission first, is to avoid this type of situation. A postponement manager keeps track of the situation and will not grant someone permission to postpone for the same reason twice. A common exception to this is when the choice point is waiting for other choice points to finish and at least one of these is making progress. In this case, no one is making progress so the postponement manager must refuse permission to at least one of the choice points.

Ani is built upon the principle that as few decisions as possible be determined arbitrarily. The decision as to who should be refused permission to postpone has too many consequences to be determined by something like who asks first. Instead the postponement manager asks the focus which, in this case indicates that conveying the personality of Cinderella is important. The choice point for Cinderella's speed is refused permission to postpone and the deadlock is broken. This means Cinderella's speed will be based on the description of Cinderella without being constrained to be faster or slower than the others.

The choice point for the stepmother's speed finally gets suggestions from the relative choice points. It discovers conflicts with one of these suggestions and the earlier suggestion it had received from "powerful" and postpones again Upon being resumed the choice point asks the descriptions of the film's style for suggestions and receives them from the moderate variety level, high energy level, and low flashiness Unfortunately they do not all agree and so the choice point postpones one more time.

When it is reawakened it discovers that there are no more sources of suggestions and proceeds with what it has. First it attempts to make compromises between the conflicting suggestions and makes one that in turn generates a new conflict. Excuses are found for rejecting some of the conflicting suggestions. The choice point finally picks a high speed for the stepmother and saves away a justification for this choice.

## The Major Mechanisms

The model of aesthetic choice presented here consists of (a) suggestions (together with a means of gathering, combining, and resolving conflicts between them), (b) choice points to organize and record progress on choices, (c) a means of deciding when to postpone (and resume) work on a choice, and (d) a means of focusing upon the more critical elements.
Suggestions Suggestions are like rules, advice, or hypotheses that are rejected, modified, combined, and compromised. Suggestions differ from facts in that they typically conflict among themselves, are rejected or compromised, and possess degrees of reliability or strength. Suggestions, are often ignored or modified with minor consequences. Ani is constantly faced with contradictory suggestions and spends much time detecting, classifying, and resolving these conflicts. Conflicts are resolved by making compromises and by rejecting some of the suggestions.
Choice Points A choice point represents the exploration of a choice. Each choice point responds to messages asking it to accept suggestions, to combine suggestions, and to make choices. A choice point maintains in its database records of the best suggestions so far, conflicts between suggestions, postponements, and the sources of suggestions that have already been tapped. Choice points decide whether a set of suggestions is adequate, more work needs to be done, or permission to postpone should be sought.
Conflict Resolution If a choice point finds no conflicting suggestions for a value, the decision is simple and it just picks the value suggested. More typically there are many suggestions and they don't all agree. It is important that these conflicts be resolved as sensibly as possible if there is to be any coherence. The general approach is to use the heuristic with the strongest criterion of applicability. The criteria for making a choice between two conflicting suggestions are (a) the strength of the suggestions, (b) the degree of compatibility with the other suggestions, (c) the extent to which the sources of the conflicting suggestions have other suggestions followed, and (d) the number and kind of sources of the suggestions. If the difference between the conflicting suggestions is great along any of these dimensions, the associated rule is used.
Postponement Postponement is an important component in the making of choices that are interdependent. One choice adds new constraints that strongly influence later choices. Aesthetics only
emerges when there is a set of inter-related choices; one hesitates to call an isolated atomic choice aesthetic. Because of this the order in which subproblems are attacked is very important. We want the relatively straight-forward choices to be made first because they already have a strong consistent justification. We want the choices with the least basis for a decision to be postponed as long as possible in the hope that by the time a choice finally has to be made additional constraints will have been added. Otherwise the choice would have to be made on a relatively arbitrary basis and the consequences (the additional constraints), if chosen badly, will cause trouble. Additional constraints often make the choice between the conflicting alternatives easier. The result of this contro strategy is that the final product is more coherent and less arbitrary.

The postponement mechanism is designed so that the choices with the most justification are made first, then those that are difficult due to conflicting suggestions, followed by those with the least to go on. The order in which postponed choice points are forced to continue is under-determined by these criteria. The unordered choices could be made in parallel, however the interdependencies between them are such that the order of execution could adversely affect some of the decisions.
Focus To help avoid this arbitrariness, we have a structure called the focus of the object being created. It describes the parts or aspects that are primary or deserve emphasis (e.g., Cinderella's personality, her relationship with her stepmother, the second scene and so on). Those choices that relate to the focus (e.g., Cinderella's speed) tend to be made first and so are more likely to be self-consistent and effective because they are not constrained by choices yet to be made.
Minimization of Arbitrariness and Maximization of Coherence The goals of this process of choosing is that the arbitrariness of each choice be minimal and the coherence of a set of choices be maximal. In Ani's filmmaking this means that each choice of any consequence should be compatible with the description of the film and Ani's general animation knowledge. Arbitrariness is minimized by use of knowledge in the form of suggestions and from the guidance of the focus. Coherence in this context means that the choices for the relative dynamics of the characters be satisfied and that the choices of activities of the characters be self-consistent and compatible with the choices of the character dynamics. Coherence results from the control structure that postpones troublesome choices and that focuses on the relatively more important ones. The aesthetics of Ani's films are a result of this striving for coherence, this minimization of arbitrariness, and the currently small amount of knowledge about animation and emotions that Ani brings to bear.

## Relationship to Other Work

The most illuminating comparisons of this work with others are briefly described below. A more complete discussion can be found in [1].
Meehan's Talespin One system that creates objects that are usually judged primarily on an aesthetic basis is Meehan's "Talespin" [4]. It makes up fables about talking bears, birds, and so forth. Talespin is told the initial conditions (e.g., a bear is hungry and a bird in a tree is sleepy) and spins a tale based upon a high-level simulation. The characters of the story generate plans to satisfy their needs and desires. Executing these plans causes the characters to interact forming the substance of Talespin's stories. The resulting stories are plausible but typically not very interesting or aesthetic since there is no higher-level structure to the stories and no notion of style or focus. Meehan's research, despite the problem domain is primarily concerned with plans and symbolic simulation, not with aesthetics.

Talespin is often faced with aesthetic choices: what name to give the bear, where the crow should be, what kind of food should be available, and so on. These story aspects are aesthetic in our
culture because they are aspects that we try to interpret as the result of purposeful choices made by the author. Not every aspect of a story is aesthetic. The number of letters in the name of a bear, the locations of the word "crow" on a printed page, and the amount of ink used in a description of food are not typically considered aesthetic choices. And writers rarely make deliberate choices regarding these aspects.

Talespin, however, rarely makes deliberate choices for those aspects that are normally considered aesthetic. Instead it either is told by the user, "chooses" randomly, chooses based upon a symbolic simulation of the characters involved, or chooses that which will help give the story a particular moral. The first two cases are not choice-making at all. The third is an interesting alternative to (or supplement of) the model presented herein. The difficulty is that simulation is concerned with plausibility, with having the components (the characters in the story) behave in a reasonable way. Aesthetics, on the other hand, is concerned with creating the world that such a simulation occurs in, with determining the rules of interaction, the goals of the components, and the initial conditions. The moral-fulfilling aspect of Talespin is more relevant to aesthetic choice. Unfortunately, it is a small, under-developed part of a large system.
Lenat's Artificial Mathematician One of the more creative A. systems of late is Lenat's AM [5] AM starts with very elementary concepts such as sets, composition, and equality. AM creates many new concepts, makes conjectures, and discovers new aspects of the original concepts. AM's heurstics propose tasks to perform that are explorations of this space and these are placed upon an agenda. The tasks on the agenda that are most interesting are performed first.

AM is probably the research most related to the work described here. This may seem odd since AM's domain is elementary mathematics which is very formal and well understood - almost the antithesis of aesthetics and art. Mathematics is formal and good models of it do exist, but, as Lenat points out, the exploration of mathematics, the heurstics that guide one in making conjectures, in constructing new concepts, and in evaluating them, in other words, the doing of mathematics is neither formal nor well-understood. The problems that Ani and AM address are both weakly specified: making good animation and discovering interesting mathematics. Both systems construct structures out of a very large space of possibilities. Since the creations of $A M$ and Ani are not judged as right or wrong but as interesting or dull, plausible or implausible, good or bad - aesthetic choice plays a crucial role. Both AM and Ani are knowledge-oriented, in contrast with other approaches which are simulation-based, search-oriented, or based upon a few very general pieces of knowledge. Both systems spend a considerable portion of their time deciding what to do, in addition to doing it.

There are many differences between the two systems, of course. The proposed tasks of AM can be viewed as suggestions from various heuristics as to what should be explored, however they are not treated as described above (e.g., combining, compromising, relating, and so on). AM has a focus of attention which tends to keep AM from jumping from topic to topic. Ani's focus instead influences the relative priority of the elaboration of the different parts. The control structures of the two programs are very different. AM keeps executing the most interesting task on its agenda, while Ani jumps from choice to choice on the basis of their past difficulties and the focus. AM executes its tasks in a fairly straight-forward manner, white Ani works on a choice by gathering, combining, and rejecting suggestions, noting and classifying conflicts, making compromises, and searching for more suggestions.

## Discussion

Generality To some it is plausible that the model of aesthetic choice presented here is applicable to any set of choices that are not primarily constrained by pragmatics, whether or not
there are aesthetic considerations. Others think the framework is only appropriate for the kinds of choices that Ani makes in creating simple films and are skeptical of any claims of generality. This issue is separate from the question of how easy it is to apply the framework described here to a particular domain. It may be very difficult to apply it, say, to the production of oil paintings, not because it is a bad framework, but because it is very unclear how to structure the space of choices, what the sources of suggestions are, where to get the necessary knowledge in a complete and detailed enough form and so on.

Nonetheless, one should be suspicious of claims of generality when something has been applied only to one example. In progress is another test of the model of aesthetic choice. The model is being applied to the design of block diagrams that illustrate papers and lectures. The problem is to choose locations and dimensions for the boxes, to decide where links between boxes should originate and end, where to place labels and in what font, and so on. Preliminary results indicate that the notions of suggestions, postponement, and focus have their natural places in this application. This will be described in detail in a subsequent publication.
What is Missing The framework presented for making aesthetic choices is simple. Several components are missing for building high performance systems. No means of undoing poor choices is included, for example. Also the structure of the set of choices explored is given to the system, while ideally that loo should be determined by the system. The examples discussed are limited to the selection of a single value for an element of a complex description. Many aesthetic choices are not the selection of values, but the generation of complex descriptions. Much of Ani's time, for example, is spent deciding what should happen in the scenes of the film. The problem is to create a description of the activities that should occur in a particular portion of a scene. While there are many similarities and parallels between this process of choosing activities and the selection of values, some special mechanisms were needed and are described in [1]
Where to Go from Here One avenue of future research is to attempt to apply the framework presented here to other domains to discover its shortcomings and strengths. Part of this involves extensive testing of computer systems like Ani. The focus, conflict resolution rules, or postponement criteria can be modified and the effects can be observed.

Another avenue of research is to attempt to fill in the missing components of the framework. The inability to undo previous decisions, for example, can be quite serious. The decision making process needs to be able to recognize when things are not right and to generate directed criticism to the choice points responsible. Choice points need to be extended to take such criticism into account and redo just that portion which needs changing.
Finally, one last avenue of further research is to formulate a general theory of aesthetics and incorporate it into the model. If formal aesthetic judgments can be made about the description and justification of a creation, then their discovery and inclusion in a model of aesthetic choice is a fascinating possibility.

Bibliography
[1] Kahn, K. Creation of Computer Animation from Story Descriptions, MIT PhD thesis 1979 (AI Lab TR in progress)
[2] Hewitt, C. "Viewing Control Structures as Patterns of Passing Messages", Artif. Intell., 8:3 (1977) 323-364.
[3] Kahn, K. "Ani: An Example of Computational Creativity", Proceedings of the AISB/GI Conference, Germany, July 1978
[4] Meehan, J. The Metanovel: Writing Stories by Computer, Yale University Computer Science Research Report 74, 1976
[5] Lenat, D. AM: An AI Approach to Discovery in Mathematics as Heuristic Search, Stanford AI Lab Memo AIM-286, 1976
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The conceptual system in medicine can be ordered by a relation between two concepts. We can then define a lattice structure over the ordered conceptual system. Such a lattice whose elments are the aggeregates of concepts can be used to simulate the inferential process of medical decision making. This model can potentially unify all models so far proposed for computer-based medical decision making, from both the statistical and empirical (Al) approaches. When combined with the semi-empirical approach, the model is able to constitute the computer algorithm which is most suited to attack the diagnostic problems, even where neither number of sample data per disease categories are large nor reliable medical knowledge has been provided. The model is also a good guideline by which one can clarify relations between medical terms and concepts, and to organize logical thinking into a knowledge system.

## 1. INTRODUCTION

The history of attempting to use the computer as a tool for clinical decision making goes beyond two decades. Since the beginning there have been two approaches in designing the computer alogrithm for medical decision making: The statistical approach [1]-13] and the empirical approach [4]-[6], the latter has been customarily called the artificial intelligence (Al) approach by its school.

The statistical approach is successful whenever enough samples can be accumulated for each category of diseases, but quite useless for more complicated differential diagnosis where reliable data samples are small. The Al approach illustrates its strength when the decision categories are extensive but also where sound medical knowledge for reasoning exists. Here the statistical reasoning based on the objective probabilites calculated from data is replaced by a decision criteria based on an expert confidence measure. But these theories seem to show their weaknesses when applied to the areas where empirical knowledge is neither well organized nor reliable.

Since 1971, the author has been working on the computer diagnosis of heart diseases based on a third approach, called "semiempirical" [7]. In the semiempirical approach, the specialist's diagnostic reasoning is first analysized and
broken down into more elementary processes. Then the decision process is reconstructed by a hierarchy of elementary decision compartments. The logic at each decision compartment may be given empirical knowledge at the beginning, but these empirical logics can gradually be replaced by probabilistic decision logics as statistically reliable data accumulates. The semiempirical approach thus builds a bridge between the statistical theories and the Al theories, and overcomes the limitations of the both approaches.

One of the gists of the computer-based clinical derision making is the modelling of dieases and simulating the expert's thinking processes based on the resultant model. In this paper a representation model for human inference processes based on a structure disease model is proposed. This model is a refinement and extention of the algorithmic frame, developed in the semiempirical approach. The model is called conceptual lattice model, because it uses relation among medical concepts. The model is not only relevant for the models proposed up to now, but also useful to unify the semiempirical approach, from the statistical to Al approaches.

## 2. CONCEPTUAL SYSTEM FOR MEDICAL KNOWLEDGE

Medical knowledge, as a conceptual system, has two embedded structures: biostructural (i.e., etiological, pathological, physiological, and
anatomical) semantics and hierarchical human information processings. If we consider any disease etiologically, we see casual relations between concepts parallel to the biological hierarchy. But the present biostructural knowledge in medicine is far from complete, and the biostructural conceptual systems cannot directly be modelled into computer programs.

The structure of human information processing for medical decision making is better ordered, and suitable to a multi-stage and multi-level information reduction process model. Usually a patient takes several tests in sequence. At each test the primary information concerning the patient's body or his specimens are reduced into symptoms and signs, and the medical consultant determines probable diseases from the information.

The ideal situation is that of human guessing based on observations going side by side with the biostructural casual reasoning. Conversely, the biostructural conceptual system may suggest the necessity for new observations. However in reality the medical consultant's mind works neither purely by observation nor on a biostructural basis. His thinking is somewhere in between. The conceptual lattice model thus intends to abstract the conceptual system structure embedded in the human mind.

## 3. CONCEPTUAL LATTICE

### 3.1 Definition

Let concepts used in medical decision making be $a, b, c, \cdots, y$, and $z$, etc. In the case of necessity we distinctively use $a, b$, and $c$ for definite expression with yes/no or with constant values included such as "having cyanosis" or "age less than 5 years old", while the $x, y$, and ${ }^{z}$ are used to express variables, such as "the number of white blood cells," or "the systolic blood pressure" without specifing their values. In general the $a, b$ and $c$ symbols correspond to propositions appearing in medical textbooks. If a concept a appears as an element to explain concept $b$, we write $a-->b$ in other words, we need the concept a in order to define the concept $b$ in some knowledge frame in current medicine. We assume a -----> a always nolds.

Let (x, B , Y … be the aggregate of concepts, we introduce lattice structure between the aggregate of concepts, which are called "conceptual lattices". For example, we may extract a partially ordered set of concepts from any given conceptual system having the relation
a disjoint set of subsets (aggregate of concepts)
$\alpha, B, \ldots$, and introduce a new realtion $\Rightarrow$ which is defined by " $\alpha \rightarrow$ Biff for any $a_{i} \varepsilon \alpha$ there exists a $b \in \beta$ such that $b \rightarrow a$ and for any $a_{1} \varepsilon \alpha$ there exists a $4 \varepsilon B$ sden that $\dot{0}_{1} \rightarrow$ $a^{\prime \prime}$, we again obtain a newlattice under certain additional conditions. The operations $\cap$ and $u$ can be introduced as l.u.b. $(\alpha, \beta)$ and g.l.b. ( $\alpha, \beta$ ) respectively, as usual [8].

To illustrate that the conceptual lattice model originates from a common language in science, few examples of conceptual lattices will be given. From an extremely reductionistic view point a patient is considered a physical system, whose state may either be represented by a boolean propositional lattice (classical case) or a weak modular lattice (quantum case) [9]. In usual pattern recognition language, a patient is represented by a n-tuplet observation, and the diseases correspond either to regions or subspaces in the $n$-dimensional space. These pictures are again examples of a boolean and a modular lattice system [10].

### 3.2 Inference Compartments

Between any two conceptual lattice elements $\alpha=\left(a_{1}, a_{2} \ldots, a,\right)$ and $B=\left(b_{1}, b_{2} \ldots, b\right)$ which satisfy $\alpha=>B^{m}$, we say that there exists an inter-nodal logic, which is a mapping between the two element concepts of the lattices. Since there may be several other lattice elements $\alpha ", \alpha ", \cdot .$, for the element $B$ with the same relation =>, the values of $b_{i}$ cannot uniquely be specified unless giveing a mapping which determines the values of $b_{i}$ uniquely based on the outputs of the above mapping. This new input-output relation within the lattice element, when specified by an explicit function relation, is called the compartment logics.

When compartment logics are specified, the conceptual lattice is called a state lattice. Elements of the state lattice are called state nodes. Concepts included in the state nodes are called state variables. Thus a state lattice which corresponds to a computer algorithm of diagnosis, is the model of physicians inference process for diagnosis. However a conceptual lattice only gives an algorithmic frame, and not the algorithm itself.

In order to specify a compartment logic one needs an empirical logic. Usually these logics are given by "If..., then..." sentences written by a medical consultant [4]. But for checking logical consistency, and for improving and up dating the logic, a logic table is preferable, because the size of the logics is usually very
large. Moreover table logic can easily be transformed into a probabilistic logic, such as linear discriminant function, as data is gathered. Thus a translator, which generates a table logic matrix from conversational "If... then..." type sentences becomes useful [7].

## 3. 3 Models for Progonosis

The applicability of the conceptual lattice model for progonosis problems is briefly explained. Prognosis is the prediction of patient state transitions. In our model, state transitions are represented by transitions between two state lattices. Symbolically we represent a patient's state at time $t$ by a state lattice $\psi(t)$ having $X_{1}(t), X_{2}(t), \ldots$ as its nodes. As was explained, these nodes may either be the concept (physiological variables) or an aggregate of concepts. We then denote the transition probability between two states $\Psi\left(t_{i}\right)$ and $\Psi\left(t_{j}\right)$ by

$$
\begin{equation*}
\left\{\Psi\left(t_{i}, \Psi\left(t_{j}\right)\right\} .\right. \tag{1}
\end{equation*}
$$

We may also consider the two probabilities

$$
\begin{equation*}
\left\{x_{i}\left(t_{i}\right), \Psi\left(t_{j}\right)\right\}, \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{x_{1}\left(t_{i}\right), x_{m}\left(t_{j}\right)\right\} \tag{3}
\end{equation*}
$$

If we take $X$ 's in (3) to be a same physiological parameter such as blood pressure, (3) predicts its change. However such predictive probability may not be known in general.

## 4. DISCUSSIONS

As we have emphasized the conceptual lattice model is not an algorithm for compuer-based decision making, but it is a methodology to generate an algorithmic "frame" with which one can draw in the body of logic which is "squeezed" from human empirical thinking. One of the salient feature of the above methodlogy is that the computer alogrithm accepts some incomlete data, which a usual probabilistic logic can not handle. Another big advantage of the conceptual lattice model is its evolutional feature, which uaual Al approachs do not emphasize.

Despite such partial success the model is still in its development stage. Several applications of the model has been attempted for heart, metabolic, and hematological diseases.
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## A THEORY OF THE ORIGAMI WORLD

## Takeo Kanade

Department of Information Science Kyoto University, Kyoto, Japan

## 1. INTRODUCTION

This paper presents a brief summary of a theory of the Origami world[4], a model for understanding line drawings in terms of plane surfaces and for finding their qualitative $3-D$ shapes by assigning the labels (+,,$- \mathcal{f}$ or $\downarrow$ ) to each line. The labels signify the physical meaning of the lines (Huffman [2]): the label + stands for a convex edge, - for a concave edge, and $\uparrow$ or $\downarrow$ for an occluding edge.

The theory is an extension of the work of Huffman [2] and Mackworth [6], but the feature is that it is surface oriented, that the precompiled knowledge is all contained in the augmented junction dictionary, and that the labeling is all symbolically performed using the filtering procedure not only for a consistency check of junction labels as in Waltz[7] but also in the consistency check of surface orientations in the gradient space.

## 2. SUMMARY OF THE THEORY OF THE ORIGAMI WORLD

### 2.1 Surface-oriented Assumption

An important feature of the Origami world is that it is surface oriented. This idea can be best illustrated by Fig. 1. Though it appears perfect, the Huffman-Clowes-Waltz labeling scheme for the trihedral world cannot handle it. The reason for this failure is that the trihedral world essentially assumes solid objects, and thus the picture of a box would need to be "super" perfect, as in Fig. 2, in order for it to be handled.

The assumption concerning the geometrical configurations around a vertex in the Origami world is as follows. The planarsurfaces meet edge to edge, no more than three surfaces of different orientations meet at a vertex, and the combination of the three orientations is general in the sense


Figure 1. A line drawing of a "box" scene. Though it
looks perfect, the trihedral labeling does not work for it.


Figure 2. A "super-perfect" line drawing of the "box" scene for the trihedral world,
that they span the three-dimensional space. Let us call such vertices up-to-3-surface vertices.

### 2.2 Legal Junction Labels for Up-to-3-Surface Vertices

Once we recognize the basic assumptions of the Origami world, we can generate the junction dictionary, as in the Huffman-Clowes-Waltz theory, which contains legal junction labels (i. e., possible line-label combinations) for each junccion type. Table 1 gives an idea of the degree of constraints imposed by the up-to-3 surface vertices compared with the trihedral vertices.

### 2.3 Augmented Junction Dictionary

Necessity $j$ A legal junction label represents a possible configuration of surfaces at a vertex. Consistently labeling a line drawing, so that all the junctions are given legal junction labels, is nothing but checking the consistency of surface interconnections by passing information by means of line labels from one junction to another. The Waltz filtering [7] on junction labels is known to be a good method for doing this. However, the labeling in the Origami world cannot simply rely on the filtering on junction labels. Because of the weaker restriction at the vertices than the trihedral world, a lot of anomalous interpretations exist in which the labeling is consistent, but the whole configuration is not possible [6].

Links: The junction dictionary for the Origami world is augmented for more thorough and global consistency check concerning surface orientations. The surface orientations are conveniently represented by means of the gradient space[2][6]. To each legal junction label is attached the information as to what constraints in the gradient space should be satisfied by the surfaces incident at the junction. Fig. 3 shows two examples. As shown in Fig. 3(a), the constraints are represented by the links which connect a pair of related regions and which include information about the constraints on their gradients. The properties of dual lines of the gradient space are used here.

In such a junction label as shown in Fig. 3(b), which is legal in the Origami world, we have an occluded intersection. It is typicall/ a result of folding a planar surface along $B C$, thus RI occludes a part of R2. A little more generally, we can include such cases that the intersection line of RI and R2 lies within the angle ABC. Therefore, the associated link represents that the gradient G2 of R2 should be inside of the fan-snaped area

* This research was done while the author was visiting Department of Computer Science, Carnegie-Mellon University, Pittsburg, Pa.

Table 1. The sizea of junction dictionaries.

| Junction <br> Type | Hulfman-Clowes <br> Dictionary | Origami World <br> Dietionary |
| :---: | :---: | :---: |
| L | 6 | 8 |
| ARROW | 3 | 15 |
| FORK | 3 | 9 |
| T | 4 | 16 |


whose origin is at Gl, and is bounded by the lines which are perpendicular to $A B$ and $B C$.

### 2.4 Labeling Procedure

The labeling procedure of the Origami world uses the augmented junction dictionary. First, the Waltz filtering on junction labels is performed. Then, the procedure begins to assign a junction label, which has been filtered and left, to each junction one by one. When a junction label is assigned to a junction, the constraints represented by the associated links are instantiated by the directions of lines of that particular junction.

Consistency of surface orientations is tested by using these instantiated constraints. The test can be performed by an iterative "filtering" operation defined on a labeled graph called a Surface Connection Graph (SCG), in which a node represents a surface, and an arc represents the instantiated constraint between the surfaces. The feature of this labeling procedure of the Origami world is that all the constraints are maintained symbolically in the SCG during the computation.


(a)

(b)

(c)

(d)

Figure 4. The "cube" scene has three labelinge: (a) a convex corner; (b) a concave corner. (c) This represente a shapa which can be made as shown in (d)
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Table 2. Various labeling schemes as amethod of ageneralor and a tester.

| Method | Generator |  | Testor |  |
| :---: | :---: | :---: | :---: | :---: |
| Hullman <br> Clowes <br> Waltz | Trihedral junction dictionary <br> Trihedral junction diclionary with cracks, shadows, olc | Stri |  |  |
| Mackworth | Sequential generation of most connected interpretations |  | Constructive test on coherence rules in the gradient space | $S_{\text {poly }}$ |
| Huffman |  |  | $\phi\left(\phi^{\prime}\right)$ point test for all the cut sels in the line drawing | $S_{\phi}\left(\phi^{\prime}\right)$ |
| Origami World | Up-to-3-surface junction dictionary | $5_{u p 3}$ | Filtering ol spanning angles on the SCG | Sorigami |

The above two points (3.2 and 3.3) are actually closely related problems, for whose solution we need to identify more assumptions concerning image formation process and objects in concern. The recent paper [5] by the author presents a theory and a technique which can recover "natural" quantitative 3-D shapes of an object from a single picture, so that we can generate images of the same object as we would see it from other directions.
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(b)

Figure 5. There are eight labelings in total for the "box" ecene. Two of them are shown here: (a) correaponds to an ordinary box; (b) "squashed" box The diagram represents the constraints in the gradient epace for the labeling(a).

## 3.3 "Natural" and "Unnatural" Interpretations

One of the common impressions we tend to have about those multiple interpretations is that most of them are "unnatural", and therefore it is a disadvantage of the theory to allow them. It is true that we do not usually think of such peculiar shapes as Fig. 4(c) and 5(b) in interpreting these line drawings. It should be very difficult even to imagine those shapes as possible interpretations. However, any labeling is geometrically no more "natural" or "unnatural" than others, unless we use more assumptions.


Figure 6. Relationship emong various subsels of interpretations.

# A KNOWLEDGE-BASED APPROACH TO USING EFFICIENCY ESTIMATION IN PROGRAM SYNTHESIS 
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#### Abstract

This paper describes a system for using efficiency knowledge in program synthesis. The system, called LIBRA, uses a combination of Knowledge-based rules and algebraic cost estimates to compare potential program implementations. Efficiency' Knowledge is used to control the selection of algorithm and data structure implementations and the application of optimizing transformations. Prototypes of programming constructs and of cost estimation techniques ere used to simplify the efficiency analysis process and to assist in the acquisition of efficiency Knowledge associatod with new coding Knowledge. LIBRA has been used to guide the selection of implementations for several programs that classify, retrieve information, sort, and generate prime numbers


## I. INTRODUCTION

Efficiency considerations often impose conflicting demands on a program synthesis system. On the one hand, a synthesis system must produce an efficient target language program; on the other, It must produce that target code In a reasonable amount of time end without running out of storage. This paper discusses a system that takes a middle ground between the extremes of 1) constructing all possible programs that meet the specification and picking the most efficient, and 2) using default implementations. The system, called LIBRA, uses a knowledge base of efficiency rules to guide the construction of relatively efficient target language programs in a reasonable amount of time. LIBRA works from a more abstract specification and considers a wider range of target-language Implementations than optimizing compilers. Many choices must be made, and making a good decision depends on a global view of the program. The target programs 8re not guaranteed to be optimal, but the efficiency knowledge is designed to allow the flexibility of trading off target-program efficiency for speed and compactness in the synthesis process.

The basic paradigm Is heuristic search through a set of more and more complete program descriptions. Estimates of the execution costs of program implementations are used as evaluation functions in the search. Symbolic, algebraic program analysis is used to estimate the execution costs, knowledge about the time and storage costs of data structures and operations is used to choose combinations of algorithms and data representations and to control the application of optimizing transformations. Rules about Dlausible Implementations are used to prune the search tree. IBRA has been been used to guide the construction of several variants of programs that retrieve Information, sort, classify, and generate prime numbers.

## 2 BACKGROUND

LIBRA is an extension of an interactive program synthesis system that generates implementations in a target language by a series of transformations and refinements of program descriptions, called coding rules. The knowledge base of coding rules was developed by Barstow [1]. The knowledge base allows programs In the area of symbolic processing to be specified in terms of constructs including sets, mappings, set operations, and

* This research was supported in part by a Fannie and John Hertz Foundation Fellowship, in part by a National Science Foundation Fellowship, in part by Systems Control, Inc., under the Defense Advanced Research Projects Agency Order 3687, Contract N00014-79-C-0127, and in part by the Stanford Artificial Intelligence Laboratory under the Defense Advanced Research Projects Agency Order 2494, Contract MDA 903-76-C-0206.
enumeration. The knowledge in both the coding rules and efficiency rules permits the construction of programs using lists, arrays, hash tables, property lists, and several enumeration, sorting, and searching constructs. The target programs are written in a subset of INTERLISP.
Most of the rules are not specific to the target language. For example, there are 5 or 10 rules that gradually refine a set into a hash table, and then a few language specific rules for refining the hash table into LISP. Although the general paradigm is refinement from abstract to more detailed program descriptions, transformations such as combining nested blocks of code or nested loops are also allowed. LIBRA decides whether or not to apply such a transformation just as it decides which of several refinements to apply, by looking at the global execution cost estimates or by applying heuristics.

LIBRA and the coding rules function together both as the synthesis phase of the PSI program synthesis system [2] and as an independent synthesis system. Figure 1 shows a simplified view of the synthesis phase and its relation to the rest of PSI. The other modules of the PSI system allow the description of programs by English dialogue or by examples or traces, and translate the specification into a complete high-level language description. A specification in this high level language can also be given directly to the synthesis phase.


Figure 1. A LIBRA's eye view of program synthesis in PSI 3. PREVIEW

LIBRA chooses from among applicable refinements in the knowledge base of coding rules through additional sets of rules that can be easily modified. For example, rules about planning, derived from previous analyses of how to make particular implementation decisions, reduce the effort of explicitly constructing .and comparing alternative implementations. Related decisions are grouped to reduce the size of the search space and to make cost tradeoffs more obvious. Rules about scheduling and resource allocation set priorities that reflect the importance of a coding decision and the effort expended in making the choice.

When appropriate, alternate implementations are explicitly constructed and compared analytically. The comparisons use rlobal cost estimates to reflect the interdependence of decisions The cost estimations can be made at any stage of the refinement process, although estimates of more completely refined programs are generally more accurate. LIBRA computes upper and lower bounds on the estimated execution cost and uses them for pruning program implementations with branch and bound. These ounds are also useful in identifying parts of the program that might lead to bottlenecks. Refinement resources are then concentrated on those parts of the program.

Since the knowledge-based is modular, it facilitates the acquisition of new programming knowledge. The same prototypes of programming constructs and of cost estimation procedures that simplify the efficiency analysis process are also quite useful in adding the efficiency information to match the coding knowledge that is in the system. A semi-automated process for adding new efficiency information has been developed.

The focus of this article is on the overall efficiency framework and on the knowledge-based aspects of LIBRA. More details on the analysis procedures and on other topics only covered briefly here can be found in [3].

## 4. THE PROBLEM

The question addressed here is how to select an efficient implementation for a high-level program specification, given a set of rules for constructing the possible implementations. It is assumed that there may be a Very large number of possible implementations and that it is not possible to construct and compare all possibilities explicitly. The desien goal was to produce a system that would automatically select implementations and that would be compatible with the refinement paradigm for program synthesis.

The following example illustrates the type of problem that LIBRA solves. The problem is to synthesize a good implementation of a simple database retrieval program.

The program first inputs a database of news stories. It then loops, accepting a keyword command and printing a list of all stories in the database that contain that keyword, alphabetized by story name. The special keyword "xyzzy* causes the program to terminate.
As part of the program specification, the user may specify information such as the estimated number of times a keyword command will be given, the expected number of stories in the database, and the average number of keywords per story. Some variations of this example are developed further in later sections.

### 4.1 Implementation issues

Given a high level program description, there are several types of implementation issues to be considered:
-- choosing data structure representations

- implementing high level operations
- applying optimizing transformations

Some of the major difficulties in resolving these issues arise from the need to consider:

> - time and space trade-offs
> - dependencies among decisions
> - efficiency of target program versus $\quad$ efficiency of synthesis

Thus, in the program described above, a representation for the database must be chosen, and a method for finding the stories associated with the keyword must be chosen. If there is the an opportunity to apply a transformation such as combining two loops, it must be determined whether that transformation will actually improve the performance of the target program.

Often there is no ideal representation that minimizes both space and time. In the news retrieval example, the database can be
represented as a mapping from stories to sets of keywords. Unless the database is relatively small, it will take quite some time to search for all the stories containing the given keyword and to sort that list. Another possibility is to use an additional representation of mappings from keywords to a sorted list of stories containing that keyword. If keyword searches are requested frequently, this would improve the running speed, but at the expense of additional storage space.
When more than one data structure is involved, it may not be possible to make implementation decisions independently. Given most cost functions, there will be cross-product terms involving the space from one representation and the time from an operation on another. For example, this could happen if the cost function were the product of 1) execution time of a statement, 2) number executions, and 3) total storage in use, summed over all statements in the program. These cross-product terms make it impossible to analyze the costs of the decisions independently. The best implementation choice also depends on the relative frequency of the retrieval operations and the sizes of the data structures.

### 4.2 Some subproblems

Some subtasks of this general problem of finding an efficient implementation include codifying the efficiency knowledge needed to:

1) symbolically estimate and compare execution costs

One way to choose a good implementation is to make several alternative refinements, estimate the costs of the resulting program implementations, and choose the best one.
2) store and apply previous efficiency analysis results

To avoid excessive analysis, it is helpful to be able to exploit the results of previous analyses. So there should be a mechanism for adding rules such as:
"In refining a set that has more than 30 elements and that is used only to test membership and add and delete elements, the hash-table representation is a good choice."
"In refining a sequentially represented set in which elements are frequently inserted and deleted, use a linked list rather than an array." (This avoids shifting.)
3) concentrate effort on important parts of the program

The synthesis system should determine whether the representation of the database has a greater effect on the global program cost than the choice of alphabetizing technique, and should use that information to focus synthesis resources.

### 4.3 Related research

Onfy some of the types of efficiency knowledge described in the previous section have been codified for machine use. The primary research has been in data-structure selection systems. Some verification and theorem proving systems can prove facts about the execution performance of programs, but tney do not use this information to guide program synthesis. The use of efficiency knowledge in program synthesis has not been addressed by debugging or analogy approaches.

The data-structure selection systems all use cost estimation for comparison of implementations. Low [4] uses numerical cost estimates to choose data structures from among a library of implementations. To find branching probabilities, the system inserts statement counts into a default implementation that is run on sample data. Set sizes at different points in the program are determined by querying the user. Morgenslern's system, a part of PROTOSYSTEM-1, [5], uses estimates of file input/output and sorting costs to choose file system organizations and order the flow of processing operations in management information system.
These systems include heuristics for avoiding complete search, but the heuristics are not always expressed explicitly. Low's system has a built-in rule for avoiding multiple representations by forcing all data structures to have the same representation throughout the program and by constraining all data structures that are arguments to a common operation to share an identical
representation. Rovner [6] extended Low's work to the selection of associative data structures and also allowed the selection of redundant representations. Heuristics about when to consider redundant representations and about other cost-tradeoff assumptions were carefully noted in the description of the system, but were not expressed as independent rules in the system implementation.

Several different search strategies have been tested. Low and Rovner use hill climbing among the estimated costs of the target programs to choose an implementation. Morgenstern uses a dynamic programming algorithm specifically tailored to choose structures for large files. Wegbreit [7] Rives some examples of the use of performance analysis To drive a program transformation process. LIBRA represents its resourcemanagement strategy in rules. One of the rules, which suggests consideration of the high potential impact decisions first, is similar to the techniques used by Wegbreit and Morgenstern.

Several other approaches to the problem of data structure selection have been taken. The SETL project [8] uses a more traditional optimizing compiler approach to choose set representations based on a small set of alternatives. The svstems described in [9] and [10] attempt to match modelling structures with the users needs. An unsolved problem in this approach is how to combine several modelling structures into one representation

## 5. A FRAMEWORK FOR EFFICIENCY ESTIMATION

LIBRA was designed to explore the feasibility of combining analytic and knowledge-based approaches to efficiency estimation. The basic idea in the framework is heuristic search through e tree of partially implemented program descriptions. Efficiency rules from LIBRA are used to control the search and to add efficiency-analysis information to the program description. Coding rules from Barstow's knowledge base are used to refine the program description into a more concrete description.
The root node of the search tree is the initial program specification and the leaf nodes are target language programs. Each of the intermediate nodes is a partially implemented version of the entire program. The order in which refinements are considered affects the subtree that is constructed. The focus of attention for refinement may be limited to a particular part of the program, but comparisons between nodes are based on global execution costs. The free of partial program implementations, each with an agenda of synthesis tasks, serves as a workspace for recording the state of the search (see Figure 2 below).
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Figure 2. Overviow al efficiency íamework.

A somewhat simplified description of the search strategy is: pick a program implementation to work on, pick a refinement task within that implementation, pick - coding rule to achieve that task, and finally apply the coding rule and any associated efficiency rules.

Search-resource-management rules choose a program implementation and then a part of that program to work on. These rules assign priorities to tasks to ensure that the tasks are carried out within the limits of the resources.

When refining a part of a program, all relevant coding rules are retrieved and tested for applicability. Plausible-implementation rules are used to help decide which coding rule to apply. These rules contain precomputed analyses and are used to restrict the possible coding rules to those that seem reasonable in the given program situation, thus pruning the search tree.

Sometimes several coding rules seem plausible. Separate program descriptions are set up and refined, then compared using the cost estimates determined by cost-analysis rules. Search-resource-management and plausible-implementation rules may call on the cost-analysis rules for symbolic execution cost estimates to compare different implementations and identify potential bottlenecks in the target program execution.

## 51 Assigning priorities to decisions

Since all implementations cannot be considered in equal detail, the quality of the decisions depends on the order in which they are considered and the depth to which the consequences are explored before making a commitment. The search-resourcemanagement rules use scheduling and resource allocation tc balance the final program performance with the cost of choosing and constructing the implementations.

Task-ordering rules determine the ordering for attempting different refinement tasks. Ordering principles include expanding complex programming constructs, such as "SUBSET" early to expose choices, and postponing choices of refinement rules and low level coding details until the major decisions have been made.

Choice-ordering rules find an order for considering the decisions that must be made. One of these rules suggests allocating the most resources to the decisions that are likely to lead to bottlenecks and making those decisions first. Section 5.3 describes how these high potential impact decisions are identified. LIBRA makes an adjustment to the potential impact of a decision to reflect the accuracy of cost estimates for the current level of program development and the expected cost of completing the refinement process. Without this, a highly refined implementation might be abandoned in favor of a very abstract description with a slightly better optimistic estimate that is probably not achievable.

### 5.2 Applying plausible-implementation rules

The plausible-implementation rules in LIBRA describe the situations under which data structure implementations are appropriate, when different sorting operations are plausible, and when to consider using more than one representation for a data structure. This knowledge is used to compare implementations without the expense of explicit construction and evaluation of execution costs of all alternatives.

The plausible-implementation rules are structured conditionaction rules. The condition of a rule about data structures, for example, states all the critical uses of a data structure that make the rule relevant. Efficiency information such as the size of a data structure and the number of executions of a statement may be used in the rule condition. The rule action can set a Boolean combination of constraints for a set of program parts requiring that they be refined (or not refined) to a particular programming construct. A three valued logic (satisfied, impossible, possible) is used to check constraints.

### 5.3 Estimating execution costs

LIBRA includes a knowledge base of rules for estimating the execution cost of a program description at any stage of the refinement process and with varying degrees of accuracy. The user is expected to provide some basic information about the program, and then LIBRA Keeps the analysis updated for the rest of the refinement process. For example, in the NEWS program, the basic information needed is the expected number of stories, the average number of Keywords per story, and the number of times the main loop in the program will be executed for a given database. LIBRA then makes analysis transformations in parallel with refinements so that more accurate cost estimates can be associated with succeeding nodes in the tree. Some analysis rules are associated with particular coding transformations. Many rules, such as those for analyzing Boolean combinations, are associated with coding constructs rather than transformations, information about parameters such as data structure sizes, statement running times and execution frequencies, and data structure usage information is maintained.

The top-down, incremental analysis allows programs to be analyzed that would be difficult to analyze automatically if only the target program were presented. An advantage of combining the stepwise refinement with this sort of analysis is that classes of implementations can be compared by considering the cost estimates for intermediate program descriptions rather than explicitly expanding the tree and comparing the target language programs.
Estimating execution costs is not an exact science. LIBRA attacks the problem by using both upper and lower bounds on the execution cost. The upper bound, or achievable estimate, is calculated by introducing a standard implementation for each of the programming constructs used and by assuming that standard Implementation choices are made for the rest of the refinement process. The lower bound, or optimistic cost estimate is based on a lower bound for implementations Known to the program, not a theoretical lower bound. Global optimistic cost estimates are estimated by assuming optimistic costs for each of the constructs in the program and by assuming that no representation conflicts occur.

The importance of a decision is measured by its potential impact. This is achievable bound cost estimate and the execution cost estimated when optimistic cost estimates are used for all parts of the program involved in the decision.
A general model of program constructs and specific models for each construct are used to organize the cost estimation process. Also, a standard cost-compulation process allows sharing of subroutines between estimation strategies for making quick estimates and for performing more detailed (and usually more expensive) analysis.

## 6. AN EXAMPLE

This section will consider the implementation of a retrieval program in more detail. The problem to be implemented, called NEWS, is:

Read in a database of news stories. The DATABASE is a mapping from stories to sets of KEYWORDS. Repeatedly accept a keyword and prints out a list of the names of the stories in the database that contain that keyword. When the special command "xyzzy" is given instead of a keyword, then halt.
LIBRA has directed the implementation of several versions of NEWS. Under different assumptions about the size of the database or the cost function to be used, different implementations are selected. Figure 3 below shows the tree of implementations that is generated and searched under certain assumptions about data structure sizes and branch probabilities. The major choices to be made in implementing NEWS are choosing representations for the DATABASE mapping and for the KEYWORDS set.


Figure 3. Overview of NEWS implementation.

### 6.1 Alternale imolementation daths

A'number of ways to implement NEWS are possible with the current set of coding rules. One refinement path, node G in the search tree of Figure 3, is followed through in more detail in the following sections. It involves representing DATABASE internally as a hash table of stories, with each story in turn having a hasn table of keywords. The cost function used in this case is the product of running time and number of pages in use. LIBRA chooses a hash-table representation for KEYWORDS because there are many Keywords for each story. The time to convert the set of keywords into a hash table is balanced by the time savings from the membership test, which is faster as a hash-table look-up than as a search through the list of keywords (for large keyword sets). The DATABASE representation decision is similar. Both choices are reinforced by the fact that the main loop is executed many times before exiting with "xyzzy."

Under other assumptions, a path through node $B$ is taken and a linked-list representation is selected. If the loop is executed only a few times or if the number of keywords associated with a story is small, then the time required to convert the database from the list of pairs (<story, keywords>) representation to a hash-table representation is not outweighed by the fast hash-table look-up operations. If space is a critical factor in the cost function, another path through $B$ is taken in which the original representation of a list of pairs is preserved. This avoids using any additional space, but at a cost in time.

A different tree than the one pictured in Figure 3 may also be searched. Suppose there are only a few keywords per story, many stories, and a cost function dominated by running time. Then the representation of the DATABASE mapping is a more critical decision than the KEYWORDS set representation, because the lime for the membership test would not differ greatly for the different representations. If fewer resources are available for synthesis than in the examples described above, then some of the less reliable plausible-implementation rules are used. For example, nodes F and H are not considered when a plausibleimplementation rule that prefers hash-table representations to property-list entries is applied.

The implementations that LIBRA chooses in this case are about the best possible with the current set of coding rules. People can do better on the NEWS example by using representations outside the scope of the coding rules. However, for any given sot of coding rules, allowing people to make the decisions would not produce better implementations.

### 6.2 Initial refinements in NEWS

The following sections show more details of the path leading to node G. By questioning the user, LIBRA determines that the expected number of stories in the database is 80 , the average number of keywords per story is 100, the expected number of iterations of the loop is 300 , and the probability that the command is a keyword of the average story is .01 .

LIBRA first calls on the coding rules to make refinements that do not involve any decisions. For example, the input DATABASE is refined to the standard input format for mappings, a lift of pairs <story, keywords, and the set of KEYWORDS is refined into a linked list. LIBRA applies plausible-implementation rules to decide whether to consider multiple representations for the KEYWORDS set and the DATABASE mapping.
During refinement, a "for-all statement enumerating the domain of DATABASE is created. It is refined into an explicit enumeration of the items of domain, since only one coding rule is applicable. To decide how to refine the enumeration, more information about the representation of the domain is needed. LIBRA does not consider all possible representation of the domain set explicitly; the choice is made by the application of plausibleimplementation rules. For example, two of the efficiency rules -bout sets are:

If the only uses of a set $A$ are for enumerations over that set, and if $B$ is another representation for $A$ that is easily enumerable, then use the same representation for $A$ as for B.

If all ur.es of a set are for enumerations, or as pointers to positions in set, or as tests of the state of the enumerations, and if the target language is LISP, then refine the set into a linked list.

These rules determine that domain set, which is used only for enumeration and is not an alternate representation of some other set, should be refined into a linked list, a linked-list should be used. Therefore constraints on the domain set are established, and it is refined into a sequence, and then into a list (rather than an array) with the choices between applicable coding rules resolved by the constraints.

Some of the details of constructing the domain list and the enumeration of the domain are postponed by search-resourcemanagement rules because LIBRA predicts that no decisions will be involved and the cost estimate for that part of the program will not change significantly. Other choices that arise and cannot be resolved by plausible-implementation rules are also postponed until other useful refinements are finished.
6.3 Identifying the most important decision

All of the changes above take place in node A of Figure 3. During this refinement, several choices are postponed. These choices are 1) how to refine the DATABASE mapping used inside the for-all, and 2) how to refine the KEYWORDS set within that mapping. What is the effect of each of the two choices to be made in this example?

The internal representation of DATABASE, (DB1), is used for retrieving the map value (keyword sets) of stories once per story per command. Possible implementations for mappings range from a linked-list format that make retrieval linear in the number of stories to associative structures that have nearly constant retrieval time.

The keyword sets in DB1 (KEYWORDS 1), are used in a "member(command, KEYWORDS)" test. This test is executed one for each story for each iteration of the loop. Possible implementations give membership tests with times ranging from linear in the number of keywords to nearly constant.

Since the number of keywords is greater than the number of stories, the keyword representation has the largest cost differential and "s more likely to be a bottleneck in the final program if care is not taken in the representation choice. According to the choice-ordering rule about making high potential impact decisions first, the next step is to look at the possible refinements of KEYWORDS1.

Decision-making resources are assigned. Currently the resources measured are The CPU time used in carrying out the refinements and the number of nodes used in the refinement trees. The resources needed to complete a program implementation without making choices are estimated and subtracted from the total available resources. Decision-making resources from the remainder are assigned in proportion to the estimated importance of the decision. Then, separate program descriptions are set up (actually they share some substructure) in which each of the alternate coding rules are applied. In this decision, the applicable rules allow either refining the keyword set into an explicit set, leading to search node B, or into an explicit mapping, leading to search node C.

### 6.4 Exploring two implementations for KEYWORDS!

LIBRA'S goal Is to refine the alternatives ( $B$ and $C$ ) enough so that the comparison among implementations will be informative. The resources previously assigned give upper limits on the time and space to be spent on getting a more accurate estimate of the program cost of the implementation being explored. Each program description also has a "purpose" to be fulfilled, which serves as a test of whether the task has been achieved and is used to set some of the task and choice-orderine strategies. There is also a set of program parts that is to be the focus of attention of processing. In this case, the KEYWORDS 1 data structure and the representation conversion and the membership test are included in the focus set.

In the first program description, search node $B$, the explicit-set rule is applied and refinement proceeds until all relevant tasks arc satisfied -- the resources allowed for writing the program are generous in this example. At the conclusion, the keyword set for each story has been refined, after the application of several coding rules, into a LISP list, and the membership operation has been refined into a list search.

Refinement of search node C, the program description in which the explicit-mapping rule was applied, also halts because all relevant tasks have been accomplished. Here the keyword set is refined to a mapping and membership tested by seeing if there is mapping for the given key. There is also a representation conversion since the keyword set is represented as a list in the input.

LIBRA then computes optimistic and achievable bounds on the cost of the whole program for each program description. In the linked-list implementation, B, the optimistic estimate is 18000 millisecond-pages, and the achievable bound is 48000. The optimistic and achievable cost estimates for the mapping representation, C, are 1000 and 40000 respectively. Branch and bound is applied to eliminate any implementations with optimistic estimates worse than the achievable estimate of some other implementation. Neither implementation is eliminated in this case, though later in the refinement of NEWS this technique will be fruitful. Node C has the best optimistic estimate and is chosen for further refinement.

### 6.5 Refining (he rest of NEWS

The remaining decisions are choosing a refinement for the explicit mapping of KEYWORDS! and choosing a refinement for DB1. The database decision is chosen by the potential impact method. Three program descriptions are set up to consider the three applicable refinement rules -- one to consider refining the mapping to a list of pairs (search node D), one to consider a stored mapping (nodo E), and one to consider a distributed mapping (node F). The relevant parts of the program, those related to the DB1 decision, are then refined in each program description. For example, the stored mapping is refined to a hash table. The resulting program descriptions are then compared
with each other end with Other program descriptions that have been temporarily abandoned, such as the search node B. As Figure 3 shows, nodes $B$ and $D$ can be eliminated from further consideration because even their lower bounds ere worse than achievable bound on node $E$. The most promising implementation, search node $E$, is then chosen and refinement continues.
The final decision to be made is how to represent the KEYWORDS! set, which has been refined into • mapping. As in the refinement of node C , there are three applicable coding rules. However, there is an applicable plausible-implementation rule about mappings that eliminates one of the possibilities.

If a mapping has already been refined from a set, then do not refine it into a set of pairs.

Thus, only two coding rules are considered. These rules are both tested, in search nodes $G$ and $H$. The stored mapping, leading to the hash table representation in node $G$ proves to be the best choice. At this point, the cost estimate is precise enough to eliminate all the other possibilities. Thus, the best possibility is the implementation of both the keyword set and the mapping DB1 as hash tables. As refinement continues, several other choices of coding rules are presented, but they are all resolved by plausible-implementation rules. The decisions made include choosing to recompute rather than store values that are easy to compute. The program description is finally refined into a LISP program.

## 7. KNOWLEDGE ACQUISITION AIDS

LIBRA includes mechanisms to assist in the acquisition of new programming constructs, including the additions that are made to efficiency Knowledge when new coding Knowledge is added When new high-level constructs are added, such as new types of sorts, or trees, new efficiency Knowledge is needed to analyze these constructs, their subparts, running times, and other efficiency properties. LIBRA'S prototypes of programming constructs are consulted by acquisition-aid routines when new constructs are added. Some of the necessary information can be deduced automatically, and the user is asked specific questions to obtain the rest.

Estimates of running time and space usage depend on the target language and target computer. LIBRA provides a semi-automatic procedure for deriving cost estimation functions from the set of functions for the target language constructs. This procedure can be used in to update efficiency rules when new coding rules are added. Currently only times estimating functions are derived, but a similar process could be used to check the accuracy of the plausible-implementation rules in the system when new coding Knowledge is added.

## 8. CONCLUSIONS ANO FUTURE DIRECTIONS

The use of efficiency estimation in program synthesis is a new but promising field. The issue of data-structure selection has been studied in some detail, but not the issue of estimating the effects of applying high level program transformations. LIBRA provides a framework in which both data-structure and algorithm selection can be treated. The heuristics that suggest orderings for considering refinement tasKs and decisions and that suggest plausible implementations and when to consider multiple implementations are expressed explicitly as rules. A start has been made on symbolic algorithm analysis, and incremental analysis is used to make the analysis process tractable. One of the goals in LIBRA is to breaK up Phe programming process into manageable chunks in order to learn more about the sequences of implementation choices available, how the choices interact, and when and how the choices should be made.
To extend LIBRA to complete automatic programming system, additional research would be needed. For example, to write more complex programs such as compilers or operating systems, more coding and efficiency rules about constructs such as bit-packing, machine interrupts, and multiprocessing would need to be added to the system. However, the efficiency techniques described here should be sufficient to control combinatorial explosion.

Higher level optimizations, extended symbolic analysis and comparison capabilities, and more domain expertise are some feasible extensions to LIBRA. Another possibility is to automate the checking of conditions in the heuristic rules by doing a complete search through the current set of coding rules. Automatic generation of heuristics based on analysis of symbolic cost estimates would be another important addition. Adding an inference process to both the coding and efficiency estimation process would also be useful, though not as straightforward.
More powerful symbolic comparison techniques are also possible. For example, the range of values for which one implementation dominates another ( $\mathrm{cl} . \mathrm{N}^{2}$ over $\mathrm{c} 2 . \mathrm{N}$ ) could be determined. The user would then only have to say whether N was within a particular range, rather than giving a definite value. Another use of symbolic costs is in proposing alternate solutions, each with the conditions that make that solution the best choice. If, for example, the cost for primitive operations such as multiply are given as ranges, the system could produce the solution "implementation $X$ is best if the target machine has a Very fast multiply, but implementation $Y$ is best if multiplication takes about the same time as addition.**

LIBRA has demonstrated the feasibility of the approach described here, but has by no means exhausted the research topics in efficiency estimation for program synthesis.

## REFERENCES

[1] Barstow, D. R. Knowledge-based Program Construction. Elsevier North-Holland, New York, 1979.
[2] Green, C. C. "The Design of the PSI Program Synthesis System.'* In Proceedings of the Second International Conference on Software Engineering, Computer Society, Institute of Electrical and Electronics Engineers, Inc., Long Beach, California, October 1976, 4-18.
[3] Kant, E. Efficiency Considerations in Program Synthesis: A Knowledge-based Approach, Forthcoming Ph.D. thesis, Stanford University, 1979.
[4] Low, J R. Automatic Coding: Choice of Data Structures. ISR 16, Birkhaeuser Verlag, Basel, Switzerland, 1976.
[5] Morgenstern, M Automated Design and Optimization of Management Information System Software. MIT Laboratory for Computer Science, Ph.D. thesis, September 1976.
[6] Rovner, P. D. Automatic Representation Selection for Associative Data Structures. Ph.D. thesis, Computer Science Department TRIO, The University of Rochester, Rochester, New York, September 1976.
[7] Wegbreit, B. "Goal-D«rected Program Transformation." In Third ACM Symposium on Principles of Programming Languages, January 1976.
[8] Schwartz, J. T. "Optimization of very High Level Languages." In Computer Languages, Vol. 1, Permagon Press, Northern Ireland, 1975, 161-194.
[9] Rosenschein, S., and Katz, S. "Selection of Representations for Data Structures." In Proceedings of the Symposium on Artificial Intelligence and Programming Languages, August,
[10] Rowe, L., and Tonge, F. M "Automating the Selection of Implementation Structures". IEEE Transactions on Software Engineering, Vol. SE-4, 6, November 1978.

```
S. Jerrold Kaplan
Computer Science Department
Stanford University
Computer Science Department
```

Stanford, California 94305

Stanford, California 94305

Eric Mays
Aravind K. Joshi
Department of Computer and Information Science University of Pennsylvania Philadelphia, Pennsylvania 19104

A difficulty in designing a Natural Language (NL) interface to a Data Base (DB) management system is insuring that DB updates do not obsolete the NL components. Of particular concern is the lexicon (the list of words that the system can process), mainly because $N L$ queries can contain terms that appear as values in the $D B$, and hence are subject tc change as the contents of the DB changes. For example, to process the question "Does John Jones still work for the company?", it is necessary to identify the string "John Jones" as a (potential) value in the "EMPLOYEE-NAME" field (assuming a suitable DB). If such names must appear in the lexicon for the system to process the query, then the lexicon will go out of date as the company's personnel shifts. Using the DB itself as an extension of the lexicon is equally problematic: the system will be unable to parse and provide a negative answer to such a question if the name does not appear at all in the DB.

The approach suggested here is to infer a plausible field from the context of the query and semantic information about the domain that is implicitly encoded in the structure of the DB. This technique has been implemented in CO-OP, a NL DB query system that provides cooperative responses and operates with a typical CODASYL DB system. CO-OP treats the problem of selecting a plausible field as a special case of resolving semantic ambiguities. Examples drawn from the implementation are presented.

## A. Introduction

When designing a Natural Language (NL) interface to a Data Base (DB) that is subject to updates (a "live" DB), it is useful to insure that changes in the contents of the DB do not require separate adjustments in the $N L$ components. This eliminates the need for periodic intervention in the interface to keep it consistent with the DB. The property of remaining up to date on a live DB could be called transparency of DB update.

One component of NL DB query systems that is particularly prone to obsolescence is the lexicon - the vocabulary required by the system to parse and interpret the $N L$ queries. The main reason for this is that the queries can contain terms that appear as values in the DB, and hence are subject to change as the contents of the DB shifts. Consider the question "Has William Smith checked out of room 423?"** To process this question, it is necessary to identify William Smith as a hotel guest (perhaps a potential value of the "GUEST-NAME" field of a record). If such names are explicitly coded in
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The examples given in the text are drawn from an imaginary DB about the operation of a hotel. Examples drawn from two real DBs are presented in the conclusion.
in the lexicon, the query system will go rapidly out of date as the clientele of the hotel shifts. Clearly, providing lexical entries for $D B$ values is a poor strategy: not only do DB updates require a corresponding change to the lexicon, but the information that William Smith is a guest is represented twice in the system, raising the possibility of anomalous states (considered as a whole, the system can be said to be improperly normalized).

## B. The concept of DB image

An alternative strategy is to use the DB itself as an extension of the lexicon, as in the ROBOT system of (1). Thus, updates will automatically be reflected in the lexicon. A problem with this approach is that extensive searches of the $D B$ may be required to locate the terms not explicitly present in the lexicon* (these will be called unknown terms). A more serious problem is that the values that appear in the $D B$ are only a subset of the unknown terms that may be appropriately incorporated into a query. In the example above, if William Smith has already checked out and paid his bill, his name may no longer appear as a value anywhere in the DB, preventing the system from processing the query. In general, if the $D B$

The ROBOT system circumvents this difficulty by utilizing a fully inverted DB.
is used as an extension of the lexicon, the system will be incapable of responding negatively to queries containing unknown terms. The source of the difficulty is that unknown terms are words or phrases that could appear in the DB, not only words or phrases that do appear. Note that simply keeping a lexicon of "old" (deleted) terms in the DB does not solve this problem - it is possible to pose reasonable queries that contain terms that were never in the DB to begin with. The problem, then, is not to locate them in the DB, but rather to identify the field that could appropriately contain the unknown term, regardless of whether it actually occurs there or not. This field could be called the DB image of the unknown term.
C. Inferring the DB image of unknown terms

One technique for determing the DB image of an unknown term is to rely on the user to provide this information. Although effective, this strategy has several drawbacks. First, the user may not be sufficiently familiar with the logical structure of the $D B$ to select the correct DB image. After all, one of the justifications for using a NL DB query system is that it frees a user from having to know precisely this type of information. Second, the correct DB image may seem obvious to the user, and being asked to provide an unnecessary clarification should be an annoyance ("Is 'William Smith' = GUEST-NAME?").

An alternative approach is to infer a plausible DB image from the context of the unknown term in the query and semantic information about the domain that is implicitly encoded in the structure of the DB (schema). This technique, described below, has been implemented with considerable success in CO-OP, a NL DB query system that provides cooperative responses to NL questions that request the retrieval of data, and operates with a typical CODASYL DB system. (2)

1. Treating unknown terms as semantically ambiguous

In CO-OP, selecting an appropriate DB image for unknown terms is reduced to the problem of selecting a sense (meaning) for each word in the input query. The various senses that a word can take on may be regarded as semantic ambiguities. Associated with each entry in the lexicon for terms that make reference is a set of definitions of the possible senses that term can take on in the domain of the DB. For example, a term like "orders" might have a list of senses designating room service orders, purchase orders, reception desk assignments, etc. Temporary lexical entries are created for unknown terms that designate as their potential senses each field in the DB that could reasonably occur as a DB image in a query. Thus, an unknown term like "William Smith" might
be treated as a lexical item that could have the DB image of either an employee name, a supplier name, a guest name, etc. The word sense disambiguation routines then proceed to select a sense for unknown terms as they do for other terms, as detailed below.
2. Predictive value of selectional restrictions

A particular word sense is selected using two heuristics. The first exploits the predictive value of the words in the immediate syntactic context of the ambiguous term to constrain the set of potential senses. Specifically, verbs and prepositions are marked in the lexicon (when appropriate) to indicate the more likely subjects and objects they can take. If a subject or object has one or more senses that are consistent with these predictions, the alternative senses are eliminated from further consideration. In effect, simple selectional restrictions are used to reduce the semantic ambiguities.

For example, a word like "who" may refer to employees, suppliers, or guests; in the context of the query "Who works in the maintenance department?", the verb "work" may predict employees as a subject, and the possibility of "who" referring to suppliers or guests can be eliminated. Similarly, "William Smith" can be resolved to be a hotel guest, by the predictive value of the verb "checked out". Another potentially useful technique (not implemented) would be to take advantage of verb case roles, or semantic memory structures to help predict categories for the unknown term. As none of these richer knowledge structures were present in CO-OP, no such approach was adopted.

## 3. Schema distance and semantic relatedness

The above heuristic will not always result in an unambiguous selection. Indeed, a verb like "is" may have no predictive value at all. Remaining ambiguities are resolved by choosing the sense whose DB image results in the shortest distance through the DB schema to the DB image of the surrounding referring terms in the query*. This distance metric is a rough measure of semantic relatedness - semantically related terms tend to have DB images that appear close to each other in the DB schema. Thus "Who is the maintenance department?" may still select employees as the sense of 'who' because the DB image of employees may be closer in the schema to departments than suppliers (perhaps linked through inventory) or guests (perhaps linked through orders or complaints). Similarly, the unknown term "maintenance" (assuming it appears solely as a DB value, if at all) can be correctly identified as a

A network like structure (such as CODASYL; is required for the operation of this heuristic.
department name, through the close association in the schema of the "DEPT-NAME" field with the DB image of the more specific term "department".
These heuristics, while admittedly rather crude, tend to operate acceptably when the DB schema accurately models the structure of the real world. When COOP makes an incorrect interpretation, its mistake is made clear to the user via a paraphrase of the query (3), presented tc the user for approval. Experience indicates that it is easy to correct these misinterpretations by rephrasing the query in more specific terms, for example, "Which employees are in the maintenance department?"

## D. Examples

Some examples of interpretations of unknown terms actually produced by COOP are reprodeced below "Q: " (below stands for query, "P:" for paraphrase (responses are deleted in the interest of brevity), commentary is in square brackets([]). The first examples are taken from a DB at the National Center for Atmospheric Research in Boulder, Colorado. The DB contains information on their users, divisions, projects, and computer resource utilization.

Q: Which projects in oceanography does NASA Headauarters sponsor?
P: (I am assuming that NASA Headquarters' is a SPONBCR NAME.) (I am assuming that 'oceanography' is an AREA OF INTEREST.) Which projects does NASA Headquarters sponsor? Look for projects that are in oceanography.
[This query contained the unknown terms 'oceanography' and NASA Headquarters'. The system has correctly identified the first because the preposition 'in' predicts a division, superdivision, or area-of-interest as an object in this domain, and area-of-interest is the nearest to projects in the DB schema. NASA Headquarters' was identified as a SPONSOR NAME because it is the subject of the verb 'sponsor'."]
Q: Which projects are advised by Thomas Harris?
P: (l am assuming that Thomas Harris' is an ADMSOR NAME.) Which projects are advised by Thomas Harris?
[Co-OP is capable of recognizing that Thomas Harris' is the logical subject of advise, and hence is probably an advisor, although the passive form is maintained throughout the balance of the processing for other purposes..]
[The following examples are drawn from the CNRODA DB, a DB about military equipment and logistics created as part of the Operational Decision Aids Program of the Office of Naval Research at the University of Pensylvania* .]

C; What is the fire rate of the M-61?
$P$ : (I am assuming that ' $\mathrm{M}-61$ ' is a GN NAME.) Display the fire rate of the M-61.
[Here, 'M-61' has been identified as a GN NAME because it is the nearest field in the DB schema to the 'FIRE RATE' field that could reasonably contain an unknown term. The semantic relatedness (schema distance) heuristic is the only one invoked in this case.]

Q: Which F-5s carry strut curve radar?
P: (I am assuming that ' $\mathrm{F}-5 \mathrm{~s}$ ' is a SHIP NAME.) (I am assuming that 'strut curve' is a RADAR NAME.) Which F-5s carry strut curve radar?
[Because of insufficient contextual cues, COOP incorrectly identifies 'F-5s' as a SHIP NAME (it is actually a type of aircraft) - radar can appear on ships, subs, or aircraft in the DB, and the selection defaults to ships. By contrast, 'strut curve' is correctly identified as a type of radar, because it is parsed as modifying 'radar'. The proper interpretation can be induced by re-phrasing the question in a more specific form, as follows.]
Q: Which F-5 aircraft carry strut curve radar?
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#### Abstract

Japanese word processor（JWP）presents a typewriter which can easily handle Japanese documents with newly developped and quite different way from conventional Japanese typewriters． Japanese documents consist of more than two thousand letters（Kanjis：Chinese characters， Kanas：Japanese alphabet，alphanumerics，and so on）．The conventional Japanese typewriter is equipped with all these letters．It means that typewriting is very difficult and typing speed is low．JWP overcame these difficulties with Kana－to－Kanji translation technology．


## 1．OVERVIEW

Japanese is a very unique language in its variety of letters．It has several kinds of letters：Hira－Kana（Japanese alphabet；あっい， －，－－－），Kata－Kana（Japanese alphabet used for foreign words；ア，ィ，$\because,---)$ ，Kanji（Chinese character；$l$ ，$川 1, 火,---)$ ，and alphanumerics （ $a, b, c,---, 0,1,2,---)$ ．
Kanas consist of about fifty letters．Popular Kanjis amount to about two thousand．These letters appear in ordinary Japanese documents such as newspapers，business letters，and so on．The abundant letters invoke difficulties in typing Japanese documents．The conventional Japanese typewriter has to be equipped with all letters，and typists must look for letters one by one．Thus＂letter－searching＂is an intrinsic problem in the Japanese typewriting．
In order to overcome this problem，Kana－to－ Kanj $i$ translation thechnology is applied in the Japanese Word Processor（JWP）．A Kana sentence is just a sequence of phonetic sym－ bols．So the Kana sentences are easy to type because of the small number of keys，but they are difficult to understand．
The new techniques to translate Kana sentences into ordinary Japanese sentences are discussed henceforth．

## 2．KANA－TO－KANJI TRANSLATION

Grammatical analysis is applied to get correct translation by JWP．Kana sentences are trans－ lated into Kanji sentences phrase by phrase．

The definition of the phrase is given as follows：

Phrase－（prefix）substantive word（suffix） （functional word＊）

Substantive word«noun／pronoun／verb／adjective／ adverb／conjunction／interjection

Functional word＝particle／auxiliary verb
Here parentheses indicate optionality，the asterisk indicates one or more occurences，and the slant indicates alternatives．
Generally speaking，nouns are accompanied with a particle which indicates cases．Verbs are accompanied with conjugating auxiliary verbs， which indicate tenses，moods，and voices，with－ out any separation between them（Fig．I）．

## ふなけれぱならなかった minakerebanaranakatta （had to see）

Each underlined part denotes a verb， auxiliary verbs，and a particle．

Fig．l An example of Japanese verb phrase
The grammatical analysis means analyzing the phrase grammatically．There are two main difficulties here，conjugation and concate－ nation of verbs and auxiliary verbs，and appearance of homonyms．

## 2．1 GRAMMATICAL ANALYSIS

Japanese sentences consist of a series of the phrases．The role of the Japanese phrases in sentences is approximately similar to English one（Fig．2），but structure of the phrases is different as shown by the above definition．

> (watasiwa gakkoue iku.)
> Here pl is a noun phrase, p2 is a prepositional phrase, and $p 3$ is a verb phrase.

Fig． 2 An example of the role of phrases

The analysis of verb phrase will be cited below since it is the most intricate．Japanese verbs do not express tenses，moods，and voices by their conjugation．If it is necessary to express them，auxiliary verbs which denote them respectively are concatenated to the verb．The verbs are classified into five conjugational groups and there are 25 auxilia－ ry verbs．They have six or less conjugational forms．These numerous conjugational forms of all verbs and auxiliary verbs make the verb phrases very complex．
The conjugational forms indicate the condition of the concatenations of verb and auxiliary verbs in the phrase．That is，they indicate what kind of word is concatenated to the verb or auxiliary verb．We made a connection table for all verbs and auxiliary verbs to check the concatenation．Figure 3 showes examples of the structure of the verb phrases．

| 人合 | （hasiru） | run |
| :---: | :---: | :---: |
| ムった | （hasitta） | ran |
| はいたい | （hasiritai） | want |

Fig． 3 Examples of the structure of the verb phrase
n the figure 3，each underlined part indi－ ates a verb and an auxiliary verb．

## 2．1．1 Dictionary consultation

The first step of the grammatical analysis is to consult a dictionary for finding the sub－ stantive words．All possible candidates are extracted from the dictionary．We take the phrase＂UUO＇．it＾＂（hasiranaijdo not run）as an example to explain the grammatical analy－
sis．Candidates for＂はしらない＂are shown by figure 4．Only stems are stored for verbs to reduce the number of items in the dictionary． The dictionary has the following contents for a word；Kanas，Kanjis，grammatical informations such as part of speech，conjugational type，etc．， and frequency of use．

| KANJI | KANA | PART OF | SPEECH | （MEANING） |
| :---: | :---: | :---: | :---: | :---: |
| 柱 | はしら（hasira） | noun |  | （column） |
| 佼 | Wl（hasi） | noun |  | （bridge） |
| \％ | はし（hasi） | noun | （ch | sticks） |
| 䞗 | はし（hasi） | stem of | verb | （run） |
| ＋ | は（ha） | noun |  | （leaf） |
| M | は（ha） | noun |  | （tooth） |

Fig． 4 Candidates for＂ば」らない＂

## 2．1．2 Analysis of conjugation and concatenation

The conjugational part of verb＂起＂（hasi）must be ら（ra），り（ri），$\approx(r u), れ(r e)$ ，or 3 （ro） according to the grammatical information of the dictionary．As the third Kana of $れ \downarrow$ しっらい is （ra），the verb＂达＂satisfies the conjugational condition．Then it must be checked that the conjugating form of＂式ら＂（hasira）can be accompanied with the string＂ふい＂（nai）．It is known by the connection table that the auxilia－ ry verb＂ない＂can be attached to＂Aら＂． ＂走らない＂（hasiranai）satisfies the condition of the concatenation．Therefore＂起らない＂is one of possible translations．Nouns are accompanied with specific particles．These particles are stored in a table．The attached Kana－string to＂怆＂（はしら；hasira）is＂ない＂（nai）．But this string is not found in the table，accordingly ＂flaw＂does not satisfy the condition of the concatenation as the phrase．By the same pro－ cedure，all the nouns of the candidates are also rejected．Thus only one translation＂比らな い＂is got．

## 2．2 Homonyms

## 2．2．1 Reduction of homonyms by grammatical analysis

There are a lot of homonyms in Japanese．It results from the fact that plural Chinese characters have the identical pronunciation expressed by Kanas．Chinese character itself is a letter and not a word in Japanese．The words are composed of one or more Chinese
characters．The words have homonyms，too． That is，plural words have the identical Kanas． JWP reduces the homonyms by the grammatical analysis．For example，the phrase＂きょうりょくな＂ （kyouryokuna；powerful）is translated uniquely into＂岁力s＂by analyzing it grammatically． If the grammatical analysis is omitted and only consultation of the dictionary is applied two homonyms occurred：＂唉力な＂and＂㘯力な＂。 Here＂沼力な＂is meaningless，since＂㘯力＂is a noun meaning＂cooperation＂and＂な＂（na）is a conjugating part of the adjective with which noun can not be accompanied．The meaningless translations like this often happen without the grammatical analysis．
In case of the simplest translation technique， a table of Kanjis and their corresponding Kanas is used（Fig．5）．


Fig． 5 Part of table of Kana－Kanji pairs

There are a lot of homonyms to a phonetic unit which is expressed by Kanas．For example， a phonetic unit＂$\pm \downarrow-3$＂（kyou）corresponds to 137 Chinese characters；＂㶭＂，＂強＂，＂京＂，and so on．＂ワょく＂has six；＂力＂，＂投＂，＂价＂，and so on．Moreover＂きょこりょく＂has other possi－ bilities of combination of phonetic units except＂kyou－ryoku＂；that is，＂kyo－u－ryo－ku＂， ＂kyo－uryo－ku＂，and so forth．If including these，homonyms increase enormously and many meaningless translations occur．

## 2．2．2 Reduction of semantical homonyms by learning

JWP has two kinds of memories to avoid seman－ tical homonyms：a short term memory and a long term memory．The former is valid during typing one document and is reset when other documents are typed．When homonyms appear on a CRT dis－ play of JWP and one of them is selected by the typist，the word is memorized by JWP．When the same homonyms occur ，the memorized word is indicated on the CRT display as the most possi－ ble candidate word in the context of the text． The latter is implemented as an administrator of the frequency of word use：JWP administrates
its dictionary regarding to the frequency． When one of homonyms is selected as mentioned above，the frequency of the word increases by one．Accordingly the dictionary is becoming suitable to a certain field such as science， economics，literature，etc．，since JWP refers the frequency during translation and the most frequent word is given priviledge to appear on the CRT display first．This method is effec－ tive for the semantical homonyms depending fields．

## 3．CONCLUSION

The automatic Kana－to－Kanji translation made the touch method possible in Japanese typing and released the typists from the burden of searching letters among the huge number of letters on the keyboard
JWP occupies a remarkable status against the conventional Japanese typewriter and other related machines for its ability of automatic translation．Several new techniques applied here are quite effective to realize high performance translation．Figure 6 showes an example of translation which is a Japanese sentence of the abstract of this paper．

んタイテアイタをはみつたくことなるめたら
しくかいはついれにはうほうによりにいんこ
のふんしょをよういんかつかえるタイア゙ライ
夕をていさむろしたす。
－－－Typed Kana sentence－－－

ィブフィタとは个く界公る新しく胃倠された

タイデライタな就似します。
－－－Translated sentence－－－
Fig． 6 An example of Kana－to－Kanji
translation

## 4．ACKNOWLEDGEMENT

We would like to thank Dr．Hiroshi Genchi and Dr．Ken－ichi Mori，our supervisors at Toshiba R\＆D Center for their encouragement and support in the course of the work reported here． We also wish to acknowledge Kimihito Takeda for his cooperation to us in developping JWP．

Eiji KAWAGUCH, Masao YOKOTA, Tsutomu END and Tuneo TAMATI

Faculty of Engineering, Kyushu University
Hakozaki 6-10-1, Higashi-ku, Fukuoka, 812 Japan


#### Abstract

An Information understanding System Of BAsic weather Report(ISOBAR) is introduced first. It can adapt to both linguistic and pictorial input, and produce each output. The central part of this system is semantic processing, but ISOBAR's world is limited to weather report of Japan and Far East Asian area in terms of Japanese and corresponding weather charts. According to experimental results, the performance of the system proved to be satisfactory, except the computing time of picture processing procedures. Finally, the problems for the future research are pointed out.


## 1. Introduction

The present paper is based on the experimental research for understanding system of natural language and pictorial pattern. The prototype system is called ISOBAR(Information understanding System Of BAsic weather Report). The model was designed and developed after the following phylosophy:

1. In order to be able to understand natural language for human and machine, they need to have some correspondence to the knowledge or experience of external wor!d(in our case visual world),
2. And also in order to make them understand pictorial patterns, it is necessary to extract and recognize some characteristic features of pattern, corresponding to human concepts which reflect to the structure and meaning of natural language man spontaneously developed in his long history,
3. Through these interactive mechanism, man can explain the pictorial pattern by using natural language and vice versa.
The ISOBAR's world is limited to only Japanese sentences of weather report and weather chart of Japan and Far East Asian areas. But from the view point of semantics, the fundamentals of processing algorithm or mechanism of this limited world is applicable to more general world.

ISOBAR has two operating modes in principle.
This work was financially supported in part by Grant~in-Aid for Special Project Research of the Ministry of Education, Science and Culture, 1978. Project Number 310233.

One is accumulation of meteorological database both from linguistic and pictorial inputs. The other is its retrieval. In the accumulation mode, man presents weather report sentences and charts to the machine. The machine interprets and understands the input information semantically by the aid of general knowledge about meteorology. It transforms the input into suitable data format and adds to the database if and only if the input is meaningful and conveying new information. If not, the machine either inquires about ambiguous points, or rejects the total input.

The semantics in ISOBAR in the final version is designed to have such hierarchy as in Fig.l. ASS is the symbol for General Knowledge about Semantics, and GM for General Knowledge about Meteorology. SMM and KMP are Semantics in the World of Meteorology and Know Ledge about Meteorological Phenomena respectively. Generally speaking, it is difficult to distinguish G\$ from GS strictly.


Fig. 1 Hierarchy of semantics in ISOBAR
The present ISOBAR is not completed as a total system with full semantic hierarchy as in Fig.l. SMM was already implemented in the present system because it is the core of the semantics in the system, and fortunately it has rather simple structure. In the meantime, GKS must cover all field of our linguistic activities in

Japanese. So in our case, GSS is limited only to general linguistic knowledge which is essential to the field of weather report. Present ISOBAR is partly containing GSS in the form of "Event of Constituent" which will be introduced in the next chapter. KMP is regarded as the total contents of an "Encyclopedia of Meteorology", but this part is limited and is not explicitly separated from SNM in the present system.

## 2. Outline of ISOBAR

First, the weather report sentences and weather charts for ISOBAR are outlined. Then some important semantic notions are presented here.

### 2.1 Sentences of weather report

We limited the words and sentence patterns for ISOBAR only to those of weather reports in Japan which are broadcasted every day from NHK on its second radio program. We termed them basic weather reports. NH weather reports consist of four parts:

Part 1 General weather conditions
Part 2 Local weather conditions
Part 3 Reports from vessels
Part 4 Information for fishermen
Among these, we omitted the sentences in Part 1 from our consideration. All of these materials were collected from real NKK program between June, 1976 and May, 1977, and these were stored in the database of ISOBAR. Examples of sentences from Part 2 to Part 4 are shown in Fig. 2.

### 2.2 Weather charts

Weather charts for ISOBAR are illustrated in Fig.3. The meaning of each pictorial component will be found in Table 1.

### 2.3 Notions in the semantic structure of weather report[1],(2],[3)

We introduce three basic semantic notions to

Part 2)
O-SAKA dEWA NNE NO KAZE, FU-RYOKU 3 TEN-KI WA HARE DE ,
KIATSU 998MB , KION- $23^{\circ} \mathrm{C}$. (OOSAKA area, NNE wind,
wind force 3, fair, pressure 998 MB and temperature $23^{\circ} \mathrm{C}$.)
Part 3)
KAN-TO-TO-HO- NO N $35^{\circ}$ E146 $6^{\circ}$ DEWA W NO KAZE, FU-RYOKU 4, TEN-KI WA HARE DE. KIATSU OSMB. (AE N35 ${ }^{\circ}$ E $146^{\circ}$ east of the KANTO district, west wind, wind force $4, f a i r$ and pressure 1005MB.)

Part 4)
(a) KAN-TO-HICASHIKAIJO- NO N $36^{\circ} E 149^{\circ}$ NIWA , 1004MB NO TEIKIATSU GA ATTE, E NI 75 KM dE SUSUN-DEIMASU . (A low pressure of 1004 MB at $\mathrm{N} 36^{\circ} \mathrm{E} 149^{\circ}$ east of the KANTO district, procecds east at $75 \mathrm{KM} / \mathrm{hr}$. )
(b) NIHON-HUKIN- O TO-RU 1020MB NO TO-ATSUSEN- WA, N $60^{\circ} \mathrm{E} 140^{\circ}$. N $56^{\circ} \mathrm{E} 136^{\circ}$. . . N $19^{\circ} \mathrm{E} 113^{\circ}$ NO KAKUTEN0 TO-TTEIMASU. (An isobar of 1020MB in and around Japan passes through N $60^{\circ}$ E. $140^{\circ}$, NS6 $5136^{\circ}$. . . and N19*E113*.)
Fig. 2 Examples of weather report sentences
describe the semantic contents of the world of weather report. The first is "Constituent" of meteorological world in ISOBAR. The second, "Attribute" of Constituent, and the last, "Event" in Attribute-space. "Attribute-space" in this context means an abstract space whose bases are all Attributes essential to that Event.

After careful analysis of weather report sentences and weather charts, we postulated i7 Constituents (denoted by $\mathrm{C}_{1}, \mathrm{C}_{2}, \cdots, \mathrm{C}_{17}$ ) in all. These are tabulated in Table 2. Attributes ol Constituents are extracted to be 14 different kinds ( $\mathrm{A}_{1}, \mathrm{~A}_{2}, \cdots, \mathrm{~A}_{10}$ ) as in Table 3. Each Attribute is, in other words, a semantic phase or point of view of Constituents. Relation between Constituents and Attributes makes "CrossRelation Table" of Constituents and Attributes. "Semantic Table" is defined to be such CrossRelation Table that is filled with each "Attribute Value". A set of weather reports at a special data and time, or a sheet of weather chart, makes complete Semantic Tables, if all input sentences or pictorial components are meaningful, and all are recognized correctly. Table 4 shows an example of Semantic Tables.
"Event" in an Attribute-space is introduced as a semantic contents of "verb", "adjective", "adverb', etc.; those are all representing the conditions of Constituents or relation among Constituents. We visualize each event as a


Fig. 3 Examples of weather charts
Table 1 Picture components in weather chart

locus of some Constituent in an Attribute-space. There are many patterns of Events in the meteorological world in ISOBAR. Some are temporal patterns, others are spatial patterns. In the

Table 2 List of Constituents

| Symbol | Conetituenta | Linguletic Expression | Pictorial expression |
| :---: | :---: | :---: | :---: |
| $c_{1}$ | Low pressure | teikiatsu | $L$ |
| $\mathrm{C}_{2}$ | High preasure | ko-kiatsu | $H$ |
| $C_{1}$ | Typhoon | TAIFI- | T |
| C. | $\begin{aligned} & \text { Tropical } \\ & \text { dopreasion } \end{aligned}$ | NETSLTAISEITEIKIATSU | TO |
| C, | Warn front | ON-DAN-ZEN-SEN- | -n_m |
| c 6 | Cold front | KAN-REIZEN-SEN- |  |
| C, | Stationary fron! | TEITAIZEN-SEN- | $\rightarrow$ - |
| C1 | Occluded frone | HEISOXUZEN-SEN- | Pa Ma_n |
| C, | Ieobar | to-atsusen- | - |
| $c_{0}$ | Ridge | kiatsunomine |  |
| $c_{u}$ | Wind | kaze |  |
| $C_{0}$ | Fos | KIRI | No direct correspondence |
| $c_{0}$ | Surge | NAMI |  |
| $C_{\text {c }}$ | Storm | 80-fu-U | ) |
| $\mathrm{Cu}_{3}$ | l.ocal weather | KAKUCHINOTEN-KI | $m$ |
| Cs | weather at sea | KAI.JONOTEN-KI |  |
| Cr | Time of observarion | Kan-soxiljikan- | $\int$ No direct correspondence |

Table 3 List of Attributes

| Syabol | Attribute | Symbol | Actribute |
| :---: | :---: | :---: | :---: |
| $A_{1}$ | Location | $A_{6}$ | Temperature |
| $A_{2}$ | Presaure | As | Wind Direction |
| A) | Number of Typhoon | $A_{10}$ | Time |
| $A_{4}$ | Direction | $A_{11}$ | Degree of influence |
| $A_{s}$ | Ares | $A_{12}$ | Velocity of motion |
| $A_{6}$ | Wind Porce | $A_{13}$ | Wind Speed |
| $A_{7}$ | Weather | $A_{14}$ | vialbillty |

Table 4 Examples of Semantic Table

N.B. All above are the semantic structures of the
following sentences (1.e. Sl-S3) which appear in
the weather report at $t_{0}$.
Sl:KO-KAI (a) NO N $34^{\circ} \mathrm{E} 122^{\circ}$ (B) NIWA 1000MB(y) NO TEIKIATSU $\left(C_{1}(x)\right)$ GA ARIMASU.
S2:TEIKIATSU(Clly $(y)$ GA MAIJI 2OKM( $\alpha_{1}$ ) DE HIGASHI ( $B_{1}$ ) SUSUN-DEIMASU.
 $\left(a_{2}\right), N 37^{\circ} E 122^{\circ}\left(a_{3}\right)$ OTO-TTEIMASU.
The tense of 52 is "Progressive present tense", which we denote by the pair of $t$ imes, $1 . e . t_{0}$ (the present) and $t_{1}$ (some immediate future).
linguistic analysis of weather report, we need an explicit expression of each event pattern. ISOBAR has all lists of variations of event patterns, which appear in the world of weather report. These event patterns work as both GKS and SMM in the present system. Semantic Tables, in the meantime, exclusively work as SWM.

### 2.4 General performance of the system

The total configuration of ISOBAR is illustrated in Fig.4. It consists of seven processing units and three databases. Linguistic input, i.e., weather report sentences in the accumulation mode, and questions in the retrieval mode, are sent to STA(Syntactic Analyzer) unit first. If the input is syntactically correct, it is stored in the LDB(Linguistic DataBase) only in case of weather report sentences, and at the same time, it is transferred to SSG(Semantic Structure Generator) unit. SSG generates the semantic structure of the input sentence. Then SAS(Semantic Analyzer and Synthesizer) analyzes the structure. The output from SAS makes a Semantic Table which is to be stored in SDB(Semantic DataBase) in the accumulation mode, or to be hold in SAS itself in the retrieval mode.

On the other hand, pictorial input, i.e., the weather chart, both in the accumulation and retrieval mode, are given to PPP(Pictorial Preprocessor) first. Pictorial processing consists of digitization of analog image, noise elimination, data compression, etc.. In the accumulation mode, all original data and their second data are stored in PDB(Pictorial DataBase) in a compressed form according to a special coding scheme. Output from PPP is sent to PR(Picture Recognizer) unit in every mode, where each component in the chart is recognized. Then its output is fed to SAS unit. SG(Sentence Generator) and CG(Chart Generator) work only in the retrieval mode. That is, linguistic answer to the question is synthesized by SAS using SDB and generated by SG, while pictorial answer is synthesized by SAS using SDB and PDB,


Fig. 4 Configuration of ISOBAR
then generated by CG. More details about these units and databases will be presented in Chapter 3 and 4.

Fig. 5 shows the hardware system of ISOBAR. The main system has special I/O devices, all of which are peripherals of either T-40(TOSBAC-40C) mini-computer or 0-4300(OKITAC-4300b) multi-CPU mini-computer system.
3. Sentence understanding

The outline of the processings in ISOBAR for linguistic input is presented in this Chapter.

### 3.1 Restriction for input sentences

Original weather report sentences have mostly regular sentence patterns. In ISOBAR, we admit any sentence which satisfies the following restrictions.
[Restriction 1] The vocaburary for input sentence is about 200 words, most of which are tadopted from original weather report sentences, and some specific words are supplemented for interrogative and imperative sentences, e.g., "ITSU(when)", "DOKO(where)", etc.. [Restriction 2] The forms of input sentences are either (1)imperative form like, "•••GATA NO TEN-KIZU 0 SYUTSURYOKUSEYO(Output all weather chart of ... type.)", or (2)such forms that are arbitrarily transformed from original kernel


Fig. 5 Illustration of the hardware system
sentences in weather report by the optional rules R1-R5.

RI:Alternation of words in kernel sentences.
R2:Addition to such a word-group as "1976 NEN- 9 GATSU 11 NICHI 12 JI (WA)", which denotes a special data and time.
R3:Substitution of interrogatives to words or word groups of kernel or transformed sentences.
R4:Abbreviation of words.
R5:Addition of interrogative particle "KA".
[Restriction 3] Input Japanese sentences are segmented word by word with spaces.

### 3.2 Syntactic analysis, semantic structure

 generation and semantic analysisThe functions of STA and SSG in ISOBAR are as follows.

Input sentences are transformed in STA from surface structures into dependency structures by steps (1)-(4) below, and then into semanticstructures in SSG by step (5).

Step(1) Parsing into individual words.
Step(2) Forming word groups.
Step(3) Construction of inter-word dependencies within each word-groups.
Step(4) Construction of dependencies among word-groups.
Step(5) Transforming dependencies into semantic structured.e., Semantic Table) by referring the Dictionary of Conceptual Connection(DCC).

At the end of step(4), each input sentence is identified with one of the template patterns, where verbs are essential keys. DCC as above is the most important dictionary that indicates which word-groups are representing "Constituents" or "Attribute Values", and in which slots in the Table they are to be stored.
In the course of above steps, syntactically anomalous sentences are rejected in STA. Several types of anomaly are detected in SSG, and in this case no semantic structures are generated. The semantic structures just generated are analyzed by SAS, and semantic contradictions are detected which can not be interpreted or understood in the world of weather report. This is realized as follows. SAS examines every slot of the Semantic Table whether stored Constituents and Attribute Values are correct. If not, the semantic structure is contradictory and rejected.

### 3.3 Access to SDB and output generation

The response of the system to a legal input sentence is determined according to kinds of input sentences. It is as follows. Cased) is the only case that opens the accumulation mode of ISOBAR, while Case(2)-(4) open the retrieval
mode.
Case(I) Declarative sentence
Every declarative sentence is assumed to be asserting some facts about weather. SAS compares the generated semantic structure of the input with every structure that was already stored in SDB, where comparison is executed on every Attribute. If the input is conveying new information to SDB, it is stored there, otherwise SG comments that it is already stored or contradictory.
Case(2) YESNO question
Case(3) WH question
Case(4) Imperative sentences
If an imperative input sentence demands ail charts of a specific type of pressure configuration, the system interprets the input as "When did the pressure configuration of....type occur?". Examples are shown in Appendix A.

## 4. Picture processing

In this chapter we describe the operation of PPP and PR in ISOBAR.

### 4.1 Pictorial pre-processor(PPP)

An analog image is converted into binary-valued picture with I,024xI,02A pixels by PDS-camera. The noises caused by quantizing operation, are eliminated by simple masks. The pre-processed pictorial data arc sent to PR. At the same time, they are stored in PDB. In this case, we took a strategy to reduce the amount of

storage. In our working system, a picture is represented by a series of black or white square regions of various sizes. The square size, its location, and the gray level(either black or white) are encoded in the structural information of "O", " 1 " and "(" series. We call this expression DF-expression[41,[5]. DF-expressions of original charts, together with their second data, are stored in PDB. The second data include such items as complexity of picture, spectrum of primitives, headings of weather patterns, etc.. These are used for chart searching operation in the retrieval mode.

### 4.2 Picture recognition(PR)

The major function of this unit is to extract and recognize each picture component as shown in Table 1. We have some a priori knowledges about weather chart in PR. They are as follows.
(1) Every weather symbol is enclosed with a circle of a constant size. The variation of symbol is limited only to its interior pattern.
(2) Other components are not connected to the circle except wind symbol.
(3) There are 15 weather symbols in a chart. The location of respective symbol is fixed.
(4) The location of coast lines, latitudes and longitudes are fixed, but they are partly erased or interrupted by other components.
(5) Only front symbols and a few kinds of weather symbols have areas. The others are line drawings.
(6) Numerals are located near the characters or isobars. They specify the number of Typhoon or pressure values.
(7) The shape and size of numerals and characters are normalized.

The flow diagram of $P R$ is shown in Fig.6, where each number within parentheses corresponds to above a priori knowledge which is used there. The final output from PR makes the Semantic Tables. Thus, all information from a weather chart is recognized as the semantic content of the world of weather report at the given data and time. We illustrate the results of step(1) -step(4) in Appendix B. These were experimented on a part of an entire picture covering Western Japan. The picture size is $256 * 256$

## 5. Discussion

According to our experience, the performance of ISOBAR in the accumulation mode for linguistic input was very satisfactory. Also in the retrieval mode for linguistic input, the system worked successfully. In other words, we can say present restrictions for input sentences are rather severe. So do the vocaburary and sentence patterns. We should remove such restrictions as much as possible in the next version of

## 1SOBAR.

On the other hand, its performance for pictorial input was not so much successful. There are no fundamental problens left for the performance of pictorial output, that is, the retrieval operation. But in the accumulation mode, or in recognizing operation of the system, some problems are left unsolved. For instance, computation time is the most untolerable problem. This is partly because of our small(in terms of the size of the main memory) and slow(cycle time) computer system, and partly because of large size of input pictures in spite of rather high compression. Another problems left are improvement of curve following algorithm. Present ISOBAR works in the man-machine interactive mannar, but we must find some good idea of automatic gap tracer. Any solution, if ever, of those and other unsolved problems seems to require a high performance machine.

## 6. Conclusions

The conclusions obtained from this research are as follows.
(1) The semantic model in ISOBAR was proved to be appropriate.
(2) The system performance for linguistic input was satisfactory.
(3) The present ability of ISOBAR for pictorial input is not necessarily sufficient, because of the machine size and some unsolved problems.
(A) In order to make ISOBAR more flexible and powerful, it is desired to remove restrictions for input sentences as much as possible.
(5) All picture processing procedure should be improved to be more time saving ones. But now, authors have already started such improvement.
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## APPENDIX A Examples of Q-A

1978/12/30/12/ WA NIHON-KAIGAHA DEWA TEN-KI HA DAITAI HARE DESU KA. (Was the weather on the side of the Japan Sea almost fair at noon on Dec. 30 , 1978?)
SPATTERN=7 QUEST=1 PLACE=12 WEATHER=2 DEGREE=2
hal, NIHON-KAIGAWA DEWA TEN-KI WA DAITAI hare desu. (Yes,
the weather on the side of the Japan Sea was almost fair.)
1977/1/12/12/ WA NAHA DEWA TEN-KI WA S KA. (In NAHA area at noon on Dec. 12, 1977, was the weather south?)
ZOKUSEI(TEN-KI) TO ZOKUSEICHI(S) TOGA HUTEKIGO-. (The weather has not the attribute of direction.)

1976/9/12/12/ HA L NO CHU-SHIN- KARA ON-DAN-ZEN-SEN- GA DOKO NI NOBITEIMASU KA. (Where did a warm front extend from the center of the low pressure at noon on Sep. 12, 1976?) SPATTERN $=4$ QUEST $=1$ TIME $=1976 / 9 / 12 / 12 /$ ORG $=$ L FNAME $=5$ LOC $=1$ L NO CHU-SHIN- KARA ON-DAN-ZEN-SEN- GA N26DE140D NI NOBITEIMASU. (A warm front extended to $N 26^{\circ} E 140^{\circ}$ from the center of the low pressure.)

1TSU SEIKO-TO-TEI NO KIATSUHAICHI TO NATTEIMASU KA. (When did the pressure configuration of typical winter type occur?) SPATIERN=6 QUEST=1 TIME= TYPE=1
1976/11/29/18/ UA NIHON- HUKIN- WA SEIKO-TO-TEI NO KIATSUHAICHI TO NATTEIMASU. (At 6:00p.m. on Nov. 29, 1976, the pressure configuration of typical winter type occured around Japan.)

## APPENDIX B Experimental result of $P R$
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# SHAPE FROM TEXTURE: <br> AN AGGREGATION TRANSFORM THAT MAPS A CLASS OF TEXTURES INTO SURFACE ORIENTATION 
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#### Abstract

A new approach to obtaining shape information from textural information in static monocular Images la outlined. Also presented is a new aggregation transform which determines (under certain condltiohe) vanishing points and lines. A theorem is proved which relates this Hough-IlKe transform to the gradient space, showing that the transform also directly indicates local surface orlentatlona. Additionally, the transform is shown to have many properties that make it an appealling substitute for some other current image transforms. An example is given of its application to a synthetic textured Image.


## 1. INTRODUCTION

One central task of image understanding is the recovery of three-dimensional scene information from the two-dimensional perspective transformation that is the image. The recovery of the missing dimension can be achieved by the use of multiple views: either extensive in time, as in the determination of structure from motion [1], or extensive in space, as in deriving shape from binocular disparity [2,3]. However, even a single image often contains powerful cues as to object definition and shape; for example, many properties of object surfaces can be derived from an understanding and exploitation of image intensities [4]. In restricting the input to a single Image, the task necessarily becomes a heuristic one, given the vast array of scenes that can generate identical images. But such heuristic approaches, especially to the degree that they are model-free, can provide basic theories and algorithms applicable to many Image tasks.

This paper begins with a very brief outline of one such relatively model-free approach to deriving shape information from a static monocular view. This method is based on the analysis of texture gradients and the application of principles of projective geometry. Just as an understanding of surface reflectivity enables shape to be derived from shading, so too can shape be derived from the textural properties of a scene.

This research was sponsored in part by an IBM Graduate Fellowship, and in part by the Defense Advanced Research Projects Agency (DOD), ARPA Order No. 3597, monitored by the Air Force Avionics Laboratory under contract F33615-78-C-1551.

The remainder of the paper is devoted to the presentation of a new image aggregation transform, in the style of the Hough transform. It is more efficient and "natural" than existing Hough-like transforms, and (under certain conditions) can determine the location of local or global vanishing points or lines. A theorem is proven which shows the intimate relation of such points and lines to the local surface gradient. It further demonstrates the natural correspondence that the transform establishes between perspectivity in the scene and the gradient space [5].

## 2. SHAPE-RELATED ASPECTS OF TEXTURE

"Texture" is an ill-defined term. However, in some respects, it can be considered an attribute of surfaces, like reflectance or color: its appearance is usually dependent on illumination and view angle. It is well known that blurred textures behave very much like gray scale tones. Similarly, texture gradients behave like intensity gradients.

But there are also important, exploitable differences. Intensities are usually identified one-to-one with picture elements ("pixels")\} they have no shape. Under many conditions, the observed intensities of a surface's pixels are fully independent of their distance from the observer; the inverse square law of optics is cancelled by the square law of solid angle. Most discouraging of all, it is difficult to discriminate intensity differences due to illumination variations, reflectance differences, or changes in orientation.

In contrast are textures, especially those made up of identifiable texture elements ("texels"). Texel definition can be rather insensitive to illumination variation. Indeed, if individual texture elements have negligible
extent normal to the surface they define (the texture is "paint"), even shadows may not obliterate the fundamental textural pattern. Further, texture density is directly correlated with surface distance; the inverse square law holds exactly. In addition, given the necessarily larger area needed to define a texel, texels comprise a multi-dimensional family, compared to the one dimension which describes pixels. They are therefore potentially more discriminating at occlusions, and less sensitive to noise. Thus, intensity and texture are somewhat complementary; in fact, they often coexist within the same surface (e.g. the surface of a golf ball).

### 1.1 Physical Assumptions

At least three interrelated physical phenomena pertain to the derivation of shape information from textural Information. These phenomena in turn provide the necessary assumptions needed in recovering three-dimensional surface descriptions. First, there is surface textual homogeneity, which implies that like, nearby regions are really the same region. In the intensity domain this forms the justification for region-growing or -splitting approaches. The analogue for a textured object is based on the assumptions of local texel similarity. Looked at another way, region-growing and -splitting algorithms implicitly recover near-planar surfaces based on the similarity of very small texels: pixels.

Secondly, there is the phenomenon of surface uniqueness and smoothness. It implies the assumptions directly applied in shape-from-shading: the uniqueness of the local surface ("microplane") orientation with respect to an observer, and the continuity of the global surface. Smooth changes in surface orientation usually create textural (and intensity) gradients, but the opposite in not always true; heuristic rules are necessary to reverse the implication.

Lastly, there is the phenomenon of surface position. As position with respect to the observer varies, additional texture gradients arise due to perspective deformation. Such gradients have no direct counterpart in the intensity domain. However, they can be analyzed by using the implied assumption of viewpoint uniqueness. It is with respect to this one viewer position that surfaces have direction or distance.

Each of these three phenomena can be studied in isolation by carefully selecting images that minimize the effect of the other two. In the absence of curvature and perspective, texel similarity has been explored by, among others, [6], who segmented planar objects under orthographic projection. Large, simply-curved surfaces isolate the problem of determining global shape from local clues; processing would be analogous to the intensity-based work of [7]. Large, simply-textured
planar surfaces (e.g. tilted checkerboards) single out the last aspect, perspectivity.

Perspectivity has received little attention. In fact, much research assumes orthographic projection and takes pains to compensate for, rather than utilize, perspective effects. As a consequence, model-free approaches have found it difficult to determine quantitative depth and orientation information: there is no fixed viewer position under orthographic projection. It is these issues that the remainder of this paper addresses, by explointing the properties of a special, perspective-isolating domain.

## 3. A NEW AGGREGATION TRANSFORM

Suppose the task of determining shape from texture is simplified to the following very simple subtask. Texels are restricted to be one-dimensional and line-like; they are organized into textures in a regular mesh-like fashion. This is a "structural" texture, somewhat like a grid, except that the line segments can have arbitrarily long gaps, and they do not have to have a fixed spatial frequency. The scene is limited to large planes set at various distances and orientations. The planes are "painted", in the scene, with such a network of parallel lines; in the image, these lines are usually perspectively distorted. Although an abstraction, these conditions fairly well imitate many man-made surfaces: building faces, walls, floors, and so on.

The subtask has several exploitable properties. Surface planarity implies that any local surface orientation (relative to the observer) is the global one as well. Therefore, the determination of local vanishing lines is equivalent to finding global vanishing lines. The latter can be done once, in the large, with consequent improvement in accuracy. Segmentation is eased by the uniformities of the texture component directions. Individual texels are easily identified by an edge detector; no local region growing, etc., is necessary to define them.

The major problem is to aggregate the texels (in this case, edgels) into surfaces, mindful of the vanishing points. Most traditional textural transforms are of limited use here; most were developed with the implicit assumption that the image was the orthographic projection of a frontal two-dimensional scene. Using them, it would bo difficult to distinguish intrinsic textural variations from perspective-induced ones.

The new aggregation transform is initially designed, then, to group texels according to the two or more vanishing points they orient towards. (This is a very strong assumption. The occurrence of two or more vanishing points is a special case of the general problem of the vanishing line. Vanishing lines exist independently of texel orientation; they occur with
statistical textures, and even with no textures at all.)
Conceptually, it ought to be sufficient to infinitely extend each line segment, and detect points of mutual intersection. Texels can then be classified into implied surfaces by their respective vanishing points. In effect, this would implement the general image understanding heuristic that converging image lines often arise from parallel lines defining a surface within the scene.

Practically, the problem is a bit more complex. Many times vanishing points are very distant, if not infinite. Further, any solution should be computationally inexpensive, and finding all mutual intersections is not. Lastly, it would be beneficial if the aggregation operator grouped together like-oriented texels in an ensemble that can be easily defined and detected. It will be seen that this, and more, can be efficiently attained.

### 3.1 The Hough Transform

The vector version of the rho-theta Hough transform is a likely starting point for such a transform (see Figs. 1 and 2). Under it, image points are mapped into sine waves in the parameter space; edge vectors are mapped into points [8]. Colinear edge segments are represented (and recovered) by the accumulation of their transform values at unique points in the Hough space. It is easy to see that parallel line segments are indicated by accumulation points sharing the same thefa value. That


Fig. 1. An image containing parallel lines seen in perspective. Pixels are labolled ( $P_{x}, P_{y}$ ).


Fig. 3. The new polar form of the aggregating transform of Fig. 1. Both sets of parallel line segments are mapped into accumulation points that lie on circles.
is, parallel lines transform into a line of accumulation points in the parameter space; the line is theta - c. Any mutually converging line segments (possible parallel lines in perspective) transform into accumulation points lying on a sine curve. That sine curve is the transform of their vanishing point.

Unfortunately, sines in the Hough space are difficult to detect. It is likely one would need to apply a similar Hough-like transform to do so: mapping each potential sine point into a curve in a second parameter space, and detecting accumulation points there. Still, this aggregation has the advantage of implicitly representing and aggregating like-oriented edge segments by exactly one curve.

### 3.2 A First Modification

The following modification of the vectored rho-theta Hough preserves its local grouping property, but represents aggregates in a form that is easier to detect. In addition, It is computationally cheaper, conceptually and visually more forthright, and can be used to replace other Hough-like transforms used for vector grouping (for example, the transform used in the gradient intensity transform method ("GITM") of [9]).

This new approach plots the rho-theta transform space on polar coordinates (see Fig. 3). This has many desirable effects. Points now map into circles which


Fig. 2. The rho-theta Hough transform of Fig. 1.


Fig. 4. The efficient, involuting form of the aggregating transform of Fig. 1. Both sets of parallel line segments - now mapped Into lines.
pass through the origin. Edge vectors still map into points, but with two interesting new properties. Consider the transformed edge vector (a point) as a vector with respect to the transform origin. Now its direction is parallel to the direction of the edge vector itself. And, its length is equal to the distance (from the image origin) of the line determined by the edge itself. These two properties make the transform easier to view and imagine. As an elegant bonus, no trigonometry is required to calculate this new transform. If the edge vector is the vector $E=\left(E_{x}, E_{y}\right)$, and if its position in the image is considered the vecfor $P=\left(P_{x}, P_{y}\right)$, then the transformed point, represented as the vector $T$ ( $T_{x}, T_{y}$ ), is defined as:

$$
T=\left((E \cdot P) /\|E\|^{2}\right) E
$$

where "." Is the dot product and " $\|\|\|$ " is the Euclidean norm.

Further, the transform maps mutually converging line segments Into accumulation points that lie on circles passing through the origin. The vanishing point is represented by that point on the circle farthest from the origin. In the case of parallel line segments (with infinite vanishing point), the accumulation points lie on a line through the origin perpendicular to the parallels. Local grouping is preserved; but now the aggregate representation (circles through the origin) is easier to detect, as shown below. Almost all of this discussion, Including the claims of computational efficiency, has been shown to apply analogously to the other uses of the vectored rho-theta Hough. As an example, in the GITM method, what once mapped into secant curves in the transform spaces now maps into straight lines.

### 3.3 The Second Form

Detecting the circular arcs can be done efficiently in the following manner. Consider a second transform that involutes the result of the first polar transform (see Fig. 4). That is, all transformed edge vectors, which are represented in the first polar space as (rho, theta) are mapped Into (K/rho, theta), for some K. This transform has even more desirable effects. Infinite vanishing points are now mapped into the origin (K/rho - 0 ). Lines through the first polar origin (along which lie the transforms of parallel lines) are unchanged. Most importantly, all circles passing through the first polar origin (along which lie the transforms of converging lines) are mapped into straight lines. Thus, in either case, a set of scenic parallel lines, perspectively deformed in the image or not, is mapped into accumulation points that lie along a straight line. The distance of this straight line from the newest origin is inversely proportional to the distance to the vanishing point of the line set. A normal to the straight line is parallel to the vanishing point direction. Another bonus: If this transformation is composed with the first, the combined operation is even cheaper than that of the
first alone. The transform vector $r=\left(T_{x}, T_{y}\right)$ is then defined in terms of the edge vector $E=\left(E_{x}, E_{y}\right)$, the edge position $P=\left(P_{X}, P_{Y}\right)$, and the scaling constan $K$ as: $\mathrm{f}^{\prime}=(K /(E \cdot P)) E$
where ${ }^{m . m}$ is again the dot product.
Lines are easy to detect, especially when compared to the original surgestion of searching for sines.

## 4. THE VANISHING LINE-GRADIENT SPACE RELATION

These lines, however, have yet another remarkable property. Under very natural conditions, they Intersect in the transform space at ( $p, q$ ), the value of the surface gradient vector. That is, the transform simultaneously achieves three goals. It aggregates edgels into straight lines (represented by points in the transform space). It aggregates straight lines into sets of (perspectively distorted) parallel lines (represented by lines in the transform space). And it aggregates parallel line sets into planes (represented by the intersection of lines In the transform space at the unique point corresponding to the plane's orientation).

The following theorem formalizes the conditions under which the above claims are valid.

Theorem: Suppose an image contains the perspective projection of a planar surface defined by two or more coplanar sets of parallel line segments. Let the origin of the transform space correspond to the coordinates of the focal point in the image (that is, where the camera is "aimed"). Let $R$ equal the focal distance. Then $T$ R E / ( $E^{\prime}$ P) (as defined above) transforms edges so that the Intersection of lines of accumulation points in the transform space is at ( $p, q$ ), the gradient vector of the surface.


Fig. 5. The imaging model, showing a mesh-like textured plane with its vanishing points and vanishing line.

Proof: By the duality of the transform, the transform of the vanishing line (a point) lies on the intersection of the transforms of the vanishing points (lines). It is this intersection which occurs in the transform space. It is now only necessary to show the correspondence, under the transform, of the vanishing lines and surface gradients.

The imaging process can be modeled as in Fig. 5. The center of projection corresponds to the origin of the ( $x, y, z$ ) coordinate system. The customarily upside-down focal surface (the "film") has been rotated through the center of projection so that it is right-side-up; it is at a focal distance of $R$. The projection of the focal point passes through the focal surface at ( $0,0, R$ ). On the "film" is the image of a mesh-like planar surface. Also depicted in the figure, for illustrative purposes only, is the plane's vanishing line and two vanishing points. It is important to note that such lines and points are usually only theoretic constructs. They rarely appear in the image itself.

Let the surface equation be given by $p x+q y+c=z$, following Huffman. Its gradient vector is thus $(\partial z / \partial x, \partial z / \partial y)=(p, q)$. Points on the surface map onto the focal surface under central projection according to the relation $(x, y, z) \quad \rightarrow \quad\left(R_{x} / z, R_{y} / z, R\right) \quad-$ $(R x /(p x+q y+c), R y /(p x+q y+c), R)$. The equation of the vanishing line on the focal surface can be found by passing a line through two different vanishing points. However, a vanishing point is defined as the limit of the projection of an infinite line lying in the surface. Let ( $x, 0, R$ ) and ( $0, y, R$ ) be two such lines; the limits of their projections, as $x$ and $y$ respectively tend to infinity, are ( $R / P, 0, R$ ) and ( $0, R / q, R$ ).


Fig. 6. A synthetic textured scene. The focal point is at $(45,45)$, which becomes the origin, $(0,0)$, of the inherited imaging coordinate system. The focal distance is 90 , and the surface gradient vector is $(p, q)=(0,-1)$.

Now, impose coordinate system on the focal surface in the natural way: "film" points $(x, y)$ are the points ( $x, y, R$ ) in three-space. The vanishing line in the two-dimensional coordinate system then has the equation $y=-(p / q) x+R / q$. Its normals (its "edge vectors") have everywhere a slope of ( $q / p$ ); that is, they are in the direction of the vector ( $p, q$ ). Therefore, any point on the vanishing line is transformed into $R E /(E \cdot P)=R(p, q) /((p, q) \cdot(x,-(p / q) x+R / q))=R$ $(p, q) /(p x-p x+R)=(p, q)$. This last is the surface gradient.

Thus, the theorem is proved: vanishing lines map into gradient vectors. Or, put another way, the transform creates a natural correspondence between the Hough transform and the gradient space.

## 5. EXAMPLES AND SUMMARY

The complete transform process is summarized and illustrated by the following figures, using a synthetic textured image (Fig. 6: a simulated building face). The focal point is at the center of the image; the focal distance is equal to the width of the image. The surface was created with gradient $(p, q)=(0,-1)$.

Edge vectors (Fig. 7) are first mapped into accumulation points in poiar rho-theta Hough space. Mutually converging lines are thereby mapped into accumulation points that lie on circular arcs through the origin (Fig. 8). Involuting the transform space maps these arcs into straight lines (Fig. 9). This result was actually derived directly from the edge image by means of the more efficient second form of the transform. The lines in the involuted polar space are seen to intersect at $(p, q)=$


Fig. 7. Local edge elements of Fig. 6.
( $0,-1$ ), which Is both the transform of the surface's vanishing line, and the value of the surface's gradient.

Determining shape from texture has many facets; the transform reported here is only one small one. Other approaches based on different classes of texels, together with an overall computational paradigm showing their common relations, will be presented In [10).
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# CONDITIONAL ANSWERS IN QUESTION-ANSWERING SYSTEMS 
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#### Abstract

In many cases a deductive question-answering system cannot find complete proofs to answer questions requiring deductive support. In some cases information needed to complete proofs is missing from the knowledge base. In other cases processing limits may have been reached before proofs could be completed. Rather than disregarding such partial proofs as most systems do, the DADM system displays them to users and identifies subproblems that remain unresolved. Answers emanating from partial proofs include remaining subproblems as "conditions" which must be true for the answers to be valid.


## 1. INTRODUCTION

Most deductive question-answering systems output only complete proofs and answers in response to given queries. Partial proofs are usually ignored. Many partial proofs, however, are relevant to deducing an answer to a query but have not been completed because of missing information or because processing limits have been exceeded. We argue that such partial proofs and the resulting partial answers can be of significance to users for the following reasons:

1. Identify what deductions the system has discovered to show a user how the system interpreted his original query.
2. Allow a user to participate and aid in the construction of proofs by letting him examine proofs under development and allowing him to advise and select potentially fruitful deductive paths.
3. Identify incomplete knowledge about particular predicates either in the data base of facts or in the set of knowledge-based rules.
4. Identify what information is needed to complete existing partial proofs and to give complete answers.

In the DADM system [3, 4, 7], partial proofs are not ignored or disregarded because they
represent proofs in progress. If DADM is unable to find complete proofs within specified time limits, partial proofs are displayed along with their associated "conditional answers" (answers conditional on the truth of the remaining subproblems).

## 2. OVERVIEW OF DADM

DADM (Deductively Augmented Data Management) is a natural-deduction system (Bledsoe [1] reviews such systems) designed to interface with existing and emerging relational data base management systems. To facilitate this design criterion, there is a distinction and separation between rules and facts. Rules (axioms, theorems, rule-based knowledge) are in the form of predicate-calculus implications. Facts are single literals containing only constants (predicates whose arguments contain no variables), to be consistent with the form of facts typical in relational data bases.

Another design criterion is that the system should be efficient in dealing with large numbers of rules and facts. To this end, DADM uses PATHFINDER [5], a planning system designed to locate relevant rules before rules are actually applied in the course of constructing proofs. PATHFINDER uses the process of midde-term chaining to locate deductive implication chains by combining forward chaining from assumptions and backward chaining from goals. This process may be envisioned as one of generating expanding wavefronts in the two directions. The purpose of middle-term
chaining is not to construct proofs but to locate potentially relevant deductive implication chains through the rules.

Middle-term chaining does not operate directly on the rules. It uses a predicate connection graph [7] which contains information about the deductive connections (unifications) among the rules and implication connections within rules. (The connection graph is similar to other theorem-proving connection graphs, e-g- [8], although in DADM it is used as a planning tool within a natural-deduction system.) This graph is compiled when rules are first entered into the system. Thus, during proof planning and proof construction, the system has knowledge about all the deductive interactions among the rules and need not compute them dynamically.

Middle-term chains form the basis of the planning process designed to selectively focus on potentially relevant rules. The planning process forms skeleton proofs whose variable substitutions remain to be shown consistent throughout the proof. This latter task is the function of the verifier. Verification is delayed until the system has planned out potential proofs. The verification process examines the variable substitutions involved in the deductions (unifications) of a proof to test that no variable takes on conflicting values.

A middle-term chain represents a deductive implication chain through a sequence of rules. Using these rules, DADM creates a partial proof and determines if subproblems exist. Remaining subproblems are set up as goals to be resolved. (STRIPS [2] is another system that makes use of partial proofs. Unresolved subproblems are used to select relevant operators that allow the proof to be continued.) DADM has three methods available to resolve remaining subproblems: by deduction through the rules, by data-base search over the file of facts, or by computation if the subgoal predicate had been defined by a computational procedure. When subproblems cannot be resolved because of missing information or time constraints, partial proofs and conditional answers are displayed to the user.

## 3. CONDITIONAL ANSWERS

Consider the very simple example of trying to show that $A \quad D$. DADM begins by forming assumptions and goals from the initial query. In this example there is a single assumption
(A) and a single goal (D). Suppose the rules $A$ \& $B \quad C$ and $C=D$ exist in the DADM's knowledge base. Using these two rules, DADM finds a middle-term implication chain from $A$ to D through the middle term $C$ (i.e., $A$ to $C$ to D). $B$ is set up as a subproblem. If deductive processing stops here, DADM would display a partial proof and give the answer ''yes, if B." (More detailed examples are given in [6].)

When are such conditional answers given? It must be emphasized that DADM tries to find complete proofs and answers. It will find and display complete proofs before giving the user any information about partial proofs. Also, DADM does not find just one proof. It will continue its deductive processing at the user's request or until DADM exhausts its processing limits.

If processing limits have been reached, DADM will display partial proofs under construction (as in the simple example above). The user may then request DADM to increase its processing time and direct DADM to continue working on particular partial proofs. This interactive process between the user and DADM allows a user to aid in the development and expansion of proofs by advising on directions for continued processing.

Partial proofs and conditional answers are also given in those cases where remaining subproblems cannot be resolved because of missing information. Information could be missing from the fact file (the set of facts in a real-world data base is typically incomplete) or from the rule set (DADM may not be able to prove or disprove remaining subproblems). Conditional answers serve to identify information that, if true, would complete partial proofs and provide complete answers. Such knowledge may also serve to suggest the insertion of new rules and facts.

An important concern in displaying partial proofs is deciding which proofs to display to a user, particularly when DADM has generated a large number of partial proofs. It is always the case that a partial proof is verified before it is displayed. The deductions in a proof must be consistent within one another in terms of the variable substitutions required. Those partial proofs that do not successfully verify are ignored and never shown. Any partial proof that does verify may be of potential importance to a user. The system should then order the display of partial proofs on the basis of relevance and importance.

Three main methods are used for ordering partial proofs. These methods are actually used during proof construction in the planning process rather than after proofs are formed. Thus the methods apply to constructing proofs in general, partial or otherwise. These methods involve the use of advice, plausibility, and the number of remaining subproblems.

DADM allows a user to give advice on the use of rules that he feels may be particularly appropriate for deducing an answer to a query. Furthermore, a user may advise the system to focus on particular predicates that may be appropriate middle-terms for chaining. (The user may also give negative advice, in which case specified rules and/or predicates will be avoided in proof generation.) In addition to problem-specific advice, a permanent advice file also exists for storing general domain advice which is accessed for each query [7].

Advice is transformed into rule and predicate ilert lists which are used during middle-term chaining to order and prune the predicates and rules used. The system will try chaining through advised predicates and through advised rules whenever it can. Advice thus serves as a focus of attention mechanism for the chaining and planning processes. Proofs using advised rules and predicates will be generated and displayed first.

The use of plausibility measures serves a similar focusing function. Rules have plausibility measures associated with them. During midde-term chaining, rules are ordered according to their plausibilities. Resulting proofs will be generated and displayed on the basis of the plausibility of the rules used in the proof. Thus most plausible proofs will be displayed first. (Note that advice is given highest priority in the generation of proofs.)

The third method for ordering proofs concerns the number of remaining subgoals in the proof. This is particularly important for ordering the display of partial proofs. Since unresolved subgoals result in conditionals in the partial answer, the fewer the number of such conditionals, the more valuable a partial proof' and partial answer will be to a user. Partial answers are conditional on the missing information being true. The greater the number of conditionals, the less likely that all of them would be true. Thus partial proofs are ordered according to the fewest number of remaining subgoals.

DADM has been designed to be transparent and user-oriented. It tries to give the user as much information as it can or as much as is desired. DADM's ability to recognize and report partial proofs and conditional answers has enhanced the system's usability, particularly over incomplete knowledge bases (where partial proofs and answers become more significant) and over large knowledge bases (where constraints on processing time may preclude the discovery of complete proofs).
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# A PROCEDURAL REPRESENTATION OF LEXICAL ENTRIES 

IN AUGMENTED TRANSITION NETWORK GRAMMAR
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The authors have developed a new representation method of lexical entries and implemented it in the continuous speech recognition system. The basic structure of an entry is a transition network. Associated with each arc of the network are the expected phoneme symbol and a pair of procedures which specify the run-time treatment of phonological transformations and provide the facility of arbitrary contextual and prosodic tests.

## 1. INTRODUCTION

We have been working on the development of a continuous speech recognition system of a subset of 'BASIC', aiming at a voice-input programming system. The major items of task specifications are as follow: continuous speech, high $S / N$ ratio recording, strict artificial syntax, vocabulary size of 50 words, loose semantic constraints, and multiple speaker. The first version of our system [1], [2] demonstrated a sentence recognition rate of 85 percent, comparable to any other system, but not adequate in a real situation.

The main difficulties of almost all speech recognition systems reported so far lie in the precision and accuracy of the acoustic analyzer, the representation of the word dictionary and the word matching method in the context of ambiguous phoneme and word boundaries. Although the importance of higher linguistic constraints was certified as expected, the improvement of the fundamental power of the system is now again, strongly asked for. In particular, the proper use of prosodic information is expected

To cope with it, we have improved the acoustic analyzer and developed a new lexical matching module based on a procedural representation of Iexical entries in the Augmented Transition Network Grammar (ATNG). The skelton of a lexical entry is a transition network in which a transition along an arc is conditioned by the recognition of a constituent phoneme. We also attach to each arc a pair of procedures written in LISP-like format which specify the run-time treatment of phonological transformations and
provide the facility of arbitrary contextual and prosodic tests including any interaction with other levels of the system.

The comparison with relevant works is given later in Section 4.

Before entering into the details, we should better state the environment around the lexical level of our system. It receives a segment lattice from the acoustic analyzer and the possible words predicted by the parser, and returns the matched words with their score back to the parser. The parser works in the top-down, left-to-right and best-first manner.

## 2. REPRESENTATION OF LEXICAL ENTRIES

The ATNG [3] has been used to describe higher linguistic information such as syntax and semantics. A network is a graph made of several nodes and directed arcs connecting them. There are four types of arcs, CAT, PUSH, POP and TST, and a procedure may be associated with an arc, which operates on the global and local variables containing partial results of the analysis.

To deal with our problems we have made a few changes in notation and interpretation. An arc is a quadruple (DEST, PHON, TRUE, FALSE). PHON is a single phoneme label or a procedure which contains a precondition of the phoneme searching and a specification of one or more phonemes. The discovery of one of these phonemes causes a transition to the destination node DEST of the network. TRUE is a procedure which is carried out after the searching, especially when one of the predicted phonemes
is found in the specified region of the acoustic output. The procedure mainly consists of some tests about the matched phoneme and global features such as a syllable duration. In recognizing a short functional word, it is often the case that prosodic cues, such as the phoneme duration, play an important role. If the phoneme is not found or a test of TRUE procedure rejects the phoneme matching result as inadequate, the FALSE procedure is performed instead of the immediate truncation of that path in the word graph. Some of phonological transformations are also treated here. Some penalty increment is given to the omission of the phoneme, and the replaceable secondary phoneme is looked for if it is expected. Thus, the invention of TRUE and FALSE combination offers simple graph structures as well as appropriate interpretation of phonological transformations.

We adopted LISP-like representation to describe procedures. Atoms correspond to constants and, what we call, registers. Only numerical constants are allowed. The registers are divided In two types: local registers and global ones. The former type includes several general registers and those containing the information on the specific phonemes matched in the limited region of the acoustic output. For instance, we use a general register to hold the accumulated value of segment durations for the test of syllable duration. Registers of the latter type are chiefly those containing information on the neighboring word. As basic operations, we have comparing operators between atoms, their boolean connections, register setting and conditional execution control (COND-function). Other basic functions are penalty Incrementation, phoneme prediction, additional phoneme searching and so on. Any combination of the basic functions is possible and, moreover, arbitrary processings can be added in the manner of subroutine calls. For instance, one could ask for a finer acoustic analysis of the short interval of speech if it might be critical to distinguish the predicted words.

## 3. LEXICAL MATCHING CONTROL

The lexical matching control is a simulator of word acceptors. The matching is straightforward in the sense that a transition from a node to its successor takes place when a phonemic symbol on the outgoing arc ls found in the acoustic output. Since the number of likely phonemic symbols is limited even if the number of predicted words grows, the control


Fig. 1 Flow of Lexical Matching Control
performs all the word matchings in parallel to reduce the effort. Fig. 1 illustrates the flow of the control.

To begin with, we introduce a notion of a BUG which is a quadruple (NODE, START, SEG, PEN). NODE Is a pointer to a node of the lexical entry, initially set equal to the initial node. START denotes the starting segment of the word to be verified, while SEG is a pointer to the current segment of phoneme matching, initially set equal to START. PEN contains the accumulated value of word matching penalty.

SET : The control generates as many BUGs as the number of predicted words multiplied by the number of starting segments. These BUGs are placed on the BUG list.

EXPAND : Then it picks up all the BUGs having the smallest segment number SEG, and makes a phoneme prediction table which contains all the phonemes on the arcs going out from the lexical NODEs of the selected BUGs. The contextual tests may be done in advance of the phoneme prediction on some arcs.

PHONEME MATCHING: In this step, each phonemic accordance is searched against the acoustic output. Starting from SEG, the search for the specific phoneme proceeds in the segment lattice. Short transient segments are allowed to skip. The score of phoneme matching is calculated as a duration-weighted average of component label ratings, and the phoneme matching penalty is a function of the score and the skipped gap duration. In order to obtain the optimal word matching over ambiguous boundaries, we do not select a single phoneme matching result here.

CHECK Receiving duration and scores of all
the predicted phonemes, the next step is to perform the TRUE or FALSE procedure on the relevant arc of the lexicon. The detail of this is stated in the preceding section. When passing the test, a new BUG is generated in which NODE is replaced by its successor DEST, and SEG and PEN are updated. The procedure gives an additional increment to PEN in some cases.

MERGE : Those BUGs picked up in "EXPAND" are removed from the BUG list and the newly generated ones are added to it. If several BUGs in the list have an identical NODE number of a same word and an identical SEGment number, the one having the smallest PENalty is selected among them, while the others are discarded. After the optimization is done in such a way, the BUGs which have arrived at the final node are moved to the FOUND list. Then the control returns to "EXPAND" to repeat the cycle, if the BUG list is not empty. Otherwise, it goes to the next step.

SCORE : If the FOUND list is not empty, the word matching score is calculated for each matched word from the accumulated PENalty, and the plural results of the same word having the same START segment are merged to one with a range of end segments. This greatly reduces the search space of the parser.

Thus the lexical matching is performed in such a manner that many BUGs proceed deviding, uniting and dying in the product space spanned by the segment lattice and all the predicted word graphs. In other words, this matching process is equivalent to the breadth-first search in this product space. Moreover, it is considered to be an application of the dynamic programming matching method because PEN is a non-decreasing function and the optimization is done at several points in the space.

## 4. EXPERIMENTAL RESULT AND DISCUSSIONS

Implementing the system in a minicomputer in Assembly language, we have carried out the recognition experiment of 72 statements of 'BASIC' language read by 2 speakers in order to estimate the facility of the new lexical representation. At first we designed very simple lexical entries from orthographic pronunciations, and then refined them observing the acoustic output of one of the two speakers. The refinement includes duration and contextual tests, creation of optional arcs and nodes, and so on. Experimental results show that this method is promising because the basic graph
structures of the lexical entries are much simplified to demonstrate the comparable performance, 87 and 84 percent respectively, with that of our former system. Now the dictionary is under finer adjustment, and we are processing a large number of sentences of 10 or more speakers.

The BBN group developed a similar graphic representation of lexical entries and the dictionary expansion system. LISP functions are introduced in order to examine whether or not some phonological rules could apply in a particular context at the stage of the dictionary expansion from the orthographic description of a word. But the constructed dictionary does not contain procedural representations any more. The lexical matching of the BBN system against the output of acoustic analyzer is based or the probability calculation.

Instead we introduced procedural representation into the lexical entries themselves so that intra- and inter-word phonological transformations are treated conditionally at the lexical matching phase. Although the descriptive power of variety of pronunciation is almost the same, one could include any tests of global context, prosodic information or finer acoustic cues dependent of individual words.

Considering that the use of prosodic information has been expected, our method is well-suited for the purpose, while those systems which adopted the uniform algorithm of lexical matching, such as the Dynamic Programming, deal the problem poorly. Ours has a disadvantage that the dictionary construction is troublesome, but we consider that more information dependent of individual words must be utilized to achieve a higher performance.
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# AN INFERENCE NET COMPILER <br> FOR THE PROSPECTOR RULE-BASED CONSULTATION SYSTEM 
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A compiler for the production system used in a rule-based consultation system is described. This compiler produces machine code which performs antecedent or data-driven inference In an efficient manner. Timing results and some limitations of the compiler are discussed.

## 1. Introduction

Typically a rule-based consultation system (which we shall call an expert system) is used in an interactive mode as a consultant: a user volunteers Information from which conclusions are drawn, or a goal is pursued by the system and appropriate questions asked, or there is a combination of both kinds of system interaction. The end result is that the system presents a conclusion about some hypothesis to the user, based on information provided by him.

By contrast, a noninteractive mode for an expert system can also be useful. Noninteractive situations arise when information is presented to the system in Large doses, rather than parceled out piecemeal by an interactive user. Typical applications include data-base screening, in which the system must process a Large number of records; handling map data, In which the system must be run on each of a Large number of cells covering the map; and sensitivity anaLysis of the system, in which answers provided by the user are changed incrementally. These noninteractive applications are characterized by the fact that the type of input is known before the system is run, but the exact values are not. This paper describes a method for compiling a certain type of expert system into an efficient linear form under these conditions.

## 2. Expert Systems

Many expert systems use a production system to encode the knowledge gleaned from experts [1, 4]. Such a production system consists of a

This research was funded in part by USGS Contract No. 14-08-001-15985 and NSF Grant No. AER77-04499-

Examples of such systems are [2, 6].
data base of assertions; a set of production ruLes of the form <antecedent> => <consequent>; a control program that decides on an inference strategy; and an inference mechanism to propagate the effects of input data. The last two functions are often integrated into a single program called the production system interpreter.

The compilation technique described here was developed for a restricted class of probabilistic production systems* with the following properties:

1. No variables are bound in the production ruLes.
2. There are no inference loops (e.g., $A$ => B, B => C, C => A).

Given these restrictions, a set of productions can be converted into an inference net with no Loops: a portion of this net is lllustrated in Figure 1.

Productions are indicated by arrowed Lines. At the leaf nodes of the net are Input assertions to which the user (or some other input source) can assign probabilities. These probabilities are propagated from the Leaf nodes through intermediate hypotheses to the root hypotheses.

## 3- The Compilation Technique

A compilation technique for inference nets was developed to take advantage of the noninteractive nature of the input. The

Probabilistic production systems allow probabilistic inference by attaching probabilities rather than a binary truth value to assertions, and allowing production ruLes to have varying strengths in updating an assertion. See, e.g., [2], [6].


FIGURE 1 A SIMPLE INFERENCE NET

## assumption of $a$ noninteractive mode has two parts:

## 1. "Batch" assumption: all input to the leaf nodes of the inference net is available at the start of the run.

2. Explicit goal assumption: the hypotheses for which results are to be computed are known at the start of the run.

The consequences of these assumptions are exploited in the compilation technique as rollows:

Elimination of Control Strategy Overhead Starting from a set of root goal nodes, the control program normally searches down a path in the inference net to an input leaf node; it then asks the user for a probability for that node. The control strategy is typicaLly goal-directed; it tries to establish a query order for the leaf nodes that is both efficient for hypothesis discrimination and meaningful to the user.

Under the noninteractive assumption of an explicit goal set, it is possibLe to eliminate the goal-directed strategy entirely. Since the leaf nodes for which the probabilities are known are given in advance, there is no need to search for them in the noninteractive mode. Inferencing becomes data-directed from the input leaf nodes, rather than goal-directed from the hypothesis nodes.

Propagation - In the interactive mode, the consequences of new information on a leaf node are propagated immediately throughout the net. Obviously, the probability for a hypothesis node may be calculated many times through this procedure; for example, node $A$ may be updated a total of four times - once each time the
effects of changing the probabilities of nodes $E, F, C$, and $D$ are propagated.

If ail probabilities on leaf nodes are available at the beginning of propagation, it is possible to devise a propagation scheme in which the probability of each hypothesis node is computed only once, in a single bottom-up pass. Because it has no loops, the inference net defines a partial ordering of nodes from the leaf nodes to the root node. In this ordering, for example, the probability of node $B$ must be computed before node $C$, and both of them before $A$. The compilation technique converts the partial ordering defined by the net into a linear ordering. In the compiled net, probabilities on hypothesis nodes are computed in this linear order, and the results saved in temporary cells for later calculations.

The input to a compiler embodying this compilation technique is an inference net of the type described above. Its output is a linear (i.e., loop-free) code sequence that calculates the probability of the root hypothesis, given a data set for the leaf nodes. This sequence simulates the action of the net interpreter on the net in a noninteractive mode. The amount of time taken to execute the code can be estimated as:

$$
\begin{equation*}
C_{L} \cdot N_{L}+C_{P} \cdot N_{P} \tag{1}
\end{equation*}
$$

where the $C$ 's are constant for a given machine executing the code, and the N's are defined as:

$$
\begin{aligned}
& \mathbf{N}_{L}=\text { number of logical productions } \\
& \mathbf{N}_{P}=\text { the number of probabilistic productions }
\end{aligned}
$$

4. Timing Results for a Compiler Implementation A compiler for the inference nets of the PROSPECTOR [2] expert system was implemented to test the practicality of the compilation technique. It compiles PROSPECTOR nets into a linear machine code sequence. A short initializing sequence is also included to enable linking of the compiled inference net to any set of inputs; thus the inference net need only be recompiled if the net structure has changed.

The implementation of the compiler follows in a straightforward way from the compilation techniques of the Last section. Total compilation time is proportional to the number of productions in the net; a nominal amount of time is spent processing each production.
${ }^{t}$ Logical productions are logical combinations of assertions, e.g., the AND node in Figure 1.

The compiler was tested using a medium-scale PROSPECTOR inference net comprising some 94 nodes and 105 productions (59 of them were logical productions). This inference net encoded expert knowledge about geological characteristics of a favorable exploration drilling site for a type of copper mineral deposit [3].

In a typical application, data for 13 of the input nodes was extracted from geological maps of an area. The area was partitioned by a 128 x 128 grid into 16,384 map cells, producing input data for 16,384 runs of the compiled model. The resulting probabilities on the root hypothesis were recombined to yield Figure 2.


FIGURE 2 RESULTS OF 16,384 RUNS OF A COMPILED INFERENCE NET USING MAP DATA

Note: The brightness of each individual pixel indicates the favorability of the root hypothesis for that pixel. The bright line is the actual ore body outline. The area is Island Copper in British Columbia, Canada [3].

Timings for this run are given in Table 1. The estimated running time given by equation 1 is also listed, and agrees well with the actual time. These timings indicate typical speeds that we have achieved under the noninteractive assumptions.

For comparison, the inference net interpreter was run using the data set from a single pixel. Timings for a typical interpreted run are also given in Table 1. For this specialized application the compiLed version of the net is about four orders of magnitude faster than the net interpreter in the test case.
C. and $C_{p}$ were estimated to be 6.0 us and 44 us, respectively, by looking up machine instruction times in $\left[\begin{array}{ll}5 & 3\end{array}\right]$ Experience with many runs indicates that equation 1 i3 a reliable estimator of running time.

Table 1

| CPU Timings | Control:Propagation: Total |  |  |
| :--- | :---: | :---: | :---: |
| Interpreted | 17 s | 13 s | 30 s |
| Compiled, actual | 0 | 3.1 ms | 3.1 ms |
| Compiled, estimated | 0 | 2.4 ms | 2.4 ms |

## 5. Conclusions

A compiler for PROSPECTOR-type inference nets has been described. It generates code that is approximately four orders of magnitude faster than the net interpreter. Its efficiency and practicality for noninteractive use has been demonstrated in an application using digitized map data as input.

As currently conceived and implemented, the compiler suffers from the drawback of not being able to handle production ruLes containing variables. A compiler that produces linear code is probably inadequate for dealing with arbitrary variables in production rules. However, the use of variables in the productions used by such expert systems as PROSPECTOR and MYCIN is very Limited. We are exploring restrictions on the use of variables in productions that will make compilation techniques for variables feasible.
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#### Abstract

ETHER is a new pattern directed invocation language for problem solving applications, ETHER programs allow arbitrarily much processing to happen in parallel. For example, when a goal generates several subgoals they are all pursued in parallel ETHER introduces the concepts of an activity which is a generalization of process, and platform, a generalization of context. Two uses for parallelism are discussed: parallel evaluation of subgoah and the use of opponents, concurrently running activities that attempt to show a subgoal is unattainable. If the opponent succeeds then work on the subgoal halts.


1. Introduction

ETHER is an attempt to form a synthesis of ideas about parallel programming with concepts of pattern-directed invocation. There nave been several researchers proposing parallel AI systems [1,2] is well as systems that make use of agendas and similar mechanisms [3, 4] to get parallel-like behavior. This paper is concerned with the motivation and basic concepts of parallel pattern-directed invocation using ETHER. Due to space limitations it is sketchy in many areas; a much more complete discussion can be found in [5]

## 2. Phylogeny of Planner-like Languages

In the early 1970's there was great interest in developing languages for Artificial Intelligence. This began with PLRNNER 16) which was implemented as MICROPLRNNER [1] Experience with the ideas of PLRNNER and earlier theorem proving systems led to the development of several more sophisticated systems at different centers: CONNIVER [8] at MIT, QR4 [9] at SRI, and POPER [10] at Edinburgh. The general contribution these languages have made to programming are greater flexibility in representing and accessing data and the ability to gain access to procedures, not by their name, but by an indication of what they can do (so called pattern-directed invocation) [6\} If there was a problem to be solved, the routine charged with solving it could instantiate a goal.
(COm. ("My problem it ..."))
The implementation would then match the statement of the problem against statements of what each procedure could do, and procedures that are relevant would be invoked

The original focus of PLRNNER was the writing of programs that manifested intelligence by the combined effect of loosely coupled procedures. In MICROPLRNNER it was possible to create independent units that said "If you want to accomplish the following result, try the following:..." The interpreter was charged with the task of combining this knowledge. It treated the theorems of MOROPANAR as any standard language interpreter would treat subroutines. However, because nothing specified the order theorems were tried, MICRO-PIRNNER programs followed a wasteful, undirected depth-first search, using chronological backtracking.

CONNIVER tried to amend this situation by putting the control structure in the hands of the user [8). Programs had control over the generation and selection of problem solving strategies. Unfortunately, these new abilities destroyed much of the expressive ability inherent in the original MICRO-PLANNER modularity

Our view is that the failure of MICRO-PLANNER programs to control their search was because program control had to be located at one point in the program at any given time. This assumption is implicit in the so-called Von Neumann machine model that underlies virtually all current hardware and software systems but has come under attack recently by several researchers. We introduce the notion of an activity and show how it can be used to control reasoning in a highly parallel system. The context mechansm introduced in [9] is generalized to platforms all of which may be concurrently manipulated.

## 3. Pidgin ETHER

This paper describes a language called ETHER that allows the user to construct problem solving systems embodying the philosophy discussed above. The analog of the PLRNNER theorem is called in ETHER a "sprite". Sprites have two principle parts, a pattern and a body. Once created, a sprite watches for an assertion to appear that matches its pattern, and, if this occurs, its body is executed. The body may contain commands to create new sprites or commands to broadcast new assertions that other sprites may trigger on. This section develops a subset of the ETHER language known as pidgin-ETHER. The ideas in pidgin-ETHER are quite similar to those in [12). To illustrate the difference between ETHER and MICROPANER, consider the following MICRO-PLANNER-like consequent theorem:

```
(to-prove (BRCHELOR ?X>
(CORL (UNMARRRIED ?'X))
(GORL (MALE ?X)>)
```

This says "If you want to determine if $X$ is a bachelor try to show that he is both male and unmarried." A MICRO-PLANNER interpreter would first try all possible ways of showing that $x$ is unmarried, and then if it achieves success, all possible ways of showing $x$ is male. The analog to this in pidgin-ETHER might be written:
(when (CORL (BRCHELOR -x))
(broadcast (GORL (UNMARRIED x))>
(broadcast (GORL (RRLE x>>>
(when\& ((UNHRRRIED x)
(RRLE x>>
(broadcast (BRCHELOR x)>)>
This example makes use of explicit goal assertions [II, 12] instead of primitive consequent rules. When this sprite receives a matching assertion (such as '(GORL FRED>") simultaneously three things occur: a goal assertion is broadcast that causes work to begin on determining whether $x$ is unmarried, a goal assertion is broadcast that causes the system to begin work on determining
whether x is male, and a new sprite is created that waits for these assertions to appear in the database. When (and if) they finally appear the BRCHEOR assertion is broadcast satisfying the goal.

In the EIHER example both goals are worked on simultaneously. Each of the GORL assertions (requests to work on the goals) may each be picked up by several sprites serving as consequent theorems and in turn may themselves cause several subgoals to be pursued concurrently.

## 4. Activities and Stifle

"This example has one problem. When a goal has been solved, computation attempting to achieve it will not stop. For example, even if freo has been shown to be a BACHEOR consequent sprites working on the problem of determining if REO is a BACHEOR will continue doing so. It is desirable to be able to stop this additional processing so that system resources can be reclaimed.

To allow this kind of behavior we will introduce the concepts of activity and stifle to the pidgin-ETHER so far described. An activity can be thought of as a locus of control with some specific purpose. When the work being carried out by an activity is found to be no longer necessary the activity is stifled This causes all computation involving sprites that are part of this activity to cease. An activity may be created to achieve some goal. If the goal has been achieved then the program should stifle this activity.

To illustrate the use of activities is redone the above example using them. Activities are initiated by giving broadcast a second argument of the name of the new activity. If a sprite receives this broadcast, newly created sprites are placed in the new activity. Suppose we wish to work on the goal of (BACHEOR FREO). The following broadcast is done with COAK3 being the name of the activity created to work on this goal.
(broadcast (GOAL (BACHELOR FREO)) COAL 33)
There may be a number of different ways to accomplish a goal (each by a different consequent sprite). One way, as was done above, is to demonstrate freo is both male and UNHARREO.
Because this is one of perhaps many ways to accomplish a goal, its investigation should occur in a distinct activity.
(when (COAL (BACHELOR -x))
(let (subgoal (new-activity))
(broadcast (COAL (UNMARRIED x>) subgoal)
(broadcast (GOAL (MALE $x>$ ) subgoal)
(when ((UNMARRIED x)
(HALE x))
(broadcast (BACHELOR X)))
(when (BACHELOR x)
(broadcast (STIFLE subqoal)>>))))
The code given is like the previous example with some additions to show the use of activities. The function new-activity creates a new activity. The name of this activity is returned and becomes the value of subgoal. All work begun by this sprite occurs in this activity. The last sprite occuring in its body watches for (BACHELOR RED) to be broadcast, indicating successful completion. If this is ever broadcast, the sprite broadcasts a special assertion instructing the system to stifle the subgoal activity and any activities it might have created. A stifled activity ceases to work on the goal. It does not matter how the goal was finally achieved for the stifling to occur, only that it was achieved.

If the same goal assertion is broadcast twice with different activity markers then only one new activity rather than two will be created. This new activity will be a subactivity of both parents. Thus, if there are two different goals that create a common subgoal, the work on this subgoal will not be duplicated.

## 5. Platforms and Opponents

Planner-like languages frequently need to create little worlds or contexts inside the machine in which to reason. Contexts are usually defined so that only one is visible to the problem solver at a time. A parallel problem solving system must not contain such a restriction because different activities may be set up to concurrently reason about several incompatible world models. We have generalized the context concept to the notion of a
platform. All platforms are accessible to all sprites at all times. We [5] have found several uses for many concurrently accessible platforms.

Gelernter, in his classic geometry theorem proving program [13], introduced the concept of a goal filter, His program worked by using strict backward chaining from the theorem. Before attempting to work on a subtheorem it would check a diagrammatic representation of the subtheorem to see if the subtheorem was consistent. If it was not, the goal was immediately pruned. The concept of checking a subgoal for plausibility is an important one in maintaining coherency in the problem solving process. In Gelernter's program the test was easy to make and would be guaranteed to terminate with an answer in a short span of time. In many problem solving situations goal filters can make use of the full capabilities of the problem solver and may not be guaranteed to terminate. The use of goal filters still may be justified because of the desirability of cutting off exponentially growing trees of useless backward chaining.

One common mode of reasoning that people use to filter goals is to assume the object of a goal is true and then seeing if there is an anomaly. For example in a geometry theorem proving program we may have a goal of demonstrating satisfiablity of the statement "Line $A B$ is longer than line $A C$ in the following:
(lint A B)
(line B C)
(line A C)
(right-angleABC)

We create an activity and broadcast in this activity:
(goal (greater (line A B) (line A C)
As in the previous examples this will cause consequent processing to happen on this platform attempting to prove this goal. Sprites doing consequent processing will not realize that the goal is unattainable though this is easily apparent to humans. Consequent reasoning sprites will implement backward chaining from this unattainable subgoal.

A method people use for seeing this is by determining the obvious consequents of the proposition that line $A B$ is longer than line AC and seeing that an anomaly arises.

In ETHER, data assertions are grouped in specific platforms. We create a new platform that inherits from the platform containing the description of the figure and in it we broadcast:
(greater (line A B) (line A C>
Many antecedent sprites are created to allow the system to determine the implications of this assumption. We also instantiate for this platform sprites that can detect contradictions. In this particular example, the assumption has one easily seen consequent, that angle $A C B$ is greater than angle $A B C$. This implies angle $A C B>90$ degrees, and that triangle ABC has internal angles that sum to more than 180 degrees, an anomaly. A sprite watches for the occurrence of anomalies and then stifles the activity attempting to do consequent reasoning on this goal.

We concurrently do consequent processing attempting to prove the goal and antecedent processing to determine if the goal is not realizable. The activity attempting to achieve the goal is known as a proponent. The activity in which antecedent processing is being done on the goal to determine if anomalies exist is an opponent If the goal is achieved, the result is broadcast and both the opponent and proponent activities are stifled. If the opponent succeeds in finding an anomaly, both activities are stifled.

The inherent parallelism of ETHER is necessary to allow use of opponent platforms. In a sequential problem solving system, the problem solver must choose to do one or the other first. It cannot allow opponent processing that is not guaranteed to terminate in a reasonable amount of time. Goal filters can be implemented in our scheme by creating a platform that executes the task of the goal filter, stifling the goal proponent if the filter is successful.

The full power of the problem solver can be brought to bear on the task of filtering goals.

The inheritance mechanism is such that assertions appearing in the parent of a hypothesis platform virtually appear in the hypothesis platform itself. The program may inherit antecedent sprites from a parent to a child platform. When this is done, the only new assertions that get generated and placed in the hypothesis platform are only those that depend on the assertions broadcast in this hypothesis platform. Thus the creation of an opponent platform is relatively inexpensive.

## 6, Further Ideas

the EIHER language is much more extensive than the kernel described here. We briefly summarize some of the other features that are discussed in [5].
As a parallel language The semantics of the language have been carefully designed so that it is implementable on highly parallel hardware without introducing bottlenecks or the possibility of deadlock caused by the use of synchronization primitives. We believe that many of the choices made in this regard are also the right choices from the point of view of language design for modular programming; the language makes it easy to design programs devoid of the timing errors that plague most parallel systems.
Processing power. The concept of an agenda has been proposed for incorporating resource-limited computation in AI systems. We feel this is too low level a concept because the individual parts of the system must worry about their own scheduling. Imagine how much harder it would be to write programs for a time-sharing system if the individual programs had to schedule each time quantum for themselves. In Eा世R the individual activities are truly parallel. To incorporate resource-limited computation we introduce the notion of processing power. If some activites seem to be more likely to achieve their purposes than others they are given a larger share of processing power. The user is given a set of primitives in which to build in heuristic knowledge to improve the performance of the program.
Objects and coreference. Most PLANNER-like languages allow variables to appear in goals, ETHER contains a generalization of the notion of an anonymous object. The program can place assertions on a platform causing the object to be coreferential with another object on that platform. We show that variables can be replaced with these objects resulting in solutions to many problems that are much more tightly controlled than a solution using variables. Objects also have important applications in planning.
Manipulative inheritance. The inheritance mechanism discussed for platforms above will inherit all assertions from a parent to a child. While this is valuable for the creation of opponents it is not generally useful in planning. Planning situations usually require the ability to make certain assertions invisible through inheritance links. For example, if a block A is taken off of a block B in a hypothetical situation we would like the assertion (ON A B) to be invisible in the hypothesis' platform even though it is present in the higher platform. We employ the use of inheritance filters and justifications in our solution to the frame problem. The user may tag assertions with markers and allow the system to automatically compute dependency information for newly created assertions. A platform inheritance link can specify a filter that indicates the class of assertions that can be "seen" through the inheritance link.
Virtual Collections of Assertions. A common complaint of pattern-directed invocation systems is that they are too inefficient. We would like to supply a facility that allows the user to interface efficient Lisp code to the ETHER system in a transparent manner, i.e. from the point of view of the EITR program this efficient subprogram looks as if it is implemented in sprites. For each virtual collection the program must specify two items: the assertions that it would like to know about if they are asserted in the database, and the kinds of assertions for which it can decide virtual presence in the database. We envision a facility like this
being used to tie together many relatively large, special purpose, programs so that they can interact in a useful fashion with one another.

## 7. Conclusions

ETHER is a language that allows arbitrarily much processing to occur in parallel. We believe this feature allows programs to maintain modularity and independence of individual methods while still allowing programs to carefully control their search. We have developed two kinds of generalized control structures. In $\operatorname{El|R}$ it is possible to run many methods in parallel and arrange that computation that becomes unnecessary to be stifled. Ell $R$ makes possible a generalization of the concept of a goal filter in which the filtering computation runs in parallel with the the attempted attainment of the goal, ETHR code is clear and simple and counters the commonly held belief that parallel programs are hard to design and understand.

ETHER has been implemented by the author as part of his masters thesis research. I am currently improving the implementation and modifying it for use on the MIT Lisp Machine.
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#### Abstract

A polarimetric method is proposed to find surface normals, which will help the 3-D shape understanding of glossy objects. Attention is directed to the fact that glossy objects are characterized by conspicuous specular reflection, which has a certain polarizational property as a function of the incident angle and the refractive index of the material. The relation is formulated between the local normal and the polarizational parameters. The Stokes parameters are used to express the state of polarization. As to several materials preliminary measurements are done to examine for utility of polarizational information to finding local normals. The proposed method will be effective in extracting geometrical parameters from glossy objects whose gloss occurs on dielectric surfaces such as plastics, lacquered items, polished paper and so on.


## 1. INTRODUCTION

We propose a polarimetric method of obtaining surface normals, which will help the 3-D shape understanding of glossy objects.

Horn[l] has obtained shapes from shading information. Glossy surfaces, however, have little shading information, since they dominantly reflect specular rays.

The specular ray has a certain polarizational characteristic as a function of the incident angle and the refractive index of the surface material.

We examine for utility of polarizational information to finding local normals.

## 2. POLARIZATIONAL RELATION

In Fig.l, $\&$ and $S$ are rays of incidence and reflection upon a plane $\Sigma$, respectively, and It is the normal. $\Omega$ is the frame to which the Stokes parameters[2] are referred, and $\xi^{\prime}$ is the reference direction. $g$ implies the intersection of the frame and the plane of incidence.

The polarization state of the ray 8 contains information about the angles $\psi$ and $\alpha$, which will provide a clue for finding the normal $R$.


Fig. 1 Observation system

We regard the specular plane as a partial polarizer with retardance, and use a right circular ray as an input. Then, the Stokes vector * of the reflected ray will be derived by the Mueller calculus as follows;

[^16]
where $r_{\mu} r_{n}$ the amplitude reflection coefficients of components vibrating perpendicular to and parallel to the plane of incidence
$\boldsymbol{\delta}$ the phase difference between both components
Co, So $\cos \theta, \sin \theta$
Ic the intensity of the light source


On actual surfaces somewhat occurs depolarization. Therefore the next expression will be practical:

$$
\left(\begin{array}{l}
I  \tag{1}\\
\mathrm{~L} \\
\mathrm{X} \\
0
\end{array}\right)=\operatorname{Id}\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right)+\operatorname{Ip}\left(\begin{array}{ll}
1 & \\
\mathrm{P} \mathrm{C}_{\text {wr }} & \mathrm{V} S_{2 u} \\
\mathrm{PS} 2 \mathrm{an} & \mathrm{VC} \\
\mathrm{U} &
\end{array}\right)
$$

where Id and Ip are the intensities of depolarized and polarized components, respectively.

## 3. MEASUREMENT OF THE STOKES PARAMETERS

We use a simplified "rotating-compensator/ fixed-analyzer ellipsometer configuration"[3], which can eliminate the polarizational effect of the detector.

The intensity transmitted by this configuration is proportional to

$$
I+\cos ^{2} \alpha \beta \cdot L+\cos 2 \beta \cdot \sin 2 \beta \cdot X-\sin 2 \beta-0
$$

where $\beta$ is an azimuth of the quarter-wave plate, with the analyzer kept at $c^{\circ}$.

Using its values $I_{m}$ sampled at $\beta=22.5^{\circ} \cdot \mathrm{m}$ ( $m=0,1, \cdots, 7$ ), we find

$$
\left(\begin{array}{l}
I  \tag{2}\\
L \\
X \\
O
\end{array}\right)=\left(\begin{array}{ccccc} 
& & I_{2} & & +I_{6} \\
I_{0} & & -I_{2} & +I_{4} & -I_{6} \\
& I_{1} & & -I_{3} & +I_{5} \\
& & -I_{7}
\end{array}\right)
$$

## 4. SEQUENCE TO FIND THE LOCAL NOPMAL

1. Calculate Ip as $\sqrt{L^{2}+X^{2}+O^{2}}$.

If Ip is too small, reliable values cannot be obtained at that point. Otherwise,
2. Normalize (1) as

$$
\left(\begin{array}{l}
a \\
1 \\
x \\
\sigma
\end{array}\right) \equiv\left(\begin{array}{l}
I / I p \\
L / I p \\
X / I p \\
O / I p
\end{array}\right)=\left(\begin{array}{c}
I d / I p+I \\
P \cos 2 \alpha-V \sin 2 \alpha \\
P \sin 2 \alpha+V \cos 2 \alpha \\
U
\end{array}\right)
$$

3. Find $\psi$ to fill $\sigma=U$.
4. Find $P$ and $V$ corresponding to $\psi$.
5. Find $\alpha$ using $l, x, P$ and $V$.
6. Determine $\pi$ using $\varphi, X, \psi$ and $\alpha$.

## 5. PRELIMINARY EXPERIMENT

In order to examine for utility of $\mathrm{P}, \mathrm{U}$ and V to finding $\psi$, we measured $l, x$ and $O$ as to actual materials, changing $\boldsymbol{\psi}$ at $\boldsymbol{\rho}=\boldsymbol{\chi}=0^{\circ}, \boldsymbol{\alpha}=90^{\circ}$ (that is, $l=-P, x=-V$ and $o=U$ ).

Fig. 2 shows some results of it. The curves


Fig. 2 The polarizational characteristics measured from (a)acrylic board (b)polished paper (c)Al-coated mirror (d)chromed plate
feasible for use are obtained from the dielectrics such as the acrylic resin board and the polished paper, while not from the metals.

In this experiment we used Polaroid sheets of quarter-wave plate, linear and circular polarizers, a PIN photodiode detector and a DC-supplied incandescent lamp as a light source.

## 6. DISCUSSIONS

If $\Psi$ is closer to $0^{*}$ or $90^{*}$, both $P$ and $V$ become too small to find a reliable value of $(X$. The normal can be determined for $\Psi=0^{*}$, since it coincides with the observed ray, while, not for $\Psi=90^{*}$ by this method.
$P, U$ and $V$ can be theoretically derived from the refractive index, if known, by Fresnel equation. Otherwise it will be practical to get them by preliminary measurements as we did.

As far as a method of finding normals depends on specularly reflected lights, the light sources must be arranged so as to observe the specular ray from any investigating part of the surface. We, however, need not know their intensities, directions or positions.

The proposed method will be applicable to extracting geometrical parameters from glossy objects such as plastics, polished papers, lacquered items and so on. The objects have no need of uniform coloring, if their surface is coated with a dielectric.

It is under investigation to actually determine the normals from TV camera data.
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#### Abstract

A new method of grammatical inference is proposed. The inference procedure, receiving only positive sample sentences, produces a grammar. A notion of "bounded context" is introduced which represents linear environment of a string in sample sentences. The procedure consists of (1) calculating the bounded context of strings, (2) finding a pair of context-equivalent strings, (3) reducing the sample sentences by means of the pair, and (4) iterating (1) to (3) until there is no pair of context-equivalent strings in the reduced sample sentences. The output grammar is constructed from the reduced sentences and the pairs of strings obtained in (2). Sample sentences are grammatically correct with respect to the grammar inferred from the sentences. All of regular languages and a number of non-trivial context-free languages are inferred correctly by the method, when sufficient but a finite number of sample sentences are given.


## 1. INTRODUCTION

Grammatical inference is a problem of inferring a grammar which describes a language by means of a finite set of sample sentences of the language According to the development of formal linguistics, grammatical inference has recently received increasing attention as one of the most important information-processing problems. It serves as a tool for automatic acquisition of many sorts of grammatical descriptions which are dealt with in pattern recognition, graph theory, programming language design, information retrieval and other parts of artificial intelligence study.

We propose here a practical, systematic grammatical Inference procedure. It has the following properties. (1) The procedure can be applied to languages which are impossible of desciption by any regular grammar. (2) The procedure does not need any structural information of sample sentences. (3) The procedure works without feedback by teachers.
(4) The procedure is efficient, i.e., enumaration of grammars is not employed.

In many effective methods of grammatical inference, production rules are often inferred on the basis of some supposed relationship between similar parts of sample sentences. We use a notion of "bounded context" which represents linear environment of a symbol string in sample sentences, and define an equivalence relation of strings by equality of the bounded
context.

The next simple example explains our method. Suppose sample sentences are the strings ab, aabb, aaabbb,
The two substrings 'ab' and 'aabb' appear in the same environment in the sentences, because they are put in the places denoted by $\square$ ) in the following [ ], a[_]b, aa[_]bb,... . This means the two substrings are context-equivalent. Grammars are constructed from production rules which consist of pairs of context-equivalent strings and from reduced sample sentences. Here the production rule $a b+a a b b$ is inferred on the basis of the context equivalence. The reduction of sample sentences is carried into effect by replacing all 'aabb' in them by 'ab' repeatedly until no 'aabb' exists. Then all of the sample sentences are reduced to a single sentence 'ab'. We call it a reduced sample sentence. The inferred grammar is described by the triplet (\{a,b\},\{ab+aabb\}, \{ab\}). This description of grammar is a little different from that of ordinary formal grammars, but obviously grammars of this type can be transformed into ordinary context-sensitive grammars.

## 2. FUNDAMENTAL DEFINITIONS

We establish the basic concepts necessary for the expression of our procedure. First, the preliminary notations are provided. An alphabet is denoted by $£$, and we use $a, b, c, \ldots$ as symbols. Symbol strings are denoted by $u, v, \ldots$, $z$ except the empty string $A$. $A$ set $A B$ consists
of concatenation strings of elements of $A$ and $B$. The notation $A^{*}$ is the closure for $A$. A language is a set of strings and denoted by $L$, L', etc. We call an element of a language a sentence. The length of a string $x$ is denoted by $|x|$.

DEFINITION 2.1. The $k \ell$-bounded context of a string $w$ in a language $L$ is a set of pairs of strings
$C_{L}^{k \ell}(w)=\left\{\left(\right.\right.$ last $_{k}(x)$, first $\left.\left._{\ell}(y)\right)\right\} \mid$ xwy $\left.\varepsilon L\right\}$,
where the parameters $k, \ell$ are non-negative integers or infinity and first ${ }_{( }(y)$ (last $(y)$ ) is y's leftmost (rightmost) substring of Fength $k$, if $|w|<k$, otherwise $w$. The context equivalence $\widetilde{c}_{L}^{k l}$ is defined as follows: $\quad w \simeq_{L}^{k \ell} w^{\prime}$ if and only if $C_{L}^{k \ell}(w)=C_{L}^{k \ell}\left(w^{\prime}\right)$.

DEFINITION 2.2. A symbol substitution grammar is a triplet $G=(\Sigma, P, S)$, where $\sum$ is an alphabet, $P$ is a set of production rules which are of the form $x+y$ and $S$ is a finite set of strings called an inftial set of sentences. In correspondence with ordinary formal grammars, we call it a type-1 ssg if $x$ is not longer than $y$ for any $x$, $y$ in $x \rightarrow y \& P$. The language $L(G)$ generated by a grammar $G=(\Sigma, P, S)$ is the set of strings generated from $S$ by $P$, denoted by $g_{P}(S)$. More precisely, $g_{p}(S)$ is defined by
$\{u \mid v \stackrel{\star}{\stackrel{\star}{P}} u, v \in S\}$,
where the relation of strings $v \stackrel{\star}{\vec{\beta}} u$ means that $v=u$ or there is a sequence of strings $v_{0}, \cdots$, $v_{n}$ such that $v=v_{0} \overrightarrow{\vec{p}} \cdots \overrightarrow{\vec{P}} v_{n}=u$ while $v \overrightarrow{\vec{P}} v^{\prime}$ denotes that there exist $x, y, w, w^{\prime}$ which satisfy $v=x w y, v^{\prime}=x w^{\prime} y, w \rightarrow w^{\prime} E P$.

Our procedure infers grammars of this type.

## 3. GRAMMATICAL INFERENCE PROCEDURE

Before presenting our procedure, we need some preliminaries. An order relation of strings is defined as follows: i) $x$, if $x$ is shorter than $y$, and $H$ ) two strings of the same length follows the lexicographic order. The $j-t h$ nonempty string in the order is denoted by $z(j)$.
Next we define an operator $g_{p}^{-1}$ which is a mapping from the set of strings to itself. Intuitively, $g_{p}^{-1}(w)$ is the reduced sample sentence of $w$.
DEFINITION 3.2. Let a set of production rules $P$ be $\left\{x_{m}+y_{m} \mid m=1, \cdots, j\right\}$. The reduced string of $w$, denoted by $g_{p}^{-1}(w)$, is the string obtained by applying the production rules in $P$ to $w$ in such a manner that any $y_{m}$ in $w$ is replaced by $x_{m}$ repeacedly, until no $y_{m}$ remains in $w$. The
operator can be applied to a set of strings.
Our grammatical inference procedure produces grammars by receiving as input a finite number of positive sample sentences. The system includes two arbitrary parameters: an order relation a symbols, and a pair ( $k, \ell$ ) of nonnegative integers and/or infinities. The system outputs an ssg defined above. It is also type-1 because of the way of making production rules in the procedure. The procedure is described in the ALGOL-like form as follows:
S := L'; P := $\quad$; jj := 1 ;
for $i:=1$ step 1 until $\infty$ do begin
for $j:=j j$ step 1 until $\infty$ do begin if $|z(j)|<\max _{\mathrm{WE} S}|w|$ then go to OUT ; if $C_{S}^{k \ell}(z(j)) \neq \phi$ then
for $m:=1$ step 1 until $j-1$ do if $z(j) \stackrel{L^{k} \ell}{L^{\prime}} z(m)$ then begin $P:=\{z(m) \rightarrow z(j)\} U P$; $\mathrm{S}:=\mathrm{g}_{\mathrm{P}}^{-1}\left(\mathrm{~L}^{\prime}\right)$; go to NEXTSTRING
end;
NEXTSTRING: $j \mathrm{j}:=\mathrm{j}+1$
end;
out: print ( ( $, ~ P, S)$ )
In the procedure, $L^{\prime}$ is the set of sample sentences, and $S$ is the set of (partially) reduced sentences. The strings $z(j)(j=1,2, \cdots)$ are tested in order: I) If $z(j)$ is longer than any string in $S$, the grammar is output, since no more rules can be found. II) Otherwise it is tested for every string $z(m)$ shorter than $z(j)$ whether or not $z(j)$ is context-equivalent to $z(m)$. If it is true, the procedure adds a production rule $z(m)+z(j)$ to $P$, and recalculates $S$ reducing the sample sentences $L^{\prime}$ by the new $P$.

EXAMPLE 3.1. Let sample sentences be $a b$, $a a b b$, aaablb, abc, abcc, abccc, abcccc, aabbc, aabbcc. When we choose parameters $(1,1)$ and such that $a<b<c, a$ type-1 ssg
$\mathcal{G}^{\sim} 1,1,\left(L^{\prime}\right)=(\{a, b, c\},\{c \rightarrow c c, a b \rightarrow a a b b\},\{a b, a b c\})$
is inferred. This grammar describes a language
$\left.L\left(G, 1,1 L^{\prime}\right)\right)=\left\{a^{i} b^{i} c^{j} \mid i \geq 1, j \geq 0\right\}$.
Table 1 shows the process of obtaining the ssg.

## 4. PROPERTY OF INFERRED GRAMMARS

We describe property of grammars inferred by our procedure and possibility of correct inference. There have been found the following facts: i) Inferred grammars are consistent with the sample sentences. Precisely, sample sentences are grammatically correct with respect to the

TABLE 1. The Process of the Procedure for Ex.3.1

| 1 | J | 2(j) | $\mathrm{C}_{\mathrm{L}}^{11}(\mathrm{z}(\mathrm{j})$ ) | P; S |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | a | ( $\lambda, a),(\lambda, b),(a, b),(a, a)$ | $\mathrm{c}+\mathrm{cc}$;$\mathrm{ab}, \mathrm{aabb}$,aaabbb,$\mathrm{abc}, \mathrm{aabbc}$ |
|  | 2 | b | $\begin{aligned} & (a, \lambda),(a, b),(b, \lambda),(b, b), \\ & (a, c),(b, c) \end{aligned}$ |  |
|  | 3 | c | ( $b, \lambda),(b, c),(c, \lambda),(c, c)$ |  |
|  | 4 | a | ( $\lambda, b),(\lambda, a),(a, b)$ |  |
|  | 5 | ab | $(\lambda, \lambda),(a, b),(\lambda, c)$ |  |
|  | : | : | $\frac{:}{}$ |  |
|  | 12 | cc | $(b, \lambda),(b, c),(c, \lambda),(c, c)$ |  |
| 2 | 13 | aaa | $(\lambda, b)$ | $c \rightarrow c \mathrm{c}$, $a b \rightarrow a a b b ;$ <br> ab,abc |
|  | : | : | $\frac{:}{\text { ( } 1, \lambda \text { ) },(a, b),(a, c)}$ |  |
|  | 46 | aabb | $(\lambda, \lambda),(a, b),(\lambda, c)$ |  |

grammar obtained from the sentences, that is, the language described by the grammar includes the set of sample sentences.
i1) The grammar inferred from sufficiently many sample sentences describes correctly the source language of the sample sentences. Precisely, if a source ${ }_{\infty}$ language $L$ satisfies a condition, whict we call $\simeq$-inferability, then the language is inferred correctly from any complete sequence of L's sample sets by the use of any $k \ell$-bounded context in which $k$ and $\ell$ are sufficiently large integers. A sequence of sets of sample sentences from a language $L$ is complete iff for any win 1 there exists a positive integer $t$ such that for all $t^{\prime}>t L^{\prime}$, includes $w$.
ith) The class of $\simeq$-inferable languages
includes all of regular languages and many nontrivial context-free languages.
When the procedure in which non-bounded context is used produces a grammar, we call the input language is $=$-inferable. We also let source languages which are usually infinite sets be input, by giving an algorithm to calculate any description of bounded context.

EXAMPLE 4.1. Let us consider the following sequence of sample sets from a language $L=$ $\left\{a^{n} b^{n} \mid n>1\right\}: L_{1}=\{a b\}, L_{2}=\{a b, a a b b\}, \cdots$, $L_{N}=\left\{a b, \cdots, a N_{b} N_{\}}, \cdots\right.$. For example, by using 4,4 -bounded context, we get the sequence of grammars: $G_{1}, G_{2}, \cdots, G_{5}, \cdots$, where $G_{N}=\left(\sum, \phi, L_{N}\right)$, $(N=1, \cdots, 5)$ and $G_{6}=G_{7}=\cdots=\left(\sum,\{a b \rightarrow a a b b\},\{a b\}\right)$. We must notice that the grammar $G_{6}=G_{7}=\cdots$ describes the source language $L$ correctly.

EXAMPLE 4.2. The following table makes us understand that most of inferred grammars are not so redundant and may reflect properties of their source languages. They are similar to the cfg's we may think of from the source language. These grammars can be inferred from any sample sets which includes all strings longer than a

TABLE 2. Result Grammars by ${ }^{0000}$-Bounded Context for Various Languages

| Input Languages | Inferred Grammars |
| :---: | :---: |
| Tv/w consists of $a, b$ and the number of a is odd\} | $\begin{aligned} & (\{a, b\},\{b+a a, a+a b a b a, \\ & b \rightarrow b b\},\{a, a b, b a, b a b\}) \end{aligned}$ |
| Tw $w$ consists of $a, b$ and includes aat | $\begin{aligned} & (\{a, b\},\{b \rightarrow b b, a a \rightarrow a a a, \\ & b \rightarrow b a b, b \rightarrow b a a b\}, \\ & \{a a, a a b, b a a\}) \end{aligned}$ |
| Tw (the number of $a$ ) $=$ (the number of $b$ ) \} | $\begin{aligned} & (\{a, b\},\{a b+b a, \\ & a b \rightarrow a a b b\},\{a b\}) \end{aligned}$ |
| the set of adequate sequences of parentheses | $\{\langle>\}$ |
| the set of reversed Polish formulas | $\begin{aligned} & (\{a, b, \star,+\},\{a \rightarrow b,+\star, \\ & a \rightarrow a a+\},\{a\}) \end{aligned}$ |
| \{wc $\rho(w)$ \| w consists of a,b) where $\rho\left(a_{1} a_{2} \cdots a_{n}\right)=a_{n} \cdots a_{2} a_{1}$. | $\begin{aligned} & (\{a, b, c\}, \\ & \{c \rightarrow a c a, c+b c b\}, \\ & \{c\}) \end{aligned}$ |
| the set of arithmetic expressions without redundant parentheses described by the cfg: $\mathrm{S}+\mathrm{S}+\mathrm{T}\|\mathrm{~T}, \mathrm{~T} \rightarrow \mathrm{~T} * \mathrm{~F}\| \mathrm{F}, \mathrm{~F} \rightarrow(\mathrm{~S}+\mathrm{T}) \mid \mathrm{a}$ | $\begin{aligned} & \mid(\{a,+, \star,(,)\}, \\ & \left\{\begin{array}{l} \{a \neq a, a \rightarrow(a+a), \\ a+a+a+\}, \\ \{a, a+a\}) \end{array}\right. \end{aligned}$ |

costant length.

## 5. DISCUSSION

We implemented the procedure, which was written in LISP, and tested real sample data (simple sentences of natural languages and feature sequences of letter patterns). The processing of the data helped us to recognize the following ideas: i) It is important to select good parameters $k$, $l$ in accordance with the application. We need too many sample sentences to obtain correct grammars, if $k$, $l$ are very large, ii ) It may be interesting to change the parameters dynamically by observing the convergence of inferred grammars, iii) If noise is expected, we had better employ 'similarity' instead of equivalence, iv) Quick parser can be constructed, which may be simpler than that of cfg. It seems able to be deterministic, or not needed backtracking
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#### Abstract

The TOUR model is a computational model of human commonsense Knowledge of large-scale space. It shows how observations arc assimilated into a description, from multiple perspectives, of the spatial environment. In this paper we propose a representation for sensory events at a level suited to this investigation, and an inference strategy by which these sensory events are assimilated into descriptions of spatial structure. We also discuss the states of partial Knowledge that occur during the learning process, and show that the representation exhibits graceful degradation of performance under resource limitations.


## 1. INTRODUCTION

Commonsense knowledge of space is a particularly interesting domain of human knowledge, because commonsense knowledge is a powerful and mysterious aspect of human thought, and because spatial knowledge is widely applied and distinctly different from linguistic knowledge. Knowledge of large-scale space (eg. the "cognitive map" of a city) is particularly accessible to study because the process of assimilating new information is constrained by the speed of physical travel, so states of partial knowledge are easily observable.

The TOUR model $[1,2]$ is a computational model of the cognitive map, exhibiting a solution to the problem
How can local observations acquired during travel be assimilated into a structure that permits answering route finding and relative position questions ${ }^{9}$
The model consists of a number of different representations for spatial relationships, and inference rules for creating descriptions in one representation from information in others. The different representations can be categorized:

1. Procedural. A description specifies a procedure for travel between two given places.
2. Network. Descriptions specify the topological connectivity between places and paths, and the local geometry of intersections.
3. Geometrical. Descriptions specify relative position vectors, and the coordinate frames in which they are defined.
4. Structural. Descriptions specify containment, the role of region boundaries, parallel relations, and rectangular grids.
5. Abstraction. Descriptions link representations of spatial features at different levels of detail.

The observational input to the TOUR model is simulated as a sequence of partially specified travel instructions containing only information that could be acquired from a local observation. All other information is supplied by the assimilation process [1,2]. While this permits subsequent acquisition of order and local geometry information (and thence the rest of the cognitive map), there remain easily observable phenomena for which no explanation can be stated in terms of this representation.

1. "I can't tell you how I get there. I just know what to do." In some circumstances, a person is able to use a stored route description for physical travel, but not to anticipate up-coming landmarks or to describe the route verbally.

2 Occasionally a person will have several different internal descriptions for the same place and not realize it. Upon
noticing the identity, his cognitive map undergoes \$ significant reorganization.

The problem is to find a representation for observational input that (a) refers to sensory events rather than previously acquired descriptions, (b) serves as an adequate base for further processing, and (c) can express mechanisms to explain a wider range of phenomena. The new representation is defined (Section 2), shown to interface correctly with the existing TOUR model (Section 3), and shown to exhibit graceful degradation of performance under severe resource limitations (Section 4).

## 2. TRIPLES

We assume two primitive descriptions of sensory events for interaction with the physical world: the view, or perceptual snapshot, and the action, causing or recording physical motion and simultaneously changing the current view. More formally:

Definition: A view (V) is the description produced by the perceptual system of the scene observed from one vantage point. While the internal structure of a view must certainly be very complex, for our purposes it is subject to only two operations:

1. Matching. Two views can be compared to see if they describe the same place. Matching is subject to errors, primarily in the direction of failing to detect an identity (e.g. due to differences in illumination, etc.).
2. Indexing. A view can be used as the key for storage and retrieval of other internal descriptions.

Definition: An action (A) is the description produced by the perceptual system of a physical motion within the environment. Such a motion always produces a change in the current view. There are two types of action description, each of which may provide the observed value of an associated magnitude:

1. (1RAVFL <distance-measure> )
2. (ROTATE <angte-measure> )

A TRAVEL action corresponds to motion along some unambiguously identifiable path within the initial view (i.e. no path-selection decisions are required during the motion). A ROTATE action corresponds to a change in the direction faced without translational motion. In addition to being observed, stored, and manipulated like any other description, an action can he executed to produce physical motion.

The observations corresponding to travel in an environment will be a sequence of alternating views and actions:

$$
V_{1} A_{1} V_{2} A_{2} \ldots V_{i} A_{i} \ldots
$$

The information provided by the views and actions and their iemporal sequence is used by the assimilation processes to construct the cognitive map. We will summarize the spatial properties of the physical world by defining a function relating observed views and actions:

$$
\operatorname{RESUL} T(V, A)=V
$$

if the action $A$, taken when $V$ is the current perceived view, results in the view $V$.

Definition: A sequence of observations is stored as an inlernal descriplion whose basic element is the Triple (VAV'). As part of an internal description, a triple corresponds to:
a) the assertion that $\operatorname{RESULT}(V, A)=V$.
b) the imperative to do $A$, when $V$ is the current view.

A triple can be partially specified: ( $\mathrm{V}_{\mathrm{H}}-$ ) and (V A -) are hoth meaningful triples, though they do not carry the same assertional or imperative weight as a full triple. A view or action can be inserted in an emply slot of a partially-filled triple.

Definition: A routc description (RD) is a set of full or partial triples (VA V). It is subject to two operations:
a) A new triple can be added to the set.
b) A triple in the set can be retrieved given its first element. (In LISP, (ASSOC V RD) $\Rightarrow \Rightarrow\left(V A V^{\prime}\right)$ ).

The assimilation process that creates infernal route descriplions from sequences of observations simply creates tripler, from temporally associated views and actions and collects them into a set. In hurmans, this process is extended over eeveral traversals of the same route, and involves creating a sel of partial triples and later filling in emply slots in thore triples. The assimilation process works by using the current perceived view to retrieve a triple (if any) from the route descriplion, then filling emply slots if possible. The siate of partial knowledge represented by the route description parses through three qualitatively distinct phases of behavior as arsimilation procecds. Similar phases can be obser'ed in hurman hehavior.

1. Landriark Recoznition. When the route desciption consists of parlial triple: of the form (V - ), each triple serves only to confirm that the given view does in fact occur along that route. It carric; no further assertional or imperative value, and cannot be used for self-guided travel or for assimilation of information into the other perspectives in the cognitive map.
2. Self-Guided Travel. When the route description consists of partial triples of the form (V A -), each triple can be interpreled as an imperative. If sufficienlly many are available to form a sequence

$$
V_{1} A_{1} V_{2} A_{2} \ldots V_{n}
$$

where $\left(V_{1} A_{i}\right.$ ) is in RD, and RESULT $\left(V_{i}, A_{i}\right)=V_{i+1}$, and $V_{1}$ and $V_{n}$ are the yews at the endpoints of the route, then selfpuided lravel is possible along the route. However, the arsertions $\left(V_{i} A_{i} V_{i+1}\right)$ are not available in the internal descriplion, so il is not porsible to rehearse the route without physical travel, or to assimilale information to other perspectives.
3. Mental Rehearsal. When sufficiently many full triples
( $V_{i} A_{i} V_{i+1}$ ) exist in RD to form the sequence

$$
V_{1} A_{1} V_{2} A_{2} \ldots V_{n}
$$

the entire route descriplion can be reviewed from the mental description alone. Both the assertional and imperative import of the triples are available, supporting self-guided travel, rehearsal of the route without physical travel, and assimilation of information to other perspectives.

Insight into the contrast between phases 2 and 3 can come from seeing a route description as consisting of decision information and sequence information. In phase 2, the decision information is represented internally, while sequence information is represented only by the physical structure of the world. Thus physical travel is possible because information contained in the structure of the environment is accessible, but mental rehearsal is not. In phase 3, both kinds of information are represented mentally. A route description in phase 2 accounts for the first phenomenon cited in the introduction: "I can't tell you how I get there. I just Know what to do."

## 3. INTERFACE WITH THE TOUR MODEL

A complete set of fully specified triples can be used to create the partially specified route instructions previously assumed as input to the TOUR model [4]. Thus, the previously described assimilation processes can operate with the new form of observations. The two procedural route descriptions are nonetheless necessary, since the Triples are stated in terms of sensory events, while the instructions are stated in terms of internal descriptions of places and paths. Furthermore, the order of the steps in a route description cannot be observed trivially, but must be acquired in the process of assimilation from the associatively retrieved Triples to the sequentially ordered route instructions.

## 4. GRACEFUL DEGRADATION

One important property of a representation for commonsense knowledge is graceful degradation of performance under resource limitations: as conditions get bad, performance should become gradually worse, rather than failing catastrophically. It has its inverse in learning: as more information is acquired or more assimilation takes place, performance should gradually improve, rather than remaining constant until a large threshhold is passed, then improving dramatically. This property is fundamental to McCarthy's Advice Taker [7], stated in terms of learning. Graceful degradation was explicitly presented as a design goal by Marr [6], and used as an explanatory device for several psychological phenomena by Norman and Bobrow [8]. Kuipers [3] presents a specific hierarchy of catastrophes of different levels of severity, and discusses the way different representations achieve graceful degradation of performance under resource limitations.

In this section we reformulate the Triples representation as a database accessible to three associative retrieval functions, to see the level of performance resulting from various kinds of errors. We show that the level of performance degrades gracefully as errors become more serious and frequent.

Informalion in the roule description RD is used by calling the retrieval functions. Information is assimilated by indexing it under the appropriate key and retrieval function.


Trayd along a route corresponds to a sequence of alternating views and actions:

$$
V_{1} A_{1} V_{2} A_{2} \ldots V_{n}
$$

such that RESULT(V, $\left.A_{1}\right)=V_{1+1}$, for $i=1,2, \ldots n-1$. (Recall that RFSULT summarizes a property of the physical world, not of a stored description of 11 . The definitions of the retrieval functions allow us. to define precisely the different levels of performance we observed above for the Triples representation.

1. Landmark Recognition: (each landmark is (amiliar) EN-ROUTE $\left(V_{i}, R D\right)=T$, for $i=1,2, \ldots n-1$.
2. Self-Guided Travel: (can use RD to get from $A$ to $B$ ) EN-ROUTE $\left(V_{i}, R D\right)=T$, $\operatorname{ACTION}-A T\left(V_{i}, R D\right)=A_{i}$, for $1=1,2, \ldots n-1$.
3. Mental Rehearsal: (can use RD for assimilation)

EN-ROUTE $(V, R D)=T$.
ACTION-AT(V, RD) $=A_{i}$,
NEXT-VIEW $\left(V_{1}, R D\right)=V_{i+1}$, for $i=1,2, \ldots n-1$.
The level of performance provided by a given routedescnption can be intermediate between these thresholds, with higher performance along some parts of the route than can be sustained along its length.

It is clear from the definitions given above that a failure of one of the associative retrieval functions results in a drop, for that point in the route, to the next lower level of performance. Thus, we can easily determine the level of performance resulting from any given failure. Note that an error on retrieval causes a failure of a particular call to a retrieval function, which may succeed on a later attempt. An error during storage (auses failures of all subsequent attempts to retrieve that information until it is observed again and successfully assimilated. Thus errors during storage are intrinsically more serious than errors during retrieval.

We can give intuitive descriptions of the result of a failure as follows. Notice that none of these errors crash the system or propagate to invalidate other stored information. A failure of NEXT-VIEW provides the mildest possible catastrophe. A failure of ACT10N-AT is more serious, and EN-ROUTE is the most critical of all.

EN-ROUTE: We're lost. We may or may not be on the desired route. The current travel goal must be abandoned and special processing invoked to find familiar territory. The remainder of the route-description is still intact, however, and subsequent observations can rebuild the description.

ACTION-AT: We don't know what to do. While still on the route, explicit guidance is needed to reach the next landmark, so the current travel goal need not necessarily be abandoned. The remainder of the route description still exists, and can be rebuilt.
NEXT-VIEW: We can't anticipate the next landmark. The current trip is unaffected, but no further deductions are possible. An attempt at mental rehearsal must be abandoned. Assimilation of the next-observed view in a physical trip will repair the failure.

We can see from the definitions of the levels of performance how different failures affect performance. To complete an argument for graceful degradation of performance we must 'how that the most likely errors cause the mildest catastrophes. This demonstration proceeds by considering first the levels of performance encountered in the normal learning process, second the effects of errors during storage, and finally the effects of errors during retrieval. This discussion can be found in [4]. Thus we put a precise meaning to the claim that the Triples representation exhibits graceful degradation of performance under resource limitations.
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#### Abstract

Lisp is one of the major programming languages for Al research. This paper surveys the current status of Lisp activities in Japan. First, Lisp systems developed in Japan on commercial machines are reviewed. Next, projects for Lisp machines are reported with commentary. The current problems and future prospects for the Lisp developments are discussed. We propose that the general educational activities and developments of more powerful portable systems for this language are necessary.


## 0. INTRODUCTION

Lisp [1] is now one of the major programming languages for Al software development. Some institutions in Japan are said to have chosen their computer systems on the criteria if they have good Lisp systems to promote the Al research. In other words many activities in Al field in Japan indicate that many Lisp systems for Al research have been developed in this country.

In this Paper, Lisp systems developed in Japan are surveyed. First, Lisp systems for commercial machines are listed. Then, the systems for special hardware (i.e. Lisp machines) are reported, some of which are now being developed

Some problems on Lisp developments are discussed with suggestions for future prospects.

## 1. LISP SYSTEMS ON COMMERCIAL MACHINES IN JAPAN

No reports have been available on Japanese Lisp systems, except for the reports on the Lisp contests in Japan [2], one of which was held in April 1978 by the working group on symbol manipulation under Information Processing Society of Japan (Kigoshori Kenkyuukai). In this contest about 20 Lisp systems participated including 3 overseas systems. The primary purpose of the contest was to know the current status of the art of Lisp systems developed in Japan. However, there existed some problems, as Eric Sandewall pointed out [2], that the benchmark programs for the contest were not appropriate especially from the viewpoint of Al
applications, and that some systems were not included in the contest.

The reported items are as follows: system's name, authors, their institution, dates for first and current version installed, primary purposes, its resemblance, its service, the number of users, the number of Lisp system functions, its top level function, its data types available, the number of cells, stack, compiler status, program size, its hardware systems, memory size, the number of general registers, CPU cycle time, time for add (memory to register), operating systems, version-up schedule and other information. The report also contains the execution time of several test programs, which are cited at many places for performance evaluation.

Tables $1,2,3$, and 4 contain the list of the existing Lisp systems in Japan. Table 1 lists the portable systems, Table 2 big and medium, machines, Table 3 for small machines and Tabled shows the micro-processor based systerns.

The Tables contain only the system's name, authors, their institutions, hardware systems, and the main features. The imported Lisp systems such as Interlisp, UCL-Lisp, Standerd-Lisp and Maclisp are not included.

The followings should be noted:

1) Most of the systems have been recently implemented (during 1975-1978.)
2) Portable Lisp systems are implemented on

Tables for lisp Systems on Commercial Machines in Japan

| System name | Author | Institution | Hardware | Features |
| :---: | :---: | :---: | :---: | :---: |
| Table 1. Portable lisp System |  |  |  |  |
| H.ISP | Y.Kanada et al. | Univ. of Tokyo | $\begin{aligned} & \text { HITAC- } 8800 / 8700 \\ & \text { FACOM } 230 / 75 \mathrm{IBM}-370 / 168 \end{aligned}$ | Written in Fortran |
| I.ISP/P | T. Chikayama | Univ. of Tokyo | FACOM-230-38 | Written in Pascal |
| Th, CS | M.Suzuki et al. | Tohoku Univ. | ACOS-6 | Written in fortran |


| 1.1SP 1.5 | II. Kumura | Okayama Univ. | MELCOM COSMO-700 | TSS |
| :---: | :---: | :---: | :---: | :---: |
| OLISP | H.Yasui et al. | Osaka Univ. | $\mathrm{ACOS}-77$System 800 <br> System 900 |  |
| PETI. | M. Tsukamoto | ETI, | MELCOM COSMO-70011 | TSS |
| TOSBAC-5600 1.1SP 1.9 | T. Kurokawa | Toshiba Co. | TOSBAC-5600 ACOS-77 | TSS |
| VS-11.1SP 1.5 | H. Imura | Doshisha Univ. | HITAC 8350 |  |


| Table 3. Lisp Systems bil Small Machines |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Flisp | N. Nbe et al. | Osaka Univ. | HP2108^ | Hardware modified |
| HITAc-10 1.1sp | Y.Nakamura | Keio Univ. | HITAC-10 | Hardware modified |
| KIISP-11 | M. Nakanishi et al. | Keio Univ. | PIDP-11 |  |
| LIP() 1.IPX | I.Takeuchi \& H.Okuno | ECL of NTT | PDP-11/55 | Parallel 4-Cell |
| L.ISP 1.7 | K.hiramatsu et al. | Kyoto Univ. | FACOM U-200 | Hardware modified |
| 1,1.9P 38 | Y.ohta | Naguya Univ. | FACOM 230-38 |  |
| NIT I.ISP-U | r.Niwa et al. | NIT | FACOM U-200 |  |

Table 4. Lisp Systems on Micro-computers

| IISPM | T. Chikayana | Univ. of Tokyo | INTEL 8080 |  |
| :--- | :--- | :--- | :--- | :--- |

Fortran or on Pascal.
3) Many systems are implemented on small computers, some with hardware modifications for commercial machines.

## 2. LISP MACHINE PROIECTS IN IAPAN

At the time of April 1979, there are 6 lisp machine projects reported in lapan. The implementors, machines, principal purposes and progress atatus are listed in Table 5.
There are many kinds of approaches for lisp machines projects: fints by coto[3] is a special purpose machine (Formula manipulations).
Fortran and Algol can also run on that machine. ECl.(Electro Communication lab. of NTT) machine [4] is made to experiment the parallel garbage collection. Nlthough the feasible result was not obtained, it has provided lisp engineers with the valuable information. AlPS/[|5,6] is one of the earliest lisp machine in the world, and the significant revision is now considered. NK 3 made by Kyoto Univ. $[8,9]$ utilizes 32-bit
mini-computers and is used for large natural language processing programs. ETL(Electrotechinical laboratory) $[10,16]$ is trying to make a lisp machine on a chip. (It will really be on a few chips.) They use L.SI microprocessors produced by a national project, pips.
(Pattern lnformation Processing System)
A Kobe machine [7,11,12,13,] is rather in expensive but is very fast. Its interpreter runs as fast as the compiled Lisp programs on a big machine, although its address space is rather limited (16bit). Keio Machine[14,15] is a lisp system on an experimental multi-microprocessors.

## 3. PROBLEMS AND FIJTURE PROSPECTS

The author would like to point out the following two problems: one is for education and the other is for computing facility.
i) Education As Lisp is (seemed to be) tied up with the AI programs, those who do not study AI, have a tendency to neglect Lisp for the

Table 5. Lisp machine project: in Japan

| Implementor (Institution) | Machine | Purpose | Status (April 1979) |
| :---: | :---: | :---: | :---: |
| F. Goto et al. (Institute of | FlATS | Formula manipulation | Design |
| Physical and Chemical Research) |  |  |  |
| Y. Hibino (ECl. of NTT) | Tosbac-401. | Parallel (iC | Working/Data Cathered |
| M.Ida et al. (Anyama Gakuin Univ.) | ALPS /I <br> using Intel 8080 | General (esp. formula manipulation) | Working from 1977 |
| M. Nagao el al. (Kyoto Univ.) | $\begin{aligned} & \mathrm{NK}-3 \\ & \text { using Interdata } 8 / 32 \end{aligned}$ | AI esp. for natural language processing | Working/Data Gathered |
| T. Shimada d Y. Yamaguchi (ETI.) | PULCE | PIPS | Design Finished |
| K. Taki et al. (kobe Univ.) | Using Am 2903 | General | Working/Data Cathered |
| T.Usiuki el al. (Kelo Univ.) | Multi-micro computers | General | Working |

programming instruction. From the author's viewpoint, however, we should promote the Lisp programming instructions not only for the wide activities of Al, but for the better understanding of the computer science. We also need a good organization for Lisp instructions.
ii) Computing facility-Interactive programming and cooperative program development are two vital elements for the present software development, especially on Al. Utilization of time -sharing services have been the easiest way to experience them. But TSS are rare in Japan even today. In fact, some of the Lisp machine projects are motivated in order to have an interactive facility for Lisp. Even if you are doing research by yourself in your own style, you should promote to have a center machine with time-sharing services and should provide a network facility to communicate with others.

The author would like to discuss some future prospects for Lisp developments in Japan.
i) Although many Lisp machines have been developed good portable Lisp systems are indispensable to meet a wide variety of users and their applications.
ii) Memory-neck problems will be solved by the recent 32 -bit architectures. A portable Lisp on $32-b i t s$ hardware(eg. Tnterdata 8/32, Tosbac 7/70, and DEC VAX-11) and a special purpose Lisp machine will be good competitors.
ill) Database facilities arc necessary for large Al applications.
iv) Parallel processing facilities are needed, since the techniques for parallel processings are now accumulated. The Al applications such as many worlds hypothesis are utilizing parallelisms.
v) For the Al applications in Japan, most users need the Japanese language interfaces. Thus, Kana and Kanji characters should be handled by Lisp. The general pattern handing facilities are also preferable.
vi) Modularity of Lisp programs encourages to involve special features useful for Al, eg. Pattern matching, context switelling, etc.
vii) Recently Lisp has become more popular than before. It Is studied now in the software engineering fields as well as Al and the mathematical computer science. However, it is still a research language(at least they say), and its application and education are rather limited.

As Al applications are widely recongnized as feasible, Lisp implementors should note the practical aspects of the Lisp language. From the author's viewpoint, Lisp may be regarded as a system language for high-level application programs.
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# Rediscovering Physics With BACON.3* 

Pat Langley<br>Department of Psychology<br>Carnegie-Mellon University<br>Pittsburgh, Pennsylvania 152:3

BACON. 3 is a production system that discovers empirical laws. The program uses a few simple heuristics to solve a broad range of tasks. These rules detect constancies and trends in data, and lead to the formulation of hypotheses and the definition of theoretical terms. BACON. 3 represents data at varying levels of description, where the lowest have been directly observed and the highest correspond to hypotheses that explain everything so far observed. The system can also run and relate multiple experiments, collapse hypotheses with identical conditions, ignore differences between similar concepts, and discover and ignore irrelevant variables. BACON. 3 has shown its generality by rediscovering versions of the Ideal gas law, Kepler's third law, Coulomb's law, Ohm's law, and Galileo's laws for the pendulum and constant acceleration.

## 1. INTRODUCTION

Centuries ago, early physicists such as Kepler and Galileo began to discover laws that described the physical world. In this paper 1 describe BACON.3, a program that rediscovers a number of these laws. I begin with an example of how one might discover the ideal gas law. Next, I consider the program's representation of laws and data. Following this, I examine the heuristics used by the system. I conclude with discussion of BACON.3's generality.

| MOLES | TEMP | PRESSURE VOLUME | PV |  |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 300 | 300000 | 0.008320 | 2498.0 |
| 1 | 300 | 400000 | 0006240 | 2496.0 |
| 1 | 300 | 500000 | 0.004992 | 2496.0 |
| 1 | 310 | 300000 | 0.008597 | 2579.2 |
| 1 | 310 | 400000 | 0006448 | 25792 |
| 1 | 310 | 500000 | 0.005158 | 2579.2 |
| 1 | 320 | 300000 | 0.008875 | 2662.4 |
| 1 | 320 | 400000 | 0006656 | 2662.4 |
| 1 | 320 | 500000 | 0005325 | 2662.4 |

TABLE 1. DATA OBEYING THE IDEAL GAS LAW.

## 2. AN EXAMPLE: THE IDEAL GAS $\angle A W$

The general law for ideal gases may be stated as $p V / n T=R$, where $p$ is the pressure, $T$ is the fomperature in degrees Kelvin, $n$ is the quantity of gas in moles, $V$ is the volume, and $R$ is the constant 8.32. Table 1 shows some of the data gathered by varying $p$ and $T$ when $n$ is 1 . Nole that as the pressure

[^17]increases, the volume decreases. Since a function of the form $P V=k$ would lead to such a trend, one might calculate the values of the product pV. In fact, the values of this term are different constants for different values of $n$ and $T$, as shown in Table 2.

| MOLES | TEMP. | PV | PV/T |
| :--- | :--- | :--- | :--- |
| 1 | 300 | 2496.0 | 8.32 |
| 1 | 310 | 2579.2 | 8.32 |
| 1 | 320 | 2662.4 | 8.32 |
| 2 | 300 | 49920 | 18.64 |
| 2 | 310 | 5158.4 | 18.64 |
| 2 | 320 | 5324.8 | 16.64 |
| 3 | 300 | 7488.0 | 24.96 |
| 3 | 310 | 7737.6 | 24.96 |
| 3 | 320 | 7987.2 | 24.96 |

TABLE 2. SECOND LEVEL SUMMARY OF THE GAS LAW DATA.
Upon examining the first three rows of Table 2, one might note that the values of pV and the temperature increase together. Moreover, this relationship is linear with a slope of 8.32 ; since the intercept is 0 , the slope term can be represented as $\mathrm{PV} / \mathrm{T}$. When the number of moles is varied, other linear relations are found with different slopes and the same intercept, as shown in Table 3.

| NOLES | PV/T | PV/NT |
| :--- | :--- | :--- |
| 1 | 8.32 | 8.32 |
| 2 | 16.64 | 8.32 |
| 3 | 24.96 | 8.32 |

## TABLE 3. THIRD LEVEL SUMMARY OF THE IDEAL GAS DATA.

Finally, one might notice that the values of $P V / T$ increase along with the number of moles. When the term pV/nT is defined and found to have the constant value 8.32, one has arrived at the ideal gas law.

## 3. LEVELS OF DESCRIPTION

As the reader may have guessed, BACON. 3 rediscovers the ideal gas law in a manner much like the above. BACON. 3 uses strategies very similar to those used by its precursor, BACON. 1 [1] yet BACON. 3 can discover the gas law while its predecessor could not. BACON. 1 made a sharp distinction between the data it had observed and the hypotheses which explained those data. BACON. 3 blurs the distinction between data and hypotheses by allowing various levels of description. In the new program, regularities in one level of description lead to the creation of a higher level of description.

Like the earlier program, BACON. 3 is implemented as an OPS2 [2] production system. BACON. 3 shares a number of heuristics with BACON. 1, though these have been generalized to deal with any level of description. Like BACON.1, the new system defines theoretical terms like $\mathrm{pV}, \mathrm{pV} / \mathrm{T}$, and $\mathrm{pV} / \mathrm{nT}$ to describe its data parsimoniously. These heuristics and others are discussed in the following section.

## 4. THE HEURISTICS OF BACON3

The BACON. 3 program consists of some 86 OPS2 productions. These can be divided into seven major sets, which I discuss below. The first four sets are held in common with the BACON. 1 system; the final three are additions required by the new representation and the tasks BACON. 3 must handle.

The first set of productions is responsible for gathering directly observable data. Seven of these are responsible for gathering information from the user about the task to be considered. The remaining 10 productions gather data through a standard factorial design, varying first one independent term, then another.

The second set of 16 productions is responsible for noting regularities in the data collected by the first set. BACON.3's constancy detectors can deal with either symbolic or numerical data, and lead to the creation of higher level descriptions. The basic constancy detector is a simple restatement of the traditional inductive inference rule for making generalizations. Similar rules add conditions to newly created hypotheses. The program has primitive facilities for dealing with near constancies in noisy data; this is accomplished by redefining the LISP equal function to ignore small differences.

BACON. $3^{\prime *}$ trend detectors operate only on numerical data. Some of these notice increasing and decreasing monotonic trends between variables. These heuristics work in conjunction with other trend detectors that further analyze the data. One of these applies if the elope is constant, and leads to the definition of two new theoretical terms, the slope and the intercept of
the line relating the two variables. Otherwise, a new term is defined as the product or the ratio of the variables, depending on the numbers involved.

After a theoretical term has been defined, a third set of 3 productions calculates the values of this term. Once calculated, these values are fair game for the regularity detectors. Defined terms are not distinguished from direct observables when noting regularities; it is this recursive ability to apply the same heuristics to concepts of increasing complexity which gives BACON. 3 its power.

Before calculating the values of a new theoretical term, BACON. 3 must make sure that the term is not equivalent to an existing concept. Accordingly, a fourth set of 22 productions decomposes the new term into its primitive components. If the definition of the new term is identical with an existing definition, the term is thrown out and other relations are considered.

Suppose BACON. 3 has defined two intercept concepts for the ideal gas data. The values of the first, intercept $\mathrm{pv}, \mathrm{t}, 1$ are 0 when the number of moles is 1 , while the values of the second, intercept ${ }_{p v, t, 2} 0$ when the number of moles is 2 . One would like BACON. 3 to generalize at this point, but because the two intercepts are different terms, the constancy detector cannot be applied. BACON. 3 notes such similar terms, and defines an abstracted term which ignores their differences. The values of the new term are copied from the originals, and the constancy detector is applied to the new data.

BACON. 3 generates different descriptions to summarize different constancies. If two descriptions are found to have identical conditions, they are combined into a single structure; only 3 productions are devoted to this process. Once this has happened to a number of descriptions, the values of the dependent terms can be compared and regularities may emerge.

In rediscovering Galileo's law for pendulums, BACON. 3 begins by varying the weight of the suspended object and the initial angle of the string. These variables are irrelevant to the period of the pendulum, but this is not obvious from the outset. BACON. 3 draws on a final set of 8 productions for noting irrelevant terms. These modify the data gathering scheme so the values of the irrelevant terms are no longer varied.


Table 4. Equations discovered by BACON. 3

## 5. THE GENERALITY OF BACON. 3

BACON. 3 successfully rediscovered the five laws summarized in Table 4 . These equations do not entirely do justice to BACON.3's discoveries. Along with omitting the conditions placed on some of the laws, only one equation is shown for each task, while a number were formulated for some. However, they do suggest the diversity of the laws the program generated from its data. The ability to define ratios and products leads to terms taken to a power, as in Coulomb's and Galileo's laws. The abstraction strategy allows the use of linear combinations in new terms, as In Ohm's law. Taken together, these two strategies lead to a version of Kepler's third law, in which the square of a linear combination plays a role.

Table 5 presents statistics on the relative complexity of the laws found by BACON.3. Three measures are used - the number of productions fired, the average size of working memory, and the average size of the conflict set. These measures are not completely correlated, but one trend is clear; the discovery of Ohm's law required much more computation than did the other tasks.

IDEAL GAS KEPLER COULOMB GALILEO OHM

| PRODS. FIRED | 1203 | 1119 | 1297 | 1150 | 4593 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| WORKING MEMORV | 55.9 | 1110 | 119.7 | 66.6 | 241.9 |
| CONFLICT SET | 6.2 | 7.3 | 6.8 | 109 | 8.3 |

## TABLE 5 RELATIVE COMPLEXITY OF THE FIVE TASKS

Closer analysis reveals some of the reasons for the complexity of this task. Table 6 presents some characteristics of the problem spaces for the five tasks. Since more terms were related in this law, more levels of description were needed to arrive at it. Moreover, two completely independent sets of laws were discovered In this run. These required a large number of theoretical terms, and a still greater number of terms which were considered and rejected.

IDEAL GAS KEPLER COULOMB GALILEO OHM

| SIZE OF DESCRIPT. | 4 | 5 | 4 | 4.5 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| NUMBER OF DESCRIPT. | 27 | 18 | 27 | 23 | 54 |
| NUMBER OF LEVELS | 4 | 3 | 4 | 3 | 5 |
| DEFINED TERMS | 8 | 17 | 16 | 9 | 31 |
| REDUNDANT TERMS | 2 | 1 | 12 | 7 | 84 |

## TABLE 6. PROBLEM SPACE CHARACTERISTICS FOR THE TASKS

How general were the heuristics of BACON.3? The heuristics borrowed from BACON. 1 were used in each of the tasks. Table 7 shows those tasks in which each of BACON.3'5 new heuristics were used. Most of the
heuristics were used in multiple tasks, suggesting considerable generality for the rules. The single exception is misleading, since irrelevant variables could be added to each of the tasks.

IDEAL GAS KEPLER COULOMB GALILEO OHM TOTAL

| GNORING DIFFS. | $x$ | $x$ | $x$ |  | $x$ | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| RRELEVANT VARS |  |  |  | $x$ |  | 1 |
| OOLL. DESCRIPT. | $x$ | $x$ | $x$ | $x$ | $x$ | 5 |
| IIFF. EXPERS. |  | $x$ |  | $x$ |  | 2 |

## TABLE 7 USE OF BACON 3'S HEURISTICS

A general discovery system should be sensitive to the order in which it observes its data, but robust enough to arrive at equivalent laws regardless of the order. In the Galilean run reported in Table 4, the irrelevant variables weight and angle were varied first and immediately found to have no influence. In a second run where these variables were varied last, identical laws were eventually reached but the computation required was greater.

Modifying the order of relevant variables also affected the behavior of the system. In a second run on the ideal gas law, the number of moles was varied first, followed by the temperature, followed by the pressure. In the initial run, three major theoretical terms were generated - pV at level $1, \mathrm{pV} / \mathrm{T}$ at level 2 , and $\mathrm{pV} / \mathrm{nT}$ at level 3. In the second run, a different path was taken to the same conclusion $-\mathrm{V} / \mathrm{n}$ was defined at the first level, $\mathrm{V} / \mathrm{nT}$ at the second level, and $\mathrm{pV} / \mathrm{nT}$ at the third level.

In summary, BACON. 3 is a production system that can rediscover a number of laws from the history of physics. The system draws on a small number of strategies for finding regularities, defining terms, ignoring differences, collapsing hypotheses, and determining Irrelevant variables. Like its predecessor, BACON. 3 is a general discovery system. One piece of evidence for this claim is that BACON. 3 solved five different tasks using the same small set of heuristics. A second point in favor of BACON.3's generality was its ability to resolve tasks when the data were gathered in different orders. In conclusion, the progress to date has been encouraging, and suggests that more interesting discoveries lie ahead.
[1] Langley, P. BACON.1: A general discovery system. In Proc. CSCSI, 1977, 173-180.
[2] Forgy, C. and McDermott, J. OPS2 Manual. Pittsburgh, Pa.: Carnegie-Mellon University, Department of Computer Science, 1977.

# FAILURE PROCESSING IN A SYSTEM FOR DESIGNING COMPLEX ASSEMBLIES 
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#### Abstract

We believe that the capacity to recover intelligently from intermediate failures and to learn from these failures is an essential ingrrdient of attempting to solve complex real-world problems. Intelligent failure recovery requires the problem-solver not only to diagnose the causes of its failures, but also to circumscribe carefully the propagation of recovery updating. Learning from failures requires that the problem-solver remember the conditions of its failures in such a way that it will not recreate these conditions. In this paper, we describe methods providing such capabilities. We have implemented and experimented with these methods in a rulebased system used for designing complex assemblies such as electromechanical equipment.


## 1. INTRODUCTION

A traditional difficulty in automating the pro-blem-eolving process is that of dealing with the combinatorial explosion of the search space. Another difficulty is the difficulty of handing large amounts of domain-dependent knowledge. In this paper, we present new methods for coping with both these difficulties simultaneously.They combine a search representation based on the distinction between control data and logical data, and procedures working with this representation that facilitate selective recovery and learning from failures. The recovery procedure diagnoses the causes of the failures in order to perform selective backtracking and the representation makes it possible to circumscribe carefully the propagation of recovery updating. This combination turns out to be particularly important in reducing unnecessary operations on knowledge.

We have implemented and experimented with these methods in a rule-based system named TROPIC, a problem-solving tool for designing complex assemblies such as electromechanical equipment4 ]. Problems with which this system can deal consists of generating models of devices. TROPIC is not restricted to a particular discipline, and we have used it to design electric power transformers among other applications [5]. This application required us to encode large amounts

[^18]of special-purpose knowledge (about 350 rules) related to such fields as electricity, electromagnetism, mechanics and thermodynamics. Only a few aspects of TROPIC are presented hero.More detailed descriptions can be found in [5] \& [6].

Although v;e claim originality for the methods to be discussed in this paper, the fundamental issues underlying these methods are not new in Artificial Intelligence. For example, the distinction between control data and logical data has been an important aspect of NOAH [9]; failure diagnosis and learning has been studied in EL/ARS [10]. Relations of TROPIC to these works will be discussed in Section 8.

## 2. OVERVIEW OF THE PROBLEM-SOLVING MODEL USED BY TROPIC

The problem-solving model used by TROPIC is based on the concurrent execution of a problem-solving process, which we call "task-reductive synthesis" and a deduction process, which we call "factdeductive analysis"

1) Task-reductive synthesis consists of assuming facts about a potential device (for example the type of components, the connection between these components and the values of various parameters), while partitioning a given "initial task" into successive subtasks. For example,if the problem is to design a transformer trl, a step of this process might be to assume that parts of trl are a magnetic circuit mc1 and an electrical circuit eel, and to reduce the task "design transformer trl" into three subtasks, "design magnetic circuit mc1", "design electrical circuit eel" and "select a cooler for trl".

One can regard the facts that are assumed when a task is reduced as a solution to this task at some level of abstraction, and task-reductive synthesis as a process of adding succesxivedetail to a description. The system may have to choose among alternative ways of partitioning the same task, each of them corresponding to different assumptions. For example, the task "select a cooler for trl" may be reduced to the empty set by assuming that trl's cooler is air ; it may also be reduced to the subtask "design tank tkl" based on the assumption that trl's cooler is oil, and that it is contained in a tank tkl. As we. will see next, some combinations of choices may produce contradictions.
2) Fact-deductive analysis consists of deducing new facts from the assumed facts and of controling the consistency of the set of both assumed and deduced assertions. Deductions are made by using such kinds of knowledge as constraints and approximations to physical laws. For example, the design constraints "if air is the cooler of a transformer, then the voltage between the terminals of any coil in this transformer must be lower than 3 KV ; otherwise it must he lower than 5 KV " may be used to deduce the fact "the voltage between the terminals of cll is lower than 5 KV " from the facts "the cooler of trl is oil","cll is a part of trl" and "cll is a coil". Contradictions among assumed and deduced facts produce failures, from which the system recovers by resuming task-reductive synthesis at a previous decision point. For example, the facts "the number of turns of cll is 350 ", "the voltage per turn of cll is 18 V ", "the voltage between the terminals of c 11 is lower than 5 KV ", and "the voltage between the terminals of cll is equal to the number of turns of cll times the voltage per turn of cll" are contradictory facts.
A problem is specified as an initial task, a set of synthesis rules to be used for task-reductive synthesis, and a set of analysis rules to be used for fact-deductive analysis. It is solved when the initial task has been reduced to the empty set in such a way that no contradiction derives from the assumptions generated by this reduction.

## 3. TASK-REDUCTIVE SYNTHESIS

3.1. Form and use of synthesis rules

Knowledge for task-reductive synthesis is represented in TROPIC by means of synthesis rules. The form of these rules is the production : $t \Rightarrow\{\{f 1, \ldots, f m\},\{t \mid, \ldots, t n\})$ where $t, t, \ldots, t n(n \geqslant 0)$ are expressions representing tasks and $\mathrm{fl}, \ldots, \mathrm{fm}(\mathrm{m} \geq 0$ ) are expressions representing facts. The right-hand side may also be a function that evaluates to the expression ( $\{\mathrm{f} \mid, \ldots, \mathrm{fm}\},\{\mathrm{t} \mid, \ldots, \mathrm{tn}\}$ ).

The production uses to contain variables that are instantiated when it is applied.

Given an initial task and a set of synthesis ru+ les, task-reductive synthesis procceds according to a depth-first search by successive expansion of an AND/OR tree, which we call task-reduction tree. The AND nodes of this tree are labcled with instantiated tasks, and its $O R$ nodes are labeled with instantiated synthesis rules. At every moment during the problem-solving process, this tree represents the partitioning of the initial task that is currently considered by the system.

Initially, the task-reduction tree consists of a single node that is labeled with the initial task. Next, each expansion of the tree is carried out by applying a synthesis ruice such that the task in itsleft-hand side matches the task associated to a nending AND node $N$ of the current tree. The following two operations are then executed : (1) An OR node $N^{\prime}$ is added to the tree as a successor of N , and the instantiated synthesis rule is associated with it.
(2) Each task in the right-hand side of the instantiated rule is associated with an AND node that is added to the tree as a successor of $N^{\prime}$; if the set of tasks in the rule's right-hand side is empty, then $N^{\prime}$ is a terminal node.

Simultancously, the facts contained in the rule's instantiated right-hand side are entered into a factual data base as new assumptions about the device being designed.
The task-reduction tree is terminal when all its pending nodes are terminal nodes. If there is no contradiction in the factual data base, the problem is solved then. TROPIC applies various ge-neral-purpose and input domain-specific heuristics to guide task-reductive synthesis [6].

### 3.2. Examples

These synthesis rules correspond to the informal examples of section 2 :
SY1: design-transformer \&tr)
$\Rightarrow$ (progn
(setq \&mc (! mc))
(setq $\sec (!e c))$
(i\& (\{(part-of \&tr \&mc),
(=(is-a \&mc) magnetic-circuit),
(part-of \&tr \&ec),
(=(is-a \&ec) electrical-circuit) ,
\{(design-magnetic-circuit 8 mc ),
(design-electrical-circuit \&ec),
(select-cooler-for \&tr)\})))
SY2:(select-cooler-for \&tr)
$\Rightarrow$ (progn
(setq \& tk (! tk))
(i\& (f(=(cooler-of \&tr)oil),
(part-of \&tr \& tk),
( $=($ is-a $\& t k)$ tank) $)$,
$\{($ design-tank \&tk) $)$ ) )

SY3:(select-cooler-for \&tr)
$\Rightarrow(\{(x($ cooler-of $\& t r)$ air $)\}$, nil $)$
[ Comment : When rule SYl is applied, the variable "\&tr" (ail atoms prefixed by " 8 " are variables) is first bound to a constant (for example: "trl") by unifying the left-hand side of the rule with an instantiated task ; next, the right-hand side of the rule is evaluated. This evaluation binds the variables "\&mc" and "\&ec" to constants (for example "mcl" and "ecl") generated by evalua ting (!mc) and (!ec) ("!" generates a new atom each time it is evaluated by concatenating its quoted argument and an integer). The evaluation of the TROPIC function "i $\&$ " then returns the instantiated expression ( $\{($ part-of $t r l \mathrm{mcl}), \ldots\}$, $\{($ design-magnetic-circuit mcl$), \ldots\})$. When rule SY3 is applied, its right-hand side is merely instantiated).

About 100 synthesis rules were necessary to run the transformer example.

### 3.3. Fundamental aspects of task-reductive synthesis

Task-reductive synthesis explicitly represents the nroblem-solver's control state (the task-reduction tree) and logical state (the factual date base). At any moment, the logical state contains the facts that are currently believed to be true by the system, while the control state records both the choices on which these beliefs are based and the control dependencies among these choices. This twofold representation may be regarded as a combination of the "state-space" and "problem-reduction" representation $8^{\circ}$. The failure recovery procedure used by TROPIC draws much of its power from the following two possibilities :

1 - When a choice is rejected, the explicit knowledge of the current control state permits the system to circumscribe the extent of the updating necessary. Only that part of the task-reduction tree which is rooted at the rejected choice, and the subsequent assumptions, need to be discarded Other choices can be kept effective even if they are more recent choices. This possibility may save a lot of effort reintroducing large parts of the solution that were needlessly discarded. It is not provided by the state-space representation, at least in an easy way.

2 -The logical state permits the system to consider the combined effects of the individual choices recorded in the control state. Choices, which may not be linked among them by control dependencies, may concur to generate contradictory assertions, so that the maintenance of the logical state's consistency permits the system to take into account logical dependencies among such choices. This possibility to consider transversal interactions among choices is critical because the hypothesis according to which design tasks are
reducible to independent subtasks would be unrealistic. Its is not provided by the problem-reduction representation.

## 4. FACT-DEDUCTIVE ANALYSIS

### 4.1. Form and use of analysis rules

Knowledge for fact-deductive analysis is represer ted in TROPIC by means of analysis rules. The form of these rules is the production

$$
\{\mathrm{f} 1, \ldots, \mathrm{fm}\} \Rightarrow\left\{\mathrm{f} \mid, \ldots, \mathrm{fn}^{\prime}\right\}
$$

where $f l, \ldots, f m, f l^{\prime}, \ldots, f n^{\prime}(m: 0, n \geqslant 0)$ are expressions representing facts. The right-hand sidr may also be a function that evaluates to the expression $\left\{\left.f\right|^{\prime}, \ldots, f^{\prime}\right\}(n \div 0)$.

Each analyses rule is subject to pattern-directed invocation. When the facts in its left-hand side match facts in the factual data base, its right-hand side is instantiated or rvaluated according to the matching substitution and the r sulting facts arn entered into the data base. These facts may in turn contribute to the invocation of other analysis rules. Rules with empty left-hand sides are invoked as soon as problem solving starts so that facts in their right-hand sides are premises to the solution. A deduction graph records all the deductions that have resulted from the invocation of analysis rules. When a contradiction is noted, it is used in reverse to determine the set of assumptions that arr antecedents of the contradictory facts. During failure recovery, it is used in the forward direction to undate the factual data base.

### 4.2. Examples

These are sample analysis rules :

- $\{(=(i s-a \& t r)$ transformer $),(=($ cooler of \&tr) \&cf $)$,
(part-of \&tr \&cl), (=(is-a \&cl) coil))
$\Rightarrow$ (progn
(if(eq \&cf air)
then $($ i $\&($ (c (voltage $\& c 1) 3 e 3)\})$ else $($ i $\&(<($ voltage $\& c l) 5 e 3)\})))$
This rule implements: "if air is the cooler of a transformer, then the vojtage between the terminals of any coil in this transformer must be lower than 3 KV ; otherwise, it must be lower than 5 KV ".
- \{(=(is-a \& tr) transformer),

$$
\begin{aligned}
& \text { (part-of \&tr \&tk) }(=(i s-a \& t k) \text { tank) }) \\
& \Rightarrow\{ (=(\text { temperature-rise-in-oil-of \&tr) } \\
&(\text { temp-oil (losses-in \&tr) } \\
&(\text { radiating-surface-of \&tk)) ) }
\end{aligned}
$$

This rule encodes a physical $J$ aw in its right-hand side. Atom "temp-oil" is the name of an input function that computes the temperaturn rise in the oil based on the losses in the transformer and the radiating surface of the tank.

### 4.3. Detection of contradictions

A contradiction occurs when some facts in the factual data base cannot be true simultaneously.

Two programs of TROPIC are responsible for detecting contradictions. One is based on heuris-' tic numerical search techniques. We refer the reader to [5] for a description of these programs. Contradictions produce failures from which TROPIC immediately attempts to recover.

## 5. RECOVERY FROM FAILURES

### 5.1. Principle

When a failure is noted, the failure recovery procedure used by TROPIC determines the logical support of the contradiction, i.e. the subset of those assumptions from which the contradictory facts were derived. Then, it rejects the choice of a synthesis rule the application of which has produced at least one of these assumptions. Thus, it never tries to reject a choice that is irrelevant to the failure. In addition, only those choices which are subordinated to the rejected choice by control dependencies are immediately discarded However, there are usually several relevant choices that may be rejected alternatively in order to recover from a failure. The recovery procedure must be able to consider them in a systematic way in order to avoid perpetual iteration through successivefailures or omission of possible solutions. Indeed, the choice that is rejected will be replaced later by another choice and it may happen that this new choice leads to another failure from which it is possible to recover by reintroducing the previously rejected choice. But, since this choice already led to failure, its return, if it is not accompanied with other actions, will drive TROPIC into an infinite loop of successive failures. On the other hand, ruling out the possibility of reactivating this choice may result in omitting potential solutions, if there was more than one way to recover from the earlier failure. This difficulty requires that the system remembers the conditions of its failures so that, if a once rejected choice is to be reintroduced, the recovery procedure can previously correct the failure responsible for this choice being rejected in a different way.

The recovery procedure of TROPIC avoids infinite loops through failures and omission of possible solution as follows

- The conditions of the failures that are encountered are remembered in expressions called failure indicators, which are attached to the choice nodes (AND nodes) corresponding to the rejected choices. If recovering from a new failure is possible by reactivating a previously rejected choice, then the recovery procedure can use the corresponding failure indicator to recover differently from the failure that was responsible for this choice being rejected. It is only after making this change that the once rejected choice is reintroduced. In this way, the system never tries
the same combination of choices more than once.
- The recovery procedure avoids omitting potential solutions by operating chronologically. It never rejects a choice such that rejecting a more recent choice would enable TROPIC to recover from the current failure without recreating the conditions of an earlier failure.


### 5.2. A simple expository example

We now describe a possible behavior of TROPTC on the oversimplified problem defined by Table 1, "A" being the initial task. For the sake of simplicity, we represent tasks by capital letters and facts by lower-case letters. Each fact has the form "a" or "-a" (negation of "a"), so that a contradiction can only occur between a fact and its negation. In addition, we omit synthesis rules providing alternative ways of reducing tasks A,B,C,..., because they will not be used in the particular solution considered below ; similarly, the analysis rules that will never be invoked are now shown. Three failures will be encountered before a solution is ultimately produced.

Suppose that TROPIC applies synthesis rules $<1>$, <2>, <5>, <3>, <8>, <9>, <15>, <16>, <4>, <11>, <13>, <17>, <18> and <6> successively. Then, the task-reduction tree is that of figure 1. For the sake of readibility, the assumed facts have been associated with the corresponding OR nodes of the tree. The oriented dashed line that is superposed on the tree connects the expanded AND nodes in the chronological order of their expansion. We call it the decision path and it is generated during task-reductive synthesis.
At this moment, the system notes the first failure, since fact -e, which is contradictory with assumption e, is deduced (invocation of analysis rules $\left\langle 1^{\prime}\right\rangle$ and $\left\langle 2^{f}\right\rangle$ ). An expression, called the diagnostic expression, is then initialized to (\{e,h,c\,f\},nil), where $\{e, h, c j, f\}$ is the logical support of the contradiction (cf.§ 5.1.). The general form of this expression is $(A, T)$, where $A$ is a set of assumed facts and $T$ is a set of tasks. It is always such that the conjunction of the conditions "each element of $A$ is an assumption in the factual data base" and "each element of $T$ is a task labeling an AND node of the task-reduction tree" is a sufficient condition for having encountered a failure.

Then, the system traces back the decision path until it meets an AND node N that satisfies the following two criteria :
Cl : An assumption or a task contained in the set A or $T$ of the diagnostic expression ( $\mathrm{A}, \mathrm{T}$ ) has been generated when N was expanded.
C2 : There exists an alternative synthesis rule for expanding $N$, the application of which would not result in generating this assumption or this task.
$N$ is called the recovery node. In the present casejt is the node labeled by task $F$, since the reduction of $F$ by rule < $7>$ would not generate assump-
 nil)) is then drawn from the diagnostic expression and it is associated with N as a failure indicator $\Phi_{1}$. The general form of this expression is $\left(\left(A_{1}, T_{1}\right),\left(A_{2}, T_{2}\right)\right)$, where $A_{1}$ and $A_{2}$ are sets of assumed or assumable facts, and $T_{1}$ and $T_{2}$ are sets of tasks. It is a conditional statement saying that expanding $N$ with a synthesis rule that generates each assumption in $A_{2}$ and each task in $T_{2}$ always leads to failure if each element of $A_{1}$ is an assumption in the current factual data base and if each element of $T_{1}$ is a task labeling an AND node of the current task-reduction tree. Expressions ( $A_{1}, T_{1}$ ) and ( $A_{2}, T_{2}$ ) are respectively called the antecedent and the consequent of the failure indicator. When the conditions "each element of $A_{1}$ is an assumption in the data $f a c-$ tual dasa base" and "each element of $T$ is a task labeling an AND node of the task-reduction tree" are true because of the expansion of AND nodes that are all predecessors of N in the decision path, the failure indicator is $O N$; otherwise, it is OFF. All failure indicators recorded by TROPIC are $O N$ at the time of their creation ; it is in particular the case of $\Phi_{1}$.
The choice of synthesis rule <6> is now rejected, so that fact $f$ is no longer assumed and analysis rules <1'> and <2'> are desinvoked. Then, taskreductive synthesis is resumed by applying synthesis rule <7> . At this moment, the task-reduction tree is that of figure 2 but the system notes the second failure since fact-b is deduced (invocation of analysis rules <3'>, <4'> and < $\left.5^{\prime}\right\rangle$ ). It sets the diagnostic expression to ( $\left\{b, g, f^{\prime}{ }_{2}\right.$, $\left.\left.c_{2}, f_{1}^{\prime}\right\}, n i l\right)$ and it traces back the decision path:

- The node labeled by $F$ satisfies both criteria C 1 and C2 stated above since the application of rule <6> would note generate assumptions $f$ ', and $\mathrm{f}^{\prime}{ }_{2}$. But failure indicator $\Phi_{1}$, which is currently ON, shows that reselecting rule <6> would inevitably recreate the conditions of an earlier failure. Therefore, this node is not chosen for recovery node. Instead, the system executes the following two operations :
it draws the expression ( $\left(\left\{b, g, c_{2}\right\}, n i l\right),\left(\left\{f^{\prime}\right)\right.$, $\left.\left.f^{\prime}{ }_{2}\right\}, \mathrm{nil}\right)$ ) from the current diagnostic expression and it associates that expression with the node labeled by $F$ as a failure indicator $\Phi_{2}$.
it sets the diagnostic expression to ( $\left\{b, g, c_{2}\right.$, $\left.e, h, c_{1}\right\},\{F\}$ ), by combining the antecedents of $\phi_{1}$ and $\Phi_{2}$. Indeed, in order to recover from the current failure, TROPIC may now either reject a choir ce responsible for one of the assumptions $b, g$ and $c_{2}$ (so that a cause of the current failure will be removed), or
reject a choice responsible for one of the assumptions e, $h$ and $c_{1}$ (so that it will be possible to reselect rule <6>), or reject the choice responsible for the generation of task $F$ (so that the need for assuming either $f$, or $f^{\prime}$, and $f^{\prime} 2$, will be removed).
- Nodes labeled by $Q, P, J, I, D, N$ and $M$ do not verify criterion Cl. None of them is chosen for recovery node. Thus, the system nasses over seven backtrackable nodes that would have been successively considered by a blind chronological procedure.
- The node labeled by $H$ satisfies both criteria C1 and C2, since applying rule $<10^{\circ}$ would not generate assumption $h$. No on failure indicator bring associated with this node, TROPIC chooses it for recovery node and associates the fallure indicator $\Phi_{3}=\left(\left(\left\{b, g, c_{2}, e_{f}\right\},\{F\}\right),(\{h\}\right.$, nil $\left.)\right)$ with it. The recovery node and the node labeled by $F$, the expansion of which made the current failurn effective, belong to two different AND Daths. This means that the corresponding two choices are not logically independent.

The system now updates the current solutions.first its rejects the choice of rule $9 \%$, so that fact $h$ is no longer assumed. Brcause they are subordinated to this choice by control dependencies, rujes <15> and <16> are also discarded. Next, TROPI( notes that failure indicator $\Phi_{1}$ has become off (because of the removal of assumption $h$ ), while failure indicator $\Phi_{2}$ remains $O N$. The consequent of $\Phi_{2}$ shows that the choice of rule $\cdot 7$ cannot be maintained which means that the current failure has not been remedied yet. However, since reselecting rule < 6 , has just been made possible ( $\Phi_{1}$ being OFF), TROPIC can now reject the choice of rule <7\%, which was a choice responsible for this failure. After rejecting this choice, the taskreduction tree is that of figure 3 (note the updated decision nath). Several parts of the current solution remain unchanged although they wrem produced after the recovery node was expanded.
Task-reductive synthesis is resumed again: rules <10> and <6> (because of $\Phi_{2}$ ) are succnoivoly applied (cf. figure 4). This leads the system to note the third failure because fact $-g$ is deduced (invocation of analysis rules $\left\langle 6^{\prime}\right\rangle,\left\langle 7^{\prime}\right\rangle$ and< $\left.8^{\prime}\right\rangle$ ). The diagnostic expression is set to ( $\left.\{\mathrm{g}, \mathrm{d}, \mathrm{i}, \mathrm{f}, \mathrm{h})_{\mathrm{f}}\right\}$, nil) and the decision path is traced back :

- The node labeled by $F$ satisfies both criteria Cl ans C 2 , but because of $\Phi 2$, which is currently ON, it is not chosen for recovery node. The failure indicator $\phi_{4}=\left(\left(\left\{g, d, i, h_{1}\right\}, n i l\right),(\{f\}, n i l)\right)$ is associated with this node and the diagnostic expression is set to ( $\left\{g, d, i, h^{\prime}, b, c_{2}\right\},\{F\}$ ).
- The nodn labelad by $H$ satisfics both criteria

C 1 and C 2 , but because of $\Phi_{3}$, which is currently ON, it is not chosen for recovery node. The failure indicator $\Phi_{5}=\left(\left(\left\{g, d, i, b, c_{2}\right\},\{F\}\right),\left(\left\{h^{\prime}\right\}\right)\right.$, nil)) is associated with this node and the diagnostic expression is set to ( $\left.\left\{\mathrm{g}, \mathrm{d}, \mathrm{i}, \mathrm{b}, \mathrm{c}_{2}, \mathrm{e}, \mathrm{c}\right\}\right\}$, $\{\mathrm{F}, \mathrm{H}\})$. Note that this expression combines conditions of the first two failures and conditions of the current failure.

- Nodes labded by $Q, P$ and $J$ do not satisfy criterion Cl . None of them is chosen for recovery node.
- The node labeled by $I$ satisfies buth criteria Cl and C 2 . No ON failure indicator being associated with this node, it is chosen for recovery node and the failure indicator $\Phi_{6}=\left(\left(\left\{g, d, b, c_{2}, e, c_{1}\right\}\right.\right.$, \{F.H\}),(\{i\},nil)) is associated with it.
TROPIC rejects the choice of rule <11>, so that fact i is no longer assumed. Then, it examines the failure indicators that have been associated with successors of the node labeled by I in the decision path. Because fact $i$ is no longer assumed, failure indicators $\Phi_{4}^{\prime}$ and $\Phi_{5}$ are now OFF, so that the system recognizes that it has recovered from the current failure. Thus, no other choice is rejected.

Task-reductive synthesis is resumed by applying rule <12> and rule <14>. At this moment, the task-reduction tree is terminal (cf.figure 5). Since no contradiction is detected, the problem is solved.

This example shows that., each time a failure is recovered from, an $O N$ failure indicator $\Phi$ is associated with the recovery node $N$. This indicator prevents the system from reselecting the rejected synthesis rule as long as it remains ON. Since $\Phi$ may be turned OFF only if an AND node, which preceded $N$ in the decision path when $N$ was chosen for recovery node, is chosen for recovery node in turn the same combination of choices cannot be tried more than once, and therefore perpetuel iteration is impossible. On the other hand, the diagnostic expression always determines a sufficient condition for encountering a failure. Thus, by tracing back the decision path, the recovery procedure always chooses for recovery node the most recently expanded AND node that may enable the system to resume task-reductive synthesis without recreating the conditions of an earlier failure.ln this way, omission of potential solutions is impossible.

## 6. LEARNING FROM FAILURES

Failure indicators arc efficient means of recording failure conditions because they are connected to the choice nodes of the task-reduction tree. However they do not completely preventthe system from re-achieving the conditions of earlier failures. Indeed, due to intervoning failures, an ON
failure indicator may be turned to OFF,so that the conditions determined by its consequent may then be achieved by the application of a synthesis rule; if it happens later that the conditions in its antecedent are also achieved, then the occurrence of a failure is inevitable.
OFF failure indicators are not needed to avoid infinite loops and omission of possible solutions and they also have little chance to become ON again. Thus, TROPIC discards them, so that updating the ON/OFF status of failure indicators merely consists of erasing the failure indicators that are no longer ON. However, the information they contain is not systematically forgotten : when a failure indicator ( $A ., T$ ), $\left(A_{2}, T_{2}\right)$ ) is discarded,the system may decide to generate the failure expression ( $\mathrm{A}_{1}$. u $\mathrm{A}_{2} . \mathrm{T}_{1}$. u $\mathrm{T}_{1}$ ) that determines a context in which failure is unavoidable. Failures expressions are stored separately from the task-reduction tree. When expanding an AND node $N$, TROPIC eliminates from consideration every rule the application of which would reestablish the conditions recorded either in an ON failure indicator associated with N , or in a failure expression.
In order to keep the list of failure expressions a reasonable size, TROPIC converts an OFF failure indicator into a failure expression only if it combines the conditions of several failures. In addition, it reconverts failure expressions into ON failure indicator whenever possible : let(A,T) be a failure expression, and let call $A_{1}$ and $T_{1}$ the subsets of $A$ and $T$ determining conditions that are already achieved before the expansion of an AND node $N$; if there exists a synthesis rule applicable to $N$, the application of which would achieve all the conditions in $A_{2}-A-A$. and in $T_{2}-T-T$, then not only does TROPIC not apply this rule, it also reconverts the failure expression into an $O N$ failure indicator $\left(\left(A_{1}, T_{1}\right),\left(A_{2}, T_{2}\right)\right)$ associated with N .

Failure indicators and failure expressions provide means of a good compromise for recording failure conditions. ON failure indicators avoid infinite loops and omission of potential solutions and they can be used efficiently. Failure expressions enable the system to convertinto a usable form information contained in OFF failure indicators. They are less efficiently used, but their number may be arbitrarily limited since they have no effect on the completeness of the problem-solver.

## 7. RELATION TO OTHER WORKS

Other systems use representations that distinguish between control and logical data, but they do not exploit this distinction in the same way nor for the same purpose as TROPIC. One of them is NOAH [9], a program for generating plans of actions at varying levels of detail. NOAH's control state is a hierarchical net of actions that combines the
decomposition of an action into successively more detailed subactions and the partial orderings of the pjans at each level of detail. All actions bring their effects into a model of the world and logical interdependences among actions are considered in this model. When a conflicting interdependence is noted in a plan, correction is attempted only by enforcing ordering of the partially ordered actions. Research on NO All was deliberately restricted to non-search aspects of problem solving and consequently the system includes no provision for backtracking.
Another related system is NASL [ 7], a program for designing electronic circuits. NASL's control state is a net of design tasks similar to NOAH's net of actions. As in TROPIC, the goal of the system is to produce the model of a device. NASL includes no backtracking procedure and Mc Dermott proposes an alternative scheme according to which correcting a mistake is treated as a task like another, drawn from the description of the mistake. However, the recovery procedure based on this scheme was not implemented.

Hayes [3] describes a representation for robot plans that consists of two interlinked data structures representing the subgoal structure of a plan and the logical relationships of the decisions taken in constructing the plan. Hayes states that "the representation enables a decision to be remade without remaking chronologically subsequent but logically independent decisions". Nevertheless, the improved backtracking procedure was not implemented

Selective backtracking has been investigated in ELARS [10] a system for analyzing electrical circuits. The recovery procedure implemented in this system has been generalized by Doyle [2j. It has no explicit representation of the problemsolver's control state in the sense of Section 3.3. Subsequent]y the conditions of the encountered failures are recorded into NOGOOD lists that are very similar to the TROPIC's failure expressions. In order to avoid perpetual looping, these lists nu.st all be examined before making a choice. A possible improvement is de-emphasizing some conditions in the NOGOOD lists in order to produce conditional expressions which are similar to TROPIC*s failure indicators, except they are not connected to a control structure. De-emphasis reduces the number of NOBOODs to be considered at any moment, but is difficult to implement because it has no sound domain-independent basis.

## SYNTHESIS RULES

$$
\begin{array}{llll}
<1> & A & \rightarrow & (\{a\},\{B, C, D\}) \\
-2> & B & \rightarrow & (\{b\},\{E, F\}) \\
-3> & C & > & (\{c, c,\},\{G, H\}) \\
-4> & D & \rightarrow & (\{d\},\{ \}, J\}) \\
-S> & E & \rightarrow & (\{P\}, n i d)
\end{array}
$$

| 6. | $\rightarrow$ | ( $\{\mathrm{f}\},\{\mathrm{K}\})$ |
| :---: | :---: | :---: |
| <7) | F | ( $\left.\left\{\mathrm{f}_{1}, \mathrm{I}^{\prime}{ }_{2}\right\},\{\mathrm{L}\}\right)$ |
| < 8 > |  | $(\{\mathrm{g}\}, \mathrm{nil})^{2}$ |
| <9> | H | ( $\{\mathrm{h}\},(\mathrm{M}, \mathrm{N}\}$ ) |
| <10) | $\mathrm{H} \Rightarrow$ | ( $\left.\left\{h^{\prime}{ }_{1}, h^{\prime}{ }_{2}\right\}, \mathrm{nil}\right)$ |
| <11 | $1 \because$ | (\{i\},nil) |
| <12) | $1=$ | (\{i'\},nil) |
| <13) | $\mathrm{J}=$ | ( $\{\mathrm{j}\},(\mathrm{P}, \mathrm{O}\})$ |
| <14> | $\mathrm{K}=$ | ( $\{\mathrm{k}\}, \mathrm{nil}$ ) |
| <15> | $M=$ | $(\{\mathrm{m}\}, \mathrm{ni} 1)$ |
| <16> | $\mathrm{N}-\mathrm{O}$ | $(\{n\}, n i\rfloor)$ |
| <17> | P $\rightarrow$ | $(\{\mathrm{p}, \mathrm{nil})$ |
| <18> | $Q=$ | (\{q\},nil) |

ANALYSIS RULES

| <1' ${ }^{\prime}$ | $\{\mathrm{f}, \mathrm{c}$, | $\{-r\}$ |
| :---: | :---: | :---: |
| <2'> | $\{-r, h\} \rightarrow$ | $\{-\mathrm{e}\}$ |
| $\left\langle 3^{\prime}\right\rangle$ | $\left\{f^{\prime}, 1, c_{2}\right\} \Rightarrow$ | \{s \} |
| <4'> | $\left\{f^{\prime} 2, g\right\} \rightarrow$ | $\{\mathrm{t}\}$ |
| < $\left.5^{\prime \prime}\right\rangle$ | $\{s, t\} \quad \Rightarrow$ | $\{-\mathrm{b}\}$ |
| <6'> | $\left\{h^{\prime}, \mathrm{f}\right\} \cdots$ | $\{u,-v\}$ |
| < $7^{\prime}$, | $\{u, 1\} \Rightarrow$ | $\{\mathrm{w}\}$ |
| <8' $>$ | $\{-\mathrm{v}, \mathrm{w}, \mathrm{d}\}=>$ | $\{-\mathrm{g}\}$ |

Table
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#### Abstract

The main advantages of semantic ATN－grammars are efficient execution and easy implementation in small discourse domains．The drawback lies in the growth of the semantic grammar if the domain of discourse is to be extended．The thesis of this paper is that a higher level of modularity for grammar rules can be attained by making semantic ATNs sharable through schemata（called＂concepts＂） of the knowledge base．A workspace of activatable subATNs guides the parser in choosing among competing PUSH arcs．Expected subATNs are entered into this workspace either indirectly from the schemata through a filtering mechanism，or directly as a side effect of actions on arcs which instantiate a concept．


## 1．Introdaction

Question－anwering systems such as LUNAR［13］，SOPHIE ［4］，PLANES［12］，and various applications of LIFER ［7］contributed valuable methodological tools for the development of a natural language user interface．Of these，semantic ATN－grammars and semantic nets have been successfully used in our group in several amall projects $[1,11]$ ．The drawback of semantic gramars lies in the growth of the ATN if the discourse domain is enlarged．We discuss an approach to reduce the task－specifity of semantic ATNs by interfacing them with an inheritance network which performs many of the tasks usually embedded in tests and actions of a semantic grammar．

An object－oriented representation language－called OBJTAIK［9］－will be used to illustrate the interface between ATN and semantic net．OBJTALK was inspired by SMALLTALK［6］，FRL［10］，KRL［3］，KIONE ［2］，and DIRECTOR［8］．

The basic ideas of object－oriented knowledge representation are：
（1）objects are active data structures with behavioral traits，such as
－slot \＆filler－pairs（where the filler may be defaulted，restricted etc）and
－methods consisting of a pattern to receive a message and a body describing what is to be done．
（2）behavioral traits are inherited in a coneralisatio hicraren（or network）．An object is either a cina or an inses．Each object has one or several superclasses from which it inherits behavioral traits recursively up to a mot node．
（3）An object will exhibit behavior if it is sent a message．

## 2．Proondural atterimat of anis to concopte in an ioheritarnce not

In order to achieve semantic－driven parsing，a semantic SubATN should be activated whenever a particular or compt is found．The basic mechanism is to attach hrieron－hags to a schema that state which words or concepts put some named subatns in a preferred activatable state．Once activated，a subATN may access the slots of the schema in tests or actions，and／or pop a structure used to fill slots of that schema．The inheritance structure between concepts is defined such that semantic subATNs are sharable among many concepts．

A concept definition in OBJTALK has the form：

```
(Comopt <concept-name)
    (Indiriduntes <name of a super-concept>...)
    (Camerio-propertion
        〈Slot>: 〈Filler description>
        ...)
    (Triager-ata 〈Trigger-keys〉 ; attached ATN
        [〈subATN-node〉 <production〉] ...))
```

The Trigger－atn form is a special case of pattern－directed message receipt by an object．The Trigger－keys serve as activation keys for a bettem up instantiation of the current concept through words or other concepts．The form of mpacertroge is：
（tricgered－h．$:\{$（Vonds＜lexical entry＞．．．）\}
$\{($ Consphe＜concept name＞．．．）$)$ ）
If
（1）a concept has been partinlly instantiated（an
instance of this concept or one lower in the hierarchy was made，but not all obligatory slots are given values yet），or
（2）one of the concepts mentioned in trigger－keys has been instantiated，or
（3）one of the wist mentioned in trigger keys was entered into the chart during a lexical prepass，
then the concept＇s Trigger－atn form is evaluated． This has the effect that all subATN－nodes named in it are given a preferred activation status（leading the parser to try PUSHes to those subatns first）．The slots in the concept can be accessed from the ATN analogous to registers．The register self contains the name of the activating concept．

The＜production）describes what will be done with the result of the activated subATN in case it was left by a POP arc．Its form is：

$$
[(\langle\text { Filter }\rangle \ldots) \text { <action }\rangle \ldots]
$$

The convention is that the value returned by a $P O P$ is a nested a－list．The filters match such an a－list， thereby binding filter variables．A（sequence of） path－indicator（s）［ $\$!$＜symbol＞．．．］is used to find the embedded value in an a－list．

## The form of the 〈Filter〉 is

## （ $\$$ ！＜symbol＞$\{\$!$＜symbol〉 ．．．\} .

＜list of constants，variables and slot－values＞）
All filters have to match successfully．A fail action in 〈action〉 will try alternative matches if possible or finally fail back to the ATN．A success deactivates the current＜subATN node＞．

## 3．Concept－driven control structure

We are using an ATN compiler developed by BURTON ［5］，modified to our MacLISP．The depth－first control structure of this parser leads to a large number of back－ups because，from a single node，many PUSH arcs are possible．We want to reduce the number of failing PUSHes and POPs by entering those subATNs occuring in evaluated Trigger－atn forms into a workspace of activatable aubnets（u／s）．

A morpmological propese extracts wordclass，features etc and puts them into the chart．At this point， trigger－atn procedures associated as the words－part of trigger－keys may enter WAS．If the ATN machine reaches a node，containing PUSH arcs，a check is made to see whether any of them is among the expected subATNs in WAS．In case of a word－triggered subATN an additional test ensures that the triggering word has almost been reached by the scanner．This is paychologically motivated，since we think of parsing as basically a serial process with only a small look－ahead（of 2－4 words）．

New trigger－atn procedures may be added to WAS in basically two ways：
（1）imirectiy by processes in the inheritance network：A triggered subATN returns as the form of its POP arc an a－list which（partially） instantiatiates a concept．If instantiation is partial，the other subativs stay activatable，else all are deactivated．Those attached subatns where a concepts－part of trigger－keys contains an instantiated concept enter WAS．Also actions of productions may instantiate new concepts whose attached subatiks will become activatable．
（2）directhy by the ATN as a side－effect of evaluating an action on an arc，if the action instantiates a new concept．

Indirect instantiation of concepts via a－lists allows a high generalizability of subnets－in the extreme to purely syntactic ATNs．On the other hand，direct instintiatio presupposes that at the level of the ATN enough task－specific knowledge was coded to instantiate a concept，which in the extreme would result in a purely semantic gramar．The grammar programmer may chose between both alternatives．The ATN－programming style may change towards greater modularity，since PUSHes can be used more extensively．

## 4．Enople of an 4．i＜－＞aneatic net intarface

Example 1：It shows indirect instentiation of concepts via a trigger－atn procedure attached to a particular attribute．The concept＇consumption＇is defined as follows：
（Concept consumption
（Individumber Quant／attr／prod）；an attribute
（Cenerio－propertics of／product：（clem PRODUKT） consumed／quantity：（clase QUANTITTY）．．．）

## （Triacoratis

（triacered－by：（Momis verbrauch－hoch Hoehe ．．．）） ［Q／PROP／OBJ ；subATN for query of object＇s property （（\＄！OBJ1（PROP：\＄？PROP）） （\＄！OBJ2（PROD／CODE：\＄？PROD）））fillter
（ 1 PRODUKT make：$P$ with：$\$=, O B J 1$ ） ；make an exemplar of a prod／code product
setion（in sulf est：of／product：$\$=\mathrm{P}$ ）
；retain it in my of／product slot
（A）P prop：\＄？PROP）
；ask it how much it consumes on that ；attribute ；］））
Q／PRP／OBJ can be shared by different attributes and products．

Example 2：This example illustrates how a subatw directiy instuntiatea a concept which in turn makes further subATNs activatable．Consider sentences like：
＞）Klaus faehrt mit dem Zug um 17：35
（Klaus goes by train at 17：35）
＞）Klaus fliegt mit Gerhard von Stuttgart nach Berlin
（Klaus flies with Gerhard from Stuttgart to Berlin）
For concepts like $\mathrm{n}_{\mathbf{y}}$ ，drive etc a amer－concept nove is defined：

| （Cumpt fly |  |
| :---: | :---: |
| （ Indivibutee move） |  |
|  |  |
| instr： | （datmalt FLIGHT） |
| origin： | （ccuatundit HAS－AIRPORT） |
| destin： | （constaint HAS－AIRPORT）） |




Fig．1：Triggering subATNs by instantiating a concept through an arc action

Parsing leads to instantiation of a concept（like Hy or drive）as a side－effect of an arc action．This concept is a key in and activater the subatNs contained in it：

```
(Triasor-atm
    (triaguralth (comerptes fly drive walk ...))
    (PP/ORT [( \(\$!\) HEAD \$?ORT) (\$! PREP nach ) )
            (n) ur ot: destin: \$?ORT)]
            [((\$! HEAD \$? \(\mathbf{x})\) (\$! PREP von \())\)
            ( (1) all set: origin \$?ORT)])
    (PP/ \(\quad[((\$!\) HEAD \(\$ ? x)(\$!\) PREP mit \())\)
```



```
                            (Ak self set: instr: \(\$ \mathbf{x})\) )
                    ( ( L
                        (Ask salf aet: coagent: \(\$ ? \mathbf{x})\) )
                    ((FAIL)))])
    (PP/TIME ...) ...)
```

Among the many HJSH arcs from S／V（see Fig．1）the subset｜PP／ORT PP／TIME PP／\} is preferred, expressing the expectation to associate only a restricted subset of cases，each signalled by particular syntactic constructions．

## 5－Conclusions

The proposed ATN－semantic net interface allows higher generality and extensibility of the semantic grammar because we may use PUSH arcs more freely．There is increased work in the filtering phase（reducable by pattern－compilation）．The interface has been tested in a semantic grammar for the micro－world of soccer． In our current research we concentrate on observing the grammar programming process in order to establish guidelines for semantic ATN design．
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## TOWARD EFFICIENCY TROUGH GENERALITY
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#### Abstract

In the following lines we shall adduce new elements to a controversy which lies at the heart of current discussions about programming activities. The question is : must we write specific programs or general systems ? Wo shall contrast the two approaches to this methodological problem by means of a case in point. Their respective interest will be compared and a surprising conclusion will eventually be reached which is crucial to the core of Al and justifies many researches in the field : efficiency can only be attained trough generality.


I - INTRODUCTION. Work in computer aided programming has two closely related aims: one is program verifying the other is program generating. Since the pioneering results [3], [9] before the seventies, the two basic domains have been extensively studied. Computer aided verifications of programs, assertion-based proofs of programs wherein assertions are both produced and proved automaticaly, syntactic and semantic transformations of programs, program syntheses from examples, high level languages are the present common topics [2],[8],110].
In this context, our purpose is on the contrary to show, however strange it might seem, that a specific algorithm, tailored by hand or by program for a particular problem, can be less effective than a general system, the essential nature of which is to be non-deterministic and which is able to deal with quite a large family of different problems.
Thus there is no need for provers or synthetisers but rather for gencral problem solvers. This paradoxical proposition will be studied through the enlargment of an example belonging to the field of discrete mathematics. We shall argue over an a priori NP-complete $44 \mid$ problem:
"Build all the permutations over the first $n$ integers which verify the following constraints, where $m$ and a are two boolcan $1 \times(n-1)$ given vectors and $\sigma$ is whatever solution looked for:
$\forall i \in|1, n-1|: m(i)=1 \Leftrightarrow \sigma(i)<\sigma(i+1)$, $a(i)=0 \Rightarrow \forall j \epsilon[i+1, n] \quad \sigma(j) \neq \sigma(i)+1$,
$a(i)=1 \Rightarrow \forall j \in|1, i-1|(\sigma(j) \neq \sigma(i)+1) \wedge \sigma(i) \neq n) "$.
For example if $n=4, m=(101), a=(110)$, the permutations $\sigma_{1}=(1324)$ and $\sigma_{2}=(2314)$ are the only two to meet the above requirements.

II - FIRST APPROACH : "the natural one".
The possible solutions must be gradually generated and tested; the classical backtracking scheme is therefore called up and the following "script" is immediately set up in our brain :

- Point $\alpha$ : place the elements one at a time.
- Point $B$ : test the feasibility of the thus obtained partial $\sigma$.
- Point $\gamma$ : carry on if it works; backtrack if part failure or if solution.

This general script must now be made more precise and refined in order to take into account the particulars of our problem. In all cases point a will correspond to something like $i=i+1$ together with $\sigma(i)=\sigma(i)+1$ and with the convenient initializations. As often, point $\beta$ will now prove a delicate one. Three tests - say $41, t^{2}$ and $t 3$ - must be applied here :
$\left\{\begin{array}{l}t 1: \sigma \text { is a permutation, i.e. } i \neq j \Rightarrow \sigma(i) \neq \sigma(j) . \\ t 2: \text { m imposes some monotony constraints. } \\ t 3: \text { a imposes less handy constraints. }\end{array}\right.$
As in any backtrack approach, the manual optimization task will. now consist in setting up these tests early enough and in the right order so as to avoid the generation of useless part solutions. Here, the first test is easy to handle and is certainly the most binding; it will therefore reasonably be undergone first. The monotony test is binding too, and it is much easier to deal with this test than with the conditions derived from a. Indeed this last conditions must be translated by a DO-loop instead of a single IF-statement as with the former ones. Eventually we keep the order tl, $t 2, t 3$ to obtain our program wich is thus nearly


This program has two important virtues: first it. was very rapidly written and secondly it works correctly and can easily be proved. However this program can of course be strongly improved. The first way is to find out some good lemmas for the formal problem, the second way is to undertake direct syntactic transformations of the program itself. The article by KNUTH in 1974 [5] originated many researches in such program manipulations. STANDISH et al [11] made up a general catalogue of such accepted transformations. ARSAC [1] programmed a nicely interactive system as an aid to program optimization. We give in [7] a more sophisticated version of the program which takes into account other mathematical properties, which avoids the use of any GOTO statement, and which keeps in memory all the useful information on vector a. The backtrack work will therefore be largely reduced. But we are concerned with a space the size of which is n ! and it is likely that any such specialized program cannot work effectively for each couple of $m$ and a. However it seems impossible to achieve much better along this line!

III - SECOND APPROACH : "the general one"
In this section we want to introduce and discuss a quite different way of solving this kind of combinatorial problems. It is in fact clear that all the previous work will prove useless if one should change if only a little the constraints attached to our problem: we can therefore have a mind to write a much more powerful system which will solve this whole family of problems involving discrete finite sets. A great deal of mathematical knowledge and a language to state the different problems are required for achieving this goal.

ALICE, already described in [6], is such a code. The permutation generation problem is given to ALICE in a non procedural manner as follows:


Then the system asks for the missing delta value of $n$, vectors of coefficients $m$ and $a$ Alice solves the problem quite in the same manner as we solve it by hand. So the main difference with the previous program is the ability of formal manipulations of mathematical expressions. This allows the system to derive implications, to stick to the numerical characteristics of each problem, therefore to work differently as soon as the data change, to set up good hypotheses and finally to use backtracking in intelligent fashion and non predetermined order. Let us see how ALICE works through some examples of this permutation problem. So if $n=9, m=(\mid 10101-01)$ and $a=(1 \mid 110110)$, the system interprets first the constraints deriving from vector $m:(A): \sigma(2)>\sigma(1)$ and $(B): \sigma(3)>\sigma(2)$. Now a zero value, namely $m(3)$ is encountered; so $m(i)=1$ is false, the program produces

$$
[o(i+1)>\sigma(\mathrm{i}) \mathrm{J} \text { id est } \sigma(\mathrm{i}+1)<\sigma(\mathrm{i}) .
$$

But as $\sigma$ is by hypothesis a bijection it obtains finally $o(i+1)<\sigma(i)$; so here with $i=3$ :
$\sigma(\mathrm{A})<\sigma(3)$ and likewise $o(5)>\sigma(4), \sigma(5)>0(6)$, $\sigma(7)>\sigma(6), \quad \sigma(7)>\sigma(8), \quad \sigma(9)>\sigma(8)$.
The constraints derived from vector a give birth to 22 new expressions from $O(1) / \sigma(2)+1$ to $\sigma(9) \sigma(8)+1$ and besides the system knows that $\sigma(1), \sigma(2), \sigma(3), \sigma(4), \sigma(6)$ and $\sigma(7)$ cannot be equal to 9 . By using an ordinal function the system examines now the constraints all together; $0(1) \sigma(1)$ and $\sigma(2)>2$ are for instance obtained from (A) and (B). Other values are eliminated in thismanner until no other information can be obtained. Now comes the time to choose; the choice will bear on the element which has the fewest possibilities; in this case, our system notices that only two elements can take, value 9 , these are $\mathrm{O}(5)$ and $0(9)$; the tie is broken by considering the element which appears most often in the 'V constraints. So setting $\sigma(5)=9$ al lows new implications and in particular $0(7) 8,0(6)^{\wedge} 7$, $o(8) 7$. The next choice is $0(3)=8$ and the first solution the system gets to is (678193425). In this case 42 solutions altogether are exhibited. Taking another case with m -(00001111) and $\mathrm{a}=(1$ 0000111) the program obtains 48 constraints, but here it is made obvious from vector $m$ that $\sigma(1)>\sigma(2) i \sigma(3) \sigma(4)>\sigma(5)$ and therefore as the lowest value of $\sigma(5)$ is one: $\sigma(1) " 5, \sigma(2) 4$, $\sigma(3)>3, \sigma(4): 2$; in the same manner the program
shows that $\sigma(9) \geqslant 5, \sigma(8) \geq 4, \sigma(7) \geq 3$, and $\sigma(6) \geq 2$. Now only one element for 5 and one for 9 are convenient: $\sigma(5)=1$ and $\sigma(9)=9$ are made necessary. As a(5) equals $0, \sigma(6), \sigma(7)$ and $\sigma(8)$ are not equal to 2 and therefore the system comes to $\sigma(4)=2$; in the same way the system deduces $\sigma(7) \neq 3$ and the only convenient antecedent for 3 is 3 : $\sigma(3)=3$; then $\sigma(8) \neq 4$ implies $\sigma(2)=4$ which produces $\sigma(6) \neq 5$. Substitutions give: $\sigma(1)=5, \sigma(6)=6, \sigma(7)=7$, $\sigma(8)=8$ in that order the unique solution has been reached directly. We notice that the problem solver uses, by decovering it implicity, the fact that $\quad \sigma(j)=n$ can only occur for a $j$ such that $m(j-1)=1, m(j)=0$ and $a(j)=0$; such a 1 emma is very useful as an aid for fruitful choices. Many other results are in fact found by the systemas it procceds through formal manipulation of constraints. (This permutation problem can be viewed too as a Fl onto itself matching problem and some convenient graph procedures allow the system to derive other implications through graphical arguments $(6)$ ).
Let us take a last example to see an obviously polynomial with $n$ behaviour of ALICE together with a catastrophic execution of the specific program first written.
Suppose for $n=50$ or greater we set: $m(1)=a(1)=1$ and for any $i>1: m(i)=a(i)=0$. In ALICE the constraints are interpreted and produce $\sigma(1)<\sigma(2)$ with $\sigma(2)>\sigma(3)>\sigma(4)>\ldots>\sigma(n)$; thus $\sigma(2)=n$ and ( $n-1$ ) values remain for $\sigma(1)$; since none contradicts the hypotheses on vector a, ( $n-1$ ) solutions are immediately printed : $(\mathrm{n}-1, \mathrm{n}, \mathrm{n}-2, \mathrm{n}-3, \ldots, 1), \ldots,(1, \mathrm{n}, \mathrm{n}-1, \mathrm{n}-2, \ldots, 2)$. On the contrary, the execution of the first written program is not good at all; it will generate the partial permutations $12,132, \ldots, 8941, \ldots, 894$ $321, \ldots$ with many and many useless attemps. Furthermore, in all of the previous cases, additional constraints like: $\sigma(1)=n / 2, \sigma(n / 2)=1$ or others, will but make the task of our general problem solver easier, as proved on machine, while in the first approach, one is forced to build new and new lemmas again and to design in each case a new specialized program.

IV - CONCLUSION.
My aim was not to claim that it is impossible to write a specific. program which can work correctly on specific examples; but, there are always new particular cases to take into account and therefore some new adequate statements to add into this program. So, little by little, one is induced to write a quite large code; at this point, if we try a bit harder, we can deal with many other combinatorial problems, say for instance the dight queens, cryptarithmetic. integer mathematical programming, optimization problems and so on: such is indeed the scope of a general program. It has been actually shown by ALICE, in all these cases, that generality does
not contradict efficiency: numerical and graphical analysis, supported by good heuristics adjusted to each particular case, allows the system to foresee quickly constraint violation even with large size problems.

- Why can a specific program work badly? The first reason is that it lacks one indispensable tool : formal manipulation; although we use this tool very commonly by hand, too few specialized programs are able to do so. The second, perhaps more important, reason has to do with the trivial statement $i=i+1$ just at the begining of our specific backtrack programs; this means that we construct the objects we are looking for in a predetermined order. But this is unfortunately not the right way to proceed: one element may have an imposed value or another may have significantly fewer possibilities than the others. In one word when we write a specific program we make implicit choices : we have to decide without correct elements of decision because the missing information lies in the data In that way, to each specific algorithm will correspond a worst case. On the opposite this can hardly be said of a general system with good mathematical knowledge together with heuristics based on rich and varied representations of objects in the universe dealt with : it discovers facts about the problem at the problem statement level not at the code level.
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$$
\begin{aligned}
& \text { A computer program, OPUS, is described which uses a set of Object Primitives to represent } \\
& \text { knowledge of physical objects and provide an organizing structure for associative memory. } \\
& \text { OPUS applies this representattion shll stem to the problem of analyzing natural language } \\
& \text { sentences dealing with objects. } \\
& \text { 1. INTRODUCTION }
\end{aligned}
$$

It is widely recognized that the process of understanding natural language texts cannot be accomplished without accessing mundane knowledge about the world [1, 2, 4, 7]. In this paper, we are concerned with the way functional knowledge of objects, and associations between objects can be exploited in an understanding system.

Consider the sentence
(1) John opened the bottle so he could pour the wine.

Anyone reading this sentence makes assumptions about what happened which go far beyond what is stated. We assume without hesitation that the wine was poured from inside the bottle. However, there are many other interpretations which are equally valid. For example, John could have been filling the bottle rather than emptying wine out of it. Yet, some causal inference mechanism, making use of functional knowledge of objects, causes us (as human understanders) to find the common Interpretation in the process of connecting these two events causally.

In interpreting this sentence, we also rely on our knowledge of bottles and what it means for a bottle to be "open'", when interpreting the sentence. Only by drawing on knowledge of what is possible when a bottle is open are able we understand why John had to open the bottle to pour the wine out of it.

When reading the sentence

- This work was supported in part by the Advanced Research Projects Agency of the Department of Defense and monitored under the Office of Naval Research under contract N00014-75-C-1111.
we immediately assume that John filled his glass with water from the faucet. Yet, water is never mentioned in the sentence. The glass could conceivably be filled with milk from a carton. However, in the absence of some greater context which forces a different interpretation on us, we immediately assume that the glass is being filled with water from the faucet.

This paper describes a computer program, OPUS (Object Primitive Understanding System) which constructs representations of the meanings of sentences such as those above, including assumptions that a human understander would normally make. To do this requires the use of stereotypic knowledge of physical objects, captured in OPUS using Object Primitives [3] which were designed to act in conjunction with the primitives of Schank's conceptual dependency representational system [7].

A complete description of the seven Object Primitives. can be found in [3]. The two Object Primitives which we will exploit in our examples here are CONNECTOR, and SOURCE. A CONNECTOR is an object which enables some action between spatial regions, and a SOURCE is an object which "produces" another object. In addition, four associative links have been used, each pointing to a particular type of OP description. An example is the OUTPUTFROM link which connects objects such as wine with their normal SOURCE objects, in this case, wine bottles.

## 2. THE PROGRAM

### 2.1 The Intial Analyasis

In the processing of the sentence (1) above, the phrase "John opened the bottle" results roughly in a representation of the fact that

John did something which caused the bottle to assume a state where the CONNECTOR description shown below applied.

```
*bottle* IS a CONNECTOR
                    which ENABLES
?HUMO <=> PTRANS ?OBJ FROM (INSIDE SELF)
    (or)
?HUMO <=> PTRANS ?OBJ TO (INSIDE SELF)
    (or)
7HUMO <r> ATTEND ?SENSE TO ?OBJ
                                (loc INSIDE SELF)
```

Where SELF refers to the object being described (the bottle) and ? indicates an unfilled slot.

The CONNECTOR description Indicates that something can be removed from the bottle, put into the bottle, or Its contents can be smelled, looked at, or examined by some other sense modality. This CONNECTOR description is not part of the definition of the word 'open'. It is specific knowledge that people have about what it means to say that a bottle is open. To arrive at this representation, the program retrieves from memory the OP description of what it means for a bottle to be open, stored beneath its prototype for bottles. Presumably, there is also script-like information about the different methods for opening bottles, the different types of caps (corks, twist-off, ...), etc. However, for the purpose of understanding a text which does not refer to a specific type of bottle, cap, or opening procedure, what is important is the information about how the bottle can then be used once it is opened. This is the kind of knowledge that Object Primitives were designed to capture.

### 2.2 Concept Driven inferences

When the phrase "so he could pour the wine." is analyzed by OPUS, the fact that the wine was poured from the bottle is not represented. This Inference is made in the program by a slot-filling demon called the CONTAINER-FINDER, attached to the primitive act PTRANS. This demon looks on the list of active tokens (a part of short term memory) for objects that might normally contain the substance poured, In this case wine. The object found must be either a container (RELATIONAL = INSIDE) with the default object contained being wine, or be listed as a SOURCE of wine via an associative OUTPUTFROM link from the memory token for wine. If either test succeeds for some object in STM, then that object is inferred to be the container poured from. In the case of (1) above, the test suceeds since wine is OUTPUTFROM wine bottles.

### 2.3 Causal Verification

Once the slot filling inferences have been considered, the process which attempts to make causal connections between conceptualizations is activated. This process first looks for a match between the conceptual representation for the enabled action (pouring the wine), and one of the potentially enabled acts derived from the OP description of the open bottle. For sentence (1), a match is immediately found between the action of pouring from the bottle and the expected action generated from the CONNECTOR description of the open bottle (PTRANS FROM (INSIDE PART SELF)). The match causes a merging of the expected concept with the concept produced by the analyzer, linking the events described in the sentence and filling slots which were filled in one but not both of the original concepts.

### 2.4 Causal chain Construction

## In processing the sentence

(3) John turned on the faucet so he could drink.

OPUS builds a token for a faucet as an active SOURCE of water. The principle expectation for SOURCE objects is that the person who "turned on" the SOURCE object wants to take control of (ATRANS) the object output from that SOURCE. This expectation has the important side effect, here, of creating a token for some water, which later is inferred as the substance John drank by a slot filling inference.

The phrase "he could drink" is represented in OPUS by an INGEST with water inferred as the liquid in the OBJECT slot. Since the expectation generated from turning on the faucet is for an ATRANS, the causal chain completion is clearly going to be more complicated here than in the previous example. When the chain connector fails to find a match between the ATRANS and either the INGEST or its instrumental PTRANS, additional inference procedures are called to generate any intermediate states that might connect these two acts. Using a combination of forward (resultative) and backward (causative) inference rules described by Rieger [5] in a restricted intersection search, OPUS infers that the intermediate state (John possess water) can be used to complete the causal chain.

## 3. CONCLUSIONS

It is important to understand how OPUS differs from previous inference strategies in natural language processing, such as that of Rleger [51. A cursory comparison of OPUS and Rieger ${ }^{1}$ s MEMORY system reveals a number of similarities. The causative and resultative inferences used to complete the causal chain in our last example came directly from that work, and many of the demons used by OPUS are similar in flavor to the forward inferences and specification (slot-filling) inferences described by Rieger.

There are, however, two ways in which OPUS departs from the inference strategies of MEMORY in significant ways. (1] On one the level of computer implementation there is a reorganization of process control in OPUS, and [2] on a theoretical level OPUS exploits an additional representational system which allows inference generation to be more strongly directed and controlled.

In terms of implementation, OPUS integrates the processes of conceptual analysis and memory-based inference processing. By using demons, inferences can be made during conceptual analysis, as the conceptual memory representations are generated, thus eliminating much of the artificial modularity used in MEMORY more for pragmatic than theoretical reasons.

On a more theoretical level, the inference processes used for causal chain completion in OPUS are more highly constrained than was possible in Rieger*s system. In MEMORY, all possible inferences were made for each new conceptualization which was input to the program. Causal chains were connected when matches were found between inferred concepts and concepts already stored in its memory. However, the Inference mechanisms were not directed specifically to the task of making connections between concepts found in its input text. This led to a combinatorial explosion in the number of inferences made from each new input. In OPUS, forward expectations are based on specific associations from the objects mentioned, and only when the objects in the text are described in a manner that indicates they are being used functionally. During causal chain completion, at most two levels of additional forward or backward inferences are made before the procedure is exhausted, and the
system stops once a match is made. Thus, there is little chance for the kinds of combinatorial explosion Rieger experienced.

OPUS makes use of a well structured set of memory associations for objects, the Object Primitives, to encode Information which can be used in a variety of Rieger's general inference classes. Because this Information is directly associated with memory representations for the objects, rather than being embodied in disconnected inference rules elsewhere, appropriate inferences for the objects mentioned can be found directly. By using this extended representational system, we can begin to examine the kinds of associative memory required to produce what appeared from Rieger's model to be the "tremendous amount of 'hidden' computation" necessary for the processing of any natural language text.
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#### Abstract

One of the most salient difficulties facing the designer of a Natural Language Interface is the appropriate characterization of the semantics and pragmatics of new domains. Uhereas various syntactic parsers have been developed which are largely domain-independent (at least in principle), the possibility of accomplishing something similar in the realm of semantics and pragmatics has never been convincingly demonstrated. Focusing on the various epistemological bases for associating attributes with entities, we examine some of the requirements that this suggests need be met by a system which claims to provide a domain-independent conceptual schema core, from which domain-specific extensions can be interactively elaborated. In addition to showing how our approach differs from one which tries to arrive at canonical representations in terms of invariant semantic primitives, we sketch out ways in which it can be integrated into a general parsing mechanism.


## 0.INTRODUCTION

An ultimate goal of researchers in natural language (NL) processing is to have a system that interacts appropriately with human users in their own natural language. However,

- it is unfeasible at present to construct a general system which can handle all NL inputs in every domain and situational context.

Thus a revised goal might be a system that interacts intelligently with certain types of users in their own NL in particular universes of discourse (e.g., PARRY, LUNAR, SOPHIE, PLANES, SAM, ... ). However,

- users may find it difficult (if not impossible) to make themselves understood in various instances;
- the effort involved in converting such systems to new domain and context coverage is CONSIDERABLE

For these reasons, a revised goal might be a system that can be easily extended or customized by users, at run time (e.g., LIFER or RED. However,

- to be generally effective, this may demand that a user be more linguistically and computationally sophisticated than can be reasonably expected.

This work was supportedin part by the Rome Ai Development Center under contrac F-30602-77-C-0197.

Thus a revised goal might be a system that can be easily shifted to new domains by its designers or maintainers (e.g., ROBOT). However,

- the real expertise concerning a new domain is generally not in the hands of the NLI (NL, interface) designers or maintainers.

Thus a revised goal might be a system that can be conveniently shifted to new domains by "knowledge base experts" who need not also be linguistic or computational specialists (e.g., KRL or KLONE). However,

- there is generally the need to start over each time from scratch in order to avoid introducing inconsistencies and incomprehensible conceptualizations into the pre-existing knowledge network.

Thus a fifth goal revision is to have a system which can be easily adapted to new domains by knowledge base experts who work within a conceptual frank work that builds upon a core of very abstract concepts which can be further generalized or specialized to represent domain-specific concepts, viewpoints, etc. This raises a number of questions that we will address in the course of this paper:

- Is it possible to develop a "core" knowledge nftwork (KNET) that can fulfill the function proposed for it above?
- Assuming that we can develop such a KNET, what additional proficiency would a domain-expert or an interactive system need in order to expand it appropriately for a particular domain or application?

Assuming that we can develop such a KNET, what additional proficiency would a domain-expert or an interactive system need in order to expand it appropriately for a particular domain or application?
What type of general parsing mechanism would be needed for automatic adaptation to any newly expanded network? Specifically, how can standard syntactic analysis mechanism be used to create conceptual "Meaning" structures, rather than purely formal syntactic objects?
What would the role of the lexicon be in such a parser, and what sorts of expertise would be needed for creating, expanding, or modifying any particular instance of such a lexicon?
Assuming that we have this NL parser which naps English (for example) into conceptual representations of the user's intent, what relation do such representations bear to formal queries that would actually realize this intent?

## 1. QYERUIEY QE A SIRUCIVRED INHERILANCE NEIMORK EQRHALISH

## Brachnan developed a knowledge representation notation (SI-Mets) which has a very clear and explicit epistemology. According to Brachman, "Structured conceptual objects are organized in lattice-like networks, with inheritance between descriptions carried by structured cables'."* An exanple conceptual structure is illustrated in Figure 1:



FIGURE 1: SIMPLE SI-NET

The oval shapes denote conceptual entities, while the role nodes <squares) are intended to represent the intensional description of potential role fillers in context. The third component part of the formalism is the structural description
(diamond shape) which expresses interrelationships between the conceptual subparts. As described by Brachman, "these relationships [i.e., the role descriptions plus structural descriptions\} give the Concept its gestalt'."

Whenever two concepts are in a generalization/specialization relationship to one another, the features they have in common can be factored out in such a way that only the differences need be represented. This is illustrated in Figure 2, where the AKO (a-kind-Qf) link represents a channel along which common properties can be inherited either intact, restricted or differentiated from a more general to a more specialized concept. Whenever a concept is specialized to the extent that all of its role-description nodes have values associated with them, it takes on a special status as an individual concept. This is denoted by a shaded oval (cf. "HARVARD" in Figure 2), and is connected to its parent concept via an INSTS link.

figure 2: the ako link

It should be stressed that Brachnan's primary goal was to make explicit the semantics of a representation system, thereby overcoming the expressive inadequacies of the many "senantic network" node-arc schemes in recent years. He makes no claims whatsoever about the semantics of what is being represents - any concept can be represented in the SI-Net formalism any way the user chooses. Thus a particular concept might be defined in functional terms or in terms of its major parts and subparts, etc. The semantics of the world one thinks Cslhe is Modelling are not implicitly embedded in Brachnan's systen -- but the semantics of the representation system itself ar\$ clear and precise.

[^19]
## 2. EXTENSIONS TO THE BASIC NETWORK FORMALISM

The preceding remarks raise some rather basic issues, such as: what does it mean for a concept to have an attribute or to have a role; how do the latter become associated with concepts originally, etc. One reason we need to concern ourselves with such issues is that if a taxonomy of the ways in which different types of attributes can be associated with concepts is developed, then there is hope -- at least in this area - of being able to give a knowledge base administrator (KBA) automated assistance in creating or extending a core semantic network. This natter is discussed further in Section 4.

Our point of departure here is the observation that the initial association of attributes with entities results from the creation of something which did not exist as such before. This does not necessarily entail the creation of a new physical object. In the context of human society, for instance, one is usually concerned with the creation of new social, political or legal entities. Thus, being born into a particular society transforms a were (human) being into a societal entity having attributes such as NAME, RESIDENCE, MARITAL-STATUS, and so on. Note that we are not speaking of the association of a particular value with an attribute, but rather of the attribute itself with a new entry, within the framework of a highly developed social or legal order.

In this framework, the relationship of state,?, resulting from specific events takes on fundamental prominence. For example, as the result of an instance of the "HIRE" event concept represented in Figure 1, a state of "EMPLOYMENT" comes into being. The semantics of the DATTRRESULT arrow in Figure 3 is meant to capture this relationship.


## FIGURE 3: THE DATTR-RESULT LIMK

In turn, this allows us to conceptualize an EMPLOYEE as a societal person put into a state of employment as a result of playing the rgif of the "second party" (or q-agent) in a particular type of contractual event, namely that represented by the -HIRE" concept in Figure 1.* The QUA link in Figure 4 is the means by which we represent this interdependence of relationships.


FIGURE 4: THE QUA AND UIZ LINKS

The QA link is the primary channel over which new attributes come to be attached to already existing entity concepts. Note that this is not simply a matter of viewing a given entity from some particular perspective, although it does give rise to such possibilities, as illustrated by the VIZ links in Figure 4. In this latter case, however, the perspective is taken as already having been intrinsically established, whereas in the former case what is being represented is how such perspectives are actually to be defined. This distinction between Viz and QUA links becomes quite clear when one addresses the problem of making explicit the semantics of inheritance associated with each of the two link types.

The VIZ link has precisely the same inheritance properties as the AKO link. The only difference is that it serves to partition the multi-dimensional attribute space of a given entity type into proper subsets. This allows one to distinguish higher level entity concepts in the 'gestalt' of a lower level entity concept having multiple inheritance paths. The reason for doing so, however, is contained within the semantics of the QA link.

Since QUA links can derive from role description nodes within verbal concepts, the relationships between the parent role node and other role nodes within the verbal concept open up new paths for attributive inheritance that are not present in just the AKO (or VIZ) links. In the case of EMPLOYEE, for example, as illustrated in Figure 4, attributes such as ENPLOYER, DATE/PLACE-OF-NIRE, etc., result not from its AKO relationship to

* The importance of modelling ROLE-ENTITY associations has also been stressed by Bachman and Daya : "The Role Concept in Data Models." VLDB-J Tokyo, Japan, October 6-8, 1977.

SOCIETAL-PERSON, but rather to the other role description nodes in the TO/BE/EHPLOYED concept, which themselves derive fom the TO/HIRE concept via the DATTRRESULT link illustrated in Figure 3. Now, by descending into the structural-description (S/D) nodes of these verbal concepts, one arrives at conceptual representations of how the various roles subsumed under the verbal concept are themselves related to one another, Uherever an S/D component co-references the (q-agent) node in TO/HIRE to which the EMPLOYEE concept is ultimately rooted, one has a potential source for generating a VIZ link. If one regards a TO/HIRE event, for example, as consisting of a job-offer and a job-acceptance, in which the applicant <q-agent) commits himself or herself to perform certain services in return for certain recompenses over some sort of time-span, then for each service to be performed, the employee can be viewed as its agent (e.g., WORKER), and for each recompense to be received, the employee can be viewed as its benefactive (e.g., PAYEE, GROUP-INSUREE, etc.). These are precisely the perspectives that we have represented via the VIZ links in Figure $4 . \quad$ In this way, an attribute such as SALARY comes down the VIZ link from PAYEE to EMPLOYEE, just as J08-SITE does from WORKER, whereas RESIDENCE comes down the AKO link from SOCIETAL-PERSON, and ENPLOYER over the QA link from TO/BE/EMPLOYED via the DATTRRESULT link from TO/HIRE.

The discussion up to this point has focused on how attributes come to be associated with entities through performance events which result in certain socially or legally recognized states. Ue have said relatively little about the specification of domains from which these attributes can take on meaningful values. We have simply placed a value/restriction (V/R) link on role-description nodes (pointing to such concepts as SOCIETAL/PERSON, LEBAL/ENTITY, PERFORMANCE), and have relied on the indulgence of our audience to accept this as obvious. This has led us to gloss over the determination of the AKO-link between a QUA-derived concept and the V/R concept associated with the role-description node to which the QA points. Yet it is not necessarily obvious in what sense an essentially functionally specified entity can be regarded as "e-kInd-of" object pure and simple. Put another way, we need to look more closely at the implications of saying that the event of casting an entity into a particular role results in the "creation" of a new entity through its association with attributes (not just attribute-values) which it did not previously possess. In what follows, we will briefly consider how this approach leads one to view the domain specification (V/R) of attributes of this type as an event-driven state-transition network,

Pron which secondary attributes can be derived, as dictated by whatever the pragmatic needs of a given user connunity night be. This also provides an extrenely straightforward neans for specifying certain types of data base integrity constraints, update histories, identity conditions on transfornable objects, etc.

In Figure 3 we represented the concept TO/BE/EMPLOYED as connected to the event concept TO/HIRE via a DATTR/RESULT link. We're all aware, however, that one renains enployed by a particular legal entity only so long as certain other events do not occur, e.g.. being pired, laid off, released, retired or dying. Whenever any of these other events occurs, one enters a corresponding new state. In fact, the history of this progression fron one state to another via events of the types just nentioned can itself be viewed as the value of sone higher level attribute, say, EMPLOYMEMT/STATUS. Just as a SOCIETAL/PERSON acquires an EMPLOYER attribute through beconing an EAPLOYEE (cp. Figure 4), so a new-born human acquires an EAPLOYMEMT/STATUS through becoming a SOCIETAL/PERSOM as a result of being born into a particular type of society. Part of the "definition" of such society is precisely the types of attributes that are associated with individuals upon their birth into it. And the donain-specifications of nost of these attributes are nost naturally represented as constellations of event-nediated state-transition networks, such as that illustrated in Figure 5 for EAPLOYAENT-STATUS.


FIGURE 5: STATE AND EUEMT MONITORS

For any instance of a SOCIETALPERSON, the actual value of its EMPLOYMENT/STATUS is the current state it happens to be in. Since the latter results from a specific event-instance, one could just as well regard the event itself as the primary value, from which a current state value can always be computed on demand. The converse, of course, does not hold, thus underscoring the derived or secondary nature of state attributes such as EMPLOYMENT-STATUS. Let us therefore restrict our attention simply to an EMPLOYMENT/DETERMININ6/EVENT/HISTORY. In order to
capture the same sort of knowledge as that represented in the state-transition network of Figure 5, we can conceive of the attribute itself as an active object, much along the lines of an abstract data type. In addition to recording a series of events of certain types (constituting the "history" of the participating object in this respect), such an abstract attribute would also behave as a monitor for events yet to occur. Since the set of possible events at any given moment is constrained by the previous event-history of the object, the analog of the state-transition network in Figure 5 would be an event-monitoring transition network. From this one can not only derive values for the secondary state-attributes of Figure 5, but one can also set triggers for automatic updates to preserve data base integrity in a natural way.

Consider, for instance, the case of two employees of a company who are Married to one another. Since the SPQUSEDETERHINING/EVENT attribute of each would be monitoring, among other things, for the death of the other spouse, the value for the derived HARITALSTATUS attribute would be subject to automatic update for both employees. This could automatically propagate updates in tax-status, group-insurance status, etc.

## 3. A PARSING MECHANISM BASED UPON SI-NETWORK

The usefulness of the KNET distinctions we have made so far becone apparent in discussing how a conventional syntactic analyzer could guide a direct mapping from NL input into a corresponding conceptual representation, as well as for interactive construction of domain-specialized KNETs. We will consider the interpretation of the noun phrase, "MY employee". Our NL parsers lexicon, in addition to providing the syntactic processor with various grammatical/syntactic information, also contains the possible conceptual bases for the concepts (denoted by lexicon entries) which may already be present in the KNET. The lexical item NY, for instance, May be regarded as a city/state ENTITY, as a LOCATION/SITE, or as an ACTION/SITE.* The linkage between lexicon entries and the actual KNET is illustrated below for NY and ENPLOYEE:

* Note the different senses of $N Y$ in: "NY located on the East coast," "He is a NY employ and "No NY shipments were sent out."


FIGURE 6: LEXICON HOOKS INTO KNET
In processing an input containing the noun phrase "MY employee", the syntactic analysis routine first identifies employes as head noun and NY aspotential modifier; the conceptual processor is sent this information in the form of a template which "says" that we have identified the potential concept NYEMPLOYEE - for which a representation does not yet exist. But certain facts are known. The syntactic analyzer will ask the conceptual unit to try and link the NY and ENPLOYEE concepts in such a way that NY can be considered an ATTRNALUEREFERENCE of EMPLOYEE via the schematic template illustrated in Figure 7:


FIGURE 7: CONCEFTUAL TEMPLATE

In examining the possible ways in which a path between NY and ENPLOYEE can be established to fit the template, we find that NY could be viewed as a LOCATION/SITE. Ue therefore try the interpretation of $N Y$ as modifying a LOCATION/SITE. Procedurally we will have to build specializations of the TO/BE/tOCATED/AT/SITE concept, as well as additional specializations of other concepts in order to create the proper connections. The pattern we are trying to instantiate is one in which the domain-object (DOJB) has EMPLOYEE as its value/restriction. However, at the start of our matching we discover that the TO/LOCATE/AT/SITE concept has a v/R of PHYSICAL/OBJECT. The strategy at this point is to see if there is an AKO path between ENPLOYEE and PHYSICAL/OBJECT. Note the multiple visits we have from EMPLOYEE to PHYSICALOBJECT (e.g., employee as a
"site/qualified" worker or resident-person ). For each possible path the parser fills in the appropriate structure, so we actually produce two interpretations of NY employees (a) an employee who lives in NY; and (b) an employee who works in NY. <We could even produce a third interpretation: a person who is born in NY -- if the KNET contained that view).

One should note that in the structural description part of concepts, there exists not only information about how the various roles are related to one another, but also implementatio-specfic information on how to actually 90 about retrieving information from a data base in a given computer environment. The same sort of building operations which generate the concept nodes leading to the representation of NYEHPLOYEE will tailor the information retrieval routines in the SB's - so that for each conceptual representation of NY/EHPLOYEE we also have an implementation-bound procedure. The implementation-bound procedure is NOT the "meaning" of NY employee - as "proceduralists" often seen to claim. Our approach makes it clear that two very different things really occurs One is the conceptual representation building process, and the other is the process which constructs an implementation-dependent representation which can be executed to check whether any NY employee exists, who they are, how many there are, etc., depending upon the intent of the original input. The latter representation, however, really is irrelevant so far as building conceptual representations are concerned. Below is illusrated the KNET after the virtual nodes have been constructed for the parsing of NY/EMPLOYEE.


## 4. ADVANTAGES OF THE SI-NET FORMALIN

Nodularity has been achieved in the separation of domain independent from dependent knowledge, and the separation of syntactic, semantic (and pragmatic) expertise. No longer is the lexicon a "wastebesket" for idiosyncratic information which can't be factored out and formalized. Secondly, we have a perspicuous, comprehensible and communicable formalism which lends itself readily to conceptual/linguistic extension by a KBA who builds upon a core SI-Net for a given universe of discourse. Note that we have not gone the route of Schank and his co-workers -- who argue in favor of "semantic primitives" and the belief that all concepts can be algorithmically decomposed into their primitives (via the encoding of semantic definitions of words in terns of a small set of ACTs) for all NLs. Schank's assumptions run counter to a fairly old and well established philosophical tradition that warns against trying to arrive at a canonical decomposition of NL utterances in terms of semantic primitives. More seriously, Woods and others have pointed out that such (CD) decomposition is often undesirable (if it were possible), since necessary information which is present in the original surface encoding of the message usually gets lost. To make matters worse, the lexicons of Schank's implemented systems are enormously complex, and have never been formally characterized. The hope, then, of adapting a lexicon from one application to another seems fraught with difficulties.

A third important contribution is the delegation of syntax to what appears to be its appropriate role. Just as human parsers apparently do not build, maintain and manipulate syntactic structures as formal objects so too do we believe that our parsing technique need not construct intricate, intermediate syntactic structures. Instead, we believe that the "appropriate role" of syntax dwells more within such areas asx identifying the boundaries of phrasal constituents and establishing various "case" relationships among them; focusing in on user's Intent (i.e., helping to resolve certain forms of ellipsis and anaphora); and handling other discourse-sensitive features such as negation-quantification interaction and scoping.

Finally, we believe that the only hope for realizing truly flexible Nil's lies in the elaboration of an epistemologlcal framework firmly grounded in the social/contractual aspects of human interaction. It should then be possible to shift to new domain applications simply through the interactive specialization of a core KNET created within this framework. we hereby dedicate all such systems to Jean Jacques ROUSSEAU.

# COGNITIVE ECONOMY <br> in Artificial Intelligence Systems 

Douglas B. Lenat, Computer Science Dept., Stanford University, Stanford, Ca.

Frederick Hayes-Roth, Information Sciences Dept., The Rand Corporation, Santa Monica, Ca.
Philip Klahr, Information Science! Dept., The Rand Corporation, Santa Monica, Ca.
Intelligent system* can explore only tiny subsets of their potential external and conceptual worlds. To increase their cfTcctive capacities, they must develop efficient forms of representation, access, and operation. In this paper we develop several techniques which do not sacrifice exprcssibility, yet enable programs to (semi-)automatically improve themselves and thus increase their productivity. The basic source of power is the ability to predict the way that the program will be used in the future, and to tailor the program to expedite such UBEB. Caching, abstraction, and expectation-simplified processing are principal examples of such techniques. We discuss the use of these and other economic principles for modern AI systems. Our analysis leads to some counterintuitive ideas (e.g., favoring redundancy over minimal storage in inheritance hierarchies).

## 1. INTRODUCTION

When we build an Al program, we often find ourselves caught in a tradeoff between expansibility and efficiency. Many Al researchers cum language designers have focused on exprcssibility, the problem of rapidly constructing a working experimental vehicle. Four fundamental techniques utilized in highly expressive programs arc; (t) reliance upon a very-highlevel language, (it) planning and reasoning at multiple levels of abstraction, (iii) inference by pattern-directed knowledge sources, and (iV) minimal, nonredundant representation, as in a canonical generalization/specialization hierarchy.

This paper addresses the second goal of AI programming, efficiency, getting programs to use as few resources (time, space) as possible. We present techniques which do not sacrifice cxprcssibility, yet enable programs to (scmi)-automatically improve themselves and thus increase their productivity. The basic source of power is the ability to predict the way that the program will be used in the future, and to tailor the program to expedite such uses.

The traditional approach to program optimization has assumed that the programmer characterizes the
predicted program behavior (e.g., by explicitly providing assertions) or that static analysis can identify significant optimization opportunities. Three types of methods for analyzing program descriptions in this way include: (i) analyzing program flow and structure [a la Knuth and Dijkstra], (ii) designing data structures to be appropriate, and (iii) compiling (as in the FORTRAN H compiler) and optimizing transformations of the program (as in [1,2]).

We propose the use of methods more dynamic than these. Rather than improving the static description of a program, we advocate a plastic program structure which adapts to its operational environment. We believe that a program's "intelligence" can be increased in this way; that is, by increasing its ability to acquire appropriate knowledge, to organize that knowledge, and to refine the conditions under which that knowledge is recognized to be applicable. For any fixed quantum of manpower resources we expend, there is a limit to the size/complexity of programs which can be successfully implemented. This barrier might be overcome by programs which are self-extending, which actively reason - and reprogram themselves - to enlarge their input domain, their capabilities.

Abilities which make a program efficient include:

- Dynamic self-monitoring (the ability to sense, record,

[^20]and analyze dynamic usage) and self-modification (the ability to use that knowledge to redesign/recompile itself with more appropriate representations, algorithms, data structures; i.e., intelligent learning.)

- Caching of computed results (storing the results of frequently-requested searches, so they needn't be repeated over and over again; i.e., intelligent redundancy.)
- Expectation-filtering (using predictions to filter away expected, unsurprising data, thereby freeing up processing time for more productive subtasks; i.e., intelligent focus of attention.)
"Cognitive economy" is the term by which wc describe such heightened productivity. Computer programs, no less than biological creatures, must perform in an environment: an externally imposed set of demands, pressures, opportunities, regularities. Extending this analogy we find that cognitive economy is the degree to which a program is adapted to its environment, the extent to which its internal capabilities (structures and processes) accurately and efficiently reflect its environmental niche.

Notice that representing a corpus of knowledge as a minimal (canonical) generalization/specialization hierarchy, with intcrprctativcly-computed inheritance, is not cognitively economical: this technique favors cxpressionbility, compaction of representation, at the expense of performance it is true that a dog is a mammal, and a mammal is an animal, and from those two we could compute that a dog is an animal, but it is more cognitivcly economical to store one redundant arc than to recompute it frequently. Psychological studies [3] indicate just such redundancies being created in human memory.

Obviously, the economy of specific representations and related inference methods depends heavily on underlying machine architectures and costs. We assume that intelligent systems aim chiefly to produce useful results (e.g., novel hypotheses) as rapidly as possible. In short, they should search cleverly and fast. But we are advocating efficiency in addition to, not in lieu of, expres8ibility (iiiterpretability, intcrruptibility, and modiflability). In typical situations, both efficiency of compiled forms and accessibility to declarative forms are intermittently needed. These different needs point
to the economic benefits of simultaneously maintaining alternative and redundant representations.

## 2. THE ASSUMPTIONS

Every scientific theory is constructed in a rich context of surrounding theories, methods, and standards determining which experiments arc reasonable ones to perform and which point of view to take when interpreting the results - in short, a paradigm. We feel it useful to articulate the "core" of our paradigm (the assumptions our theory rests upon) before delving into more detail about cognitive economy:
(i) Wc continually face searches in more or less immense spaces; intelligence is the ability to bring appvopriatc knowledge to bear, to speed up such searching. Increasing intelligence then comprises increasing knowledge, improving its organization, and refining the conditions for its applicability
(ii) Since wc want intelligent systems to access, reason about, and expand their own knowledge bases, it is useful to represent such knowledge in a clean, modular form (e.g., employing any one of the current schematized representations) Its applicability can be made explicit by encoding it as condition-action (if/then) rules
(iii) Current computing technology presents us with limited cycles, cheap storage, and expensive knowledge acquisition They arc the symbol manipulators we use, but were not designed for that purpose.

## 3. SELF-IMPROVEMENT

NOTE: Due to IJCAI length limitations, the authors have been forced to eliminate many sections of this paper; usually, at least their summaries remain. The complete version can be obtained as (5).

### 3.1. DYNAMICALLY MODIFYING ITSELF

Summary: Wc illustrate various ways in which a program might use to advantage knowledge gleaned dynamically: selecting (6] (or perhaps even discovering)
new data structures, representations, algorithms, etc. which seem better suited to the current runtime environment, the current user, the current problern, etc.

### 3.1.1. Extendino a Schematized Reprosentation.

For a schematized representation, ${ }^{1}$ "extension" could occur by defining new types of slots. The Eurisko program (succcesor to the AM program [1]) has this capability, and we briclly describe how this mechanism was developed. First, we isolated four ways in which new slots are defined from old ones:
STAR (e.g., Anceator $={ }_{d}$ Parent ${ }^{*}$ which means a Parent of a Parent of... of a Parent of me; the general case should be aparent);
UNION (e.g., Parent $=_{\text {d }}$ Father $\bigcup$ Mother);
COMPOSITION (e.g., Cousin $=d \rho$ ChildoSiblingol'arent);
DIFFERENCE (c.\&., RemoteAncestor $={ }_{d \rho}$ Ancestor Parent).

These four operators which define new types of slots (* $, ~, ~ o,-)$ are called slot-combiners.

Next, we added to AM's knowledge base a concept for each type of alot, and a concept for each type of slotcombiner. Figure 1 shows part of the Generalizations and Star concepts. Note in particular the way in which Generalizations is defined as Genl - i.e., immediate generalizations, their immediate generalizations, and so on.

Finally, we modified the way in which slot entries are accessed. To illustrate this, we choose a simple task in mathematics, whose paraphrase is, "What arc all the generalizations of the concept 'primes'?" The traditional way in which (GET PRIMES GENERALIZATIONS) would work is to examine the property list of PRIMES, looking for the attribute GENERALIZATIONS; if found, the entries listed there would be returned. Assume that there is no such property recorded for PRIMES. If we looked, we would find a property called GENL (immediate generalization), whose value would be NUMBERS. Similarly, the NUMBERS concept has only a GENL slot, containing the entry OBJECTS. Anyway, since there is no GENERALIZATIONS attribute, the call upon GET will return NIL (the empty list).

In Eurisko, we modified the way in which any retrieval request of the form (GET C F) operates. In case the $F$ attribute of $C$ has no entries (or doesn't exist), we examine the definition of $F$ and - if one exists - try to use it to compute the entries that could legally be 6 torcd on the $F$ attribute of $C$ More precisely, before quitting we try to (GET F DEFN), and if that succeeds we apply it to $O$. Let's continue the example of (GET PRIMES GENERALIZATIONS). As we stated in the last paragraph, there are none recorded. So GET now calls itself recursively; our original call is replaced by ((GET GENERALIZATIONS DEFN) PRIMES). But as Fig. 1 shows, there is no slot labelled DEFN on the concept for GENERALIZATIONS. So wc recur one more time. By now our call has become
(((GET DEFN DEFN) GENERALIZATIONS) PRIMES).

GIUNERALIZATIONS<br>ISA: Slot<br>SPIE: Fxtreme-Generaliations, Genl, Proper-(iencralizations<br>WORTI: 875 (out of 1000)<br>M(i-SI/E: 7 entrics INYERSE: Specializations<br>ANAIOGS: Supersets. Relaxations, SIOT-(ONIBINER: Star<br>BUAIFHROM: Genl

## STAR

ISA: Slet-combiner
WORTH: 488
analogis: Repeat, Closure
COMIBINERFOR: Gencralizations. Specializations, Ancestor, ...
DHEN: $\lambda$ (s) (SUBST $s$ for SIOT in:
$[\lambda$ (c) (CONS $c($ self (GET c SLOT) $)$ )])

## DEFN

ISA: Slot
SPEC: Neccessary-Defn, Sufficient-1)efn, Operational-Defn. Recursive-Defn WORTII: 975
AVG-SITE: 1.3 entrics
ANALOGS: Statement, Algorithm DFFFN: $\lambda(x)$ ([GET (GET $x$ Slot-Combiner) 1) cin]
(GET $\times$ Built-From))
'Knowledge broken in pieces called schemata, frames, concepts, beings, association lists, units, scripts,... which in turn arc merely collections of smaller pieces called properties, slots, facets, aspects.

FIGURE It Gentralisations \& Star \& Defn concepts

Luckily, the DEFN concept does have a DEFN slot (see Fig. 1), so we end the recursion. Applying the entry stored there to the argument "GENERALIZATIONS," we see our original call becoming transformed into

## I((GET (GET GENERALIZATIONS SLOT-COMBINER) DEFN) <br> (GET GENERALIZATIONS BUILT-FROM)) PRIMES]

We see from Fig. 1 that the slot-combiner of Generalizations is "Star/* and the argument (old slot) which it is built from is "Genl." So the entire call shrinks into (((GET STAR DEFN) GENL) PRIMES). The Star concept has an entry for its Dcfn slot; it turns the preceding call into ( $(\mathrm{X}$ (c) (CONS c (self (GET c GENL)))) PRIMES). This function first calls for (GET PRIMES GENL), which is NUMBERS, then calls itself on NUMBERS; that in turn calls for (GET NUMBERS GENL), which is OBJECTS, and calls itself recursively on OBJECTS; that calls for (GET OBJECTS GENL), which is ANYTHING, and the next recursive call terminates when it is discovered that ANYTHING has no GENL (no immediate generalization.) The list CONStructed and returned is thus (PRIMES NUMBERS OBJECTS ANYTHING). These four items are the legal entries for the GENERALIZATIONS slot of PRIMES, according to the definition of GENERALIZATIONS.

Notationally there is no distinction between slots which are "primitive" (values actually stored as attributes on a property list) and slots which are "virtual" (values must be computed using the slot's definition). A heuristic might refer to the Generalizations of Primes without knowing, or caring, whether that initiated a single access or a dizzy chase.

To define a new kind of slot, then, one need merely specify one of the slot-combiners and list the old preexisting slots from which it is built. Thus we might define a new slot, by creating a new concept (calling it, say, "DG"), filling its Slot-combiner slot with the entry "Difference", filling its "Built-from" 6lot with the arguments "Generalizations Genl." This would be a new kind of slot, one which returned all generalizations of a concept except its immediate generalizations, the call (GET PRIMES DG) would return (PRIMES OBJECTS ANYTHING).

It IS only a small extension to see how new kinds of slotcombiners can be defined. For instance, one which took two old slot names as arguments, $f$ and $g$, and defined a new slot which was $f$ og of*, would be extremely useful (e.g., in database searches). In particular the crucial 6lot
"Examples" is defined as Spec* olmmed-ExsoSpec*.

We have discussed how a new slot can be defined; consider now how a program is to know uhen/hew to define a new one. The new type of slot might be defined for purely exploratory reasons (e.g., it's aesthetic to define "first cousins": the specializations of the generalizations of a concept). The slot's definition might be based soundly upon need - or the absence of need. For example, by monitoring usage, we might notice that many concepts have a large number of entries for their $F$ slot, and infer that the F slot should be specialized into several new slots.

### 3.2. DYNAMICALLY MONITORING THE TASK ENVIRONMENT

Summary) The previous section illustrated how a program might profit from knowledge it gathered dynamically. This suggests that rather than work ing on the given problem exclusively, a program may be better off to expend some time learning (about the specific problem, its broader domain, or problem-solving in general). Note this suggestion would encompass traditional education (being told), empirical research (observing), and theoretical exploration (predicting). While such "very high-level" problem-solving strategies typify human problem-sol vers (especially those of us who have rationalized spending twenty or more years "in schoo/"), very few programs to date have employed any of these forms of learning to improve their operation.

## 4. CACHING

Summary! "Caching" the results of computations can dramatically improve the performance of many programs. Reasoning can be brought to bear to decide whether to cache, if so what to remember, and (later) whether or not to ignore the cached value and recompute it. We often refer differently to "caching" depending upon what it is that's being retained: open-ended, inductive searches can be condensed in hindsight (i.e. cached) into heuristics, deductive searches can be cached into much less branchy algorithms, subroutines can be cached into tables of frequently called arguments and resultant values, and variable quantities have their value cached simply by the process of binding.

Hardware designers have long recognized the tremendous gain in efficiency affordable by caching, recording a result, at least temporarily, in case it is called for again soon. Here we consider an analogous technique: software cocking. The simplest casc occurs just after computing $F(x)$, for some function $F$ called with argument $x$ : simply store the value returned. Whenever $F$ is later called, check first to sec if a cached value is stored.

A more sophisticated kind of caching would involve saving information about the process of computing $F(x)$, the path that was followed, the traps, the blind alleys, the overall type of successful approach, etc. The analogue in Search is to have the subtrees intercommunicate.

To illustrate the process of caching values, consider again our old access, (GET PRIMES GENERALIZATIONS). After computing (PRIMES NUMBERS OBJECTS ANYTHING) as the answer, Eurisko simply stores that list as the value of the GENERALIZATIONS attribute of PRIMES. If the same call to GET is reissued, it tries to access this very spot. Though it had failed previously, it now would succeed, and it would return the cached list almost instantly. Thus, with but a small one-time cost, our program might run as quickly as if all slots were primitive.

Note that in originally computing Generalizations of Primes, it was necessary to call for (GET GENERALIZATIONS DEFN), and the value of this virtual slot was also computed. The Eurisko policy is to cache this value also. It is useful because, when a request such as (GET DUCK GENERALIZATIONS) is received, it would otherwise have to be recomputed all over again. The definitions of slots arc very slowly - if ever - changing, hence the rccomputation of Defn of Generalitations is quite a rare event. Caching that value must be costeffective in the long run.

In general, we see that caching a value for slot $F$ of concept $C$ is most applicable when the value can be expected to vary quite infrequently. In Eurisko, this gives us the flexibility to redefine a slot's definition if we wish, but (since this change of representation will be rare) the program will run just about as efficiently as if that capability were absent. This is analogous to compiling: so long as the definition of a function doesn't change too often, it's undisputcdly worthwhile to compile it.

What happens if the value docs change? Eurisko handles
this in a passive manner: it doesn't attempt to maintain a completely consistent, up-to-date knowledge base. Rather, when a call on GET is executed, and a cached value is encountered, a formula then determines whether to accept that cache, or to ignore it and recompute a fresher value. Each call on GET is supplied with a few extra parameters which specify how much cpu time and space are budgeted for this particular function call, whether the user may be queried about this, how recent a cache must be to be acceptable, and a minimum amount of resources which must have been expended at the time the cache was written.

So (GET PRIMES GENERALIZATIONS 20040 NIL 3 0) would allow any cached value to be accepted if it appeared that recomputing would take more than $200 \mathrm{mil}-$ liseconds, or would use up more than 40 list cells, or if the value had been put there less than three Tasks ago. Otherwise, the cache would be ignored, a newer value would be computed, and it would be stored away. With it would also be recorded the following information: (i) the fact that it was a cached value, not a primitive one, (ii) how long it took to compute, (iii) how many list cells it used up in computing this value, (iv) the current Task number. The above call on GET might result in the following value being stored on the GENERALIZATIONS slot of PRIMES: (Vache* (PRIMES NUMBERS OBJECTS ANYTHING) 5480 ).
[At thif point In |5] comes a discussion contrasting our ideas with psychological Ideas of economy. Similarly omitted here is a lengthy section containing heuristics for Storing and Updating cached values: when (not) to, how to, and what to.)

## 5. Expectation-Filtering

Summary: For efficiency's sake, an intelligent system should be willing and able to add new facts, but should be eager to add surprising new facts. Surprises can only be noticed by contrast with expectations, so an intelligent system should maintain a context of expectations and Filter incoming observations against that. Furthermore, expectations and surprises can aid an intelligent system in comparing its model and processing of the domain to the real world. Through such monitoring, discrepancies may be found and diagnosed, leading to changes in the model making it more consistent with observed behavior. Such expectations can be used to focus and filter intelligent processing.

## 6. CONCLUSIONS

Summary! We identified three characteristics that serve the needs of intelligent adaptation. First, we showed that most inferential systems can benefit from learning about their task environment and their own behavior. For example, they can exploit new schemata or different slot-names to simplify and restructure their knowledge. Second, the need to explore large search spaces with some repetitive regularity motivates the use of caching to save partial results. Wc described a variety of techniques to implement caching, and explained how caching specific results is one of a spectrum of methods that can make trade-offs among precision, speed, certainty, and generality. The third dynamic capability wc identified was expectation-filtering. In general, intelligent systems need to exploit their knowledge about typicality to reduce their cognitive load and increase their attention to important data. In many situations, we believe that expectations can both reduce processing requirements for handling ordinary events as well as simplify the identification of surprising events.

In the years to conic, Al programs will employ greatly expanded knowledge bases and, as a consequence, they will explore increasingly open-ended problem 6paccs. Already, a few existing systems show signs of having more potentially interesting things to do than they have resources to pursue (eg., AM, Eurisko). In the past decades of intelligent systems R\& D, several design concepts have emerged in response to contemporary needs for creating ever larger knowledge bases. For example, many researchers proposed multiple levels of abstraction and automatic property inheritance as keystones of efficiency or "cognitive economy." Wc believe that the value of such mechanisms derives largely from their usefulness in describing initial knowledgebases. Once an intelligent system begins to explore the consequences of its knowledge and to solve novel problems in a dynamic environment, it needs to adapt its knowledge to achieve faster and more profitable retrievals.

A theory of cognitive economy should explain why knowledge needs to be adapted and should prescribe how to do it. In this paper, we have tried to lay the groundwork for such a theory.

In conclusion, wc have tried to 6how what cognitive economy is and is not. It docs not consist of a set of
static knowledge-base design principles, such as those proposing taxonomic concept structures with automatic property inheritance. Rather, cognitive economy is a feature of those intelligent systems that learn to solve problems efficiently and consequently realize more of their lifetime potential. Toward that end, wc have proposed an initial set of three basic design characteristics. We anticipate these characteristics will find widespread application in many future Al systems. As knowledge bases expand and basic software obstacles are overcome, Al systems will increasingly address the same question facing intelligent humans: "What would I most like to accomplish next, and how can I do that economically?"
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# THE APPLICATION OF ARTIFICIAL INTELLIGENCE TECHNIQUES <br> TO COOPERATIVE DISTRIBUTED PROCESSING 

Victor R. Lesser and Daniel D. Corkill<br>Computer and Information Science<br>University of Massachusetts<br>Amherst, Massachusetts, 01003

Knowledge-based Artificial Intelligerce (AI) systems have incorporated mechanisms which resolve uncertainty. This uncertainty stems from incompletewess and noise in input data and from errorful processing.

Resolution of uncertainty is also an important issue in the design of distributed processing systems. Uncertainty is introduced in these systems from the use of incomplete and inconsistent local data bases and from errorful communication channels.

The mechanisms used in knowledge-based AI systems provide a model for the design of distributed algorithms which can resolve uncertainty as an integral part of their problem solving activity. Use of such algorithms in a distributed processing system makes possible a reduction in the amount of inter-node communication required to resolve uncertainty. This reduction in communication requirements allows effective distribution of appilcations that are impractical using current approaches to the design of distributed algorithms.

## 1. INTRODUCTION

Conventional approaches to distributed-system design can be characterized by their emphasis on the maintenance of correctness in all aspects of the distributed computation. The distributed processing system is organized so that a processing node's local data bases contain exact copies of appropriate portions of the overall problem solving data base needed by the node's algorithms [1, 2].

In these systems, a node rarely needs the assistance of another node in carrying out its problem solving function. We call this type of distributed processing decomposition completely-accurate, nearly-autonomous (CA/NA), because each node's algorithms operate on complete and correct information ("completely-accurate") and because each node usually has in its local data base the information it requires to complete processing ("nearly-autonomous"). When this information is not locally available, a node must request another node to calculate the information, which is returned as a complete and correct result.

The CA/NA approach, however, is not suitable for applications in which algorithms and control structures cannot be replicated or partitioned based on the distribution of data in the network. In this situation, a CA/NA system is very expensive to implement due to the high communication and synchronization
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costs required to guarantee completeness and consistency of the local data bases. We feel that the almost exclusive use of the CA/NA approach has severely limited the application areas to which distributed processing has been effectively applied. This is especially true for distributed interpretation and monitoring applications. Although apparently well-suited to distributed processing implementations, these applications are difficult to implement effectively using CA/NA techniques. This difficulty arises because a non-local view of the sensory data is required to perform the processing.

An alternative and new approach to structuring distributed problem solving systems is to allow Incorrect and inconsistent intermediate results and a range of acceptable answers. In this approach, inter-node communication can be reduced, at the risk of inconsistency and incompleteness of local views and the possibility of unnecessary, redundant, or incorrect processing. We call a system with this problem solving structure functionally-aceurate (FA) because it exhibits correct (within tolerance) input/output behavior but is distinct from completely-aceurate problem solving structures, Tn which all intermediate aspects of the computation are required to be correct and consistent.

## 2. A MODEL FOR FUNCTIONALLY-ACCURATE, COOPERATIVE DISTRIBUTED SYSTEMS

FA distributed systems are more complex than CA/NA distributed systems because the algorithms and control structures operate on
local data bases which are incomplete, inconsistent, and possibly errorful. In order to resolve the uncertainties in these local data bases and still keep communication bandwidth low, nodes must exchange partial results (at various levels of abstraction) and share common goals. Since new information may be based on processing which used incomplete or incorrect data, an lterative, coroutine type of node interaction Ts requireD Eo resolve uncertainty This type of interaction leads us to view such a distributed system as a "cooperative network of interrelated tasks." Therefore, we call such FA systems functionally-accurate, cooperative (FA/C).

In FA/C systems, it is often appropriate to have the control of cooperation among the nodes decentralized and implicit. Each node uses its local estimate of the state of network problem solving to control its processing (i.e., what new information to generate) and its transmissions to other nodes [3]- This allows node activity to be self-directed. For instance, if a node does not receive an appropriate partial result in a given amount of time, it is able to continue processing, utilizing whatever data are available at that time

When organizing a FA/C distributed system, it is appropriate to think of the system as being synthesized from local systems operating at each node. This is in contrast with the way a CA/NA distributed system is thought of: a centralized system distributed over a network, with each piece (node) in the decomposition viewed as a part of the whole system.

In a $F A / C$ system, it is natural to think of dealing with uncertainty and errors in control, data, and algorithms caused by the distribution as an integral part of the network problem solving process. In fact, additional mechanisms required to handle hardware, communication, and processing errors may be unnecessary given that uncertainty resolving mechanisms are already an integral part of the distributed system architecture.

## 3. KNOWLEDGE-BASED AI AND <br> COOPERATIVE DISTRIBUTED SYSTEMS

We feel the key to the design of distributed systems is to incorporate mechanisms which can deal with uncertainty and error as an integral part of their problem solving approach. Knowledge-based interpretation algorithms such as Hearsay-II [4] and MSYS [5] are examples of algorithmic structures that can resolve errors in this way. Problem solving in these systems involves the examination of many alternative partial solutions in order to construct a consistent overall solution. This style of problem solving is required because of uncertainty (error) in data and the incomplete, approximate, and inconsistent nature of knowledge used in these systems.

The exploration of alternative partial solutions takes the form of a search process in
which a solution is constructed through the incremental piecing together of mutually constraining or reinforcing partial solutions. These partial solutions arise both from application of diverse knowledge to the same aspects of the problem and from application of the same knowledge to diverse aspects of the problem. If sufficient constraints are available during this search process, incorrect data and decisions based on those data will naturally die out. In this way, uncertainty is resolved as an integral part of the problem solving process.

In many knowledge-based systems, the number of possible partial solutions is very large. In general, the more uncertainty that exists, the larger the number of alternatives that must be explored. If there exists a large amount of uncertainty in the data and (in the approximate nature of) knowledge, a significant amount of search is required. In order to limit the search, it is important to focus quickly on information which constrains the search space. Therefore, problem solving in these systems is often asynchronous and opportunistic: there is no a priori order for decision making, and decisions, if they look promising, are tentatively made with incomplete information and later re-evaluated in the light of new information.

Due to the asynchronous nature of processing and the existence of diverse and overlapping knowledge in these systems, a solution may be derivable in many different ways (i.e., different ordering sequences of incrementally constructed solution components and possibly different solution components).

Another focusing technique used in some knowledge-based systems is to structure the search space into a loose hierarchy of increasingly more abstract representations of the problem. Using this structure, a high-level partial solution developed in an opportunistic way can be used to constrain the search.

We feel this approach to problem solving provides a basis for the development of design methodologies for FA/C distributed systems. The mechanisms used in these problem solving systems to resolve error from incorrect and Incomplete data and knowledge can also be used to structure distributed algorithms so that they will work effectively with incomplete and inconsistent local data bases. Let us examine these mechanisms from this viewpoint.

Asynchronous Nature of Information Gathering $/$ Reduced Need for Synchronization --Problem solving is viewed as an incremental, opportunistic, and asynchronous process. Because of this style of problem solving, a node does not have an a priori order for processing information and can exploit incomplete local information. Thus, the processing order within nodes, and the transmission of information among nodes, does not need to be synchronized.

Use of Abstract Information / Reduced Inter-Node Communication Bandwidth Requirements -- the ability to use abstract information permits nodes to cooperate using messages having high information content. This reduces the inter-node communication bandwidth needed for effective cooperation.

Resolution of Uncertainty through Incremental Aggregation / Automatic Error 'Resolution -Errors and uncertainty are implicitly resolved when partial results are aggregated and compared with alternative partial solutions. This incremental method of problem solving allows a distributed system to detect and reduce the impact of incorrect decisions caused by incomplete and inconsistent local data bases and by hardware malfunction

Problem Solving as a Search Process / Inter-node Parallelism -- Because many alternative partial solutions need to be examined, parallel search by different nodes is possible. Furthermore, the additional uncertainty caused by incomplete and inconsistent local data bases can be traded off against more search. To the degree that this extra search can be performed in parallel without proportionally more inter-node interaction, communication bandwidth can be lowered without significant degradation in network processing time.

Multiple Paths to Solution / Self-Correcting Behavior -- Because there are many paths to a solution, it is possible to correct for what would be considered fatal errors in normal distributed system. In addition, system reliability can be varied (at the cost of additional processing and inter-node communication) without modifying the basic problem solving structure. This variability is achieved through appropriate selection and focusing of local node activity

Knowledge-based systems use a number of additional .mechanisms to implement uncertainty resolution. These mechanisms are also important in the effective decomposition of data and function in a distributed system, and include: (1) integrated representation of alternative partial solutions, (2) datadirected control structures, (3) focus of attention strategies for dynamic allocation of resources, and (4) generator control structures which incrementally generate credibilityordered alternative hypotheses. (A more detailed discussion of these points and of the appropriateness of knowledge-based Al as a basis for distributed problem solving systems is contained in a longer version of this paper [6].)
4. EXPERIMENTS IN FUNCTIONALLY-ACCURATE, COOPERATIVE DISTRIBUTED PROCESSING

In order to test the relevance of knowledge-based Al techniques to distributed problem solving, a number of distributed applications based on these techniques have

One such application is distributed signal interpretation. In this application the Hearsay-11 architecture was used as the basic model for interpretation. The distributed interpretation architecture based on this model was structured as a network of Hearsay-ll systems. Each Hearsay-ll system (node) in the network had a limited view of the complete problem solving data base, a limited set of knowledge sources, and transmitted only a limited subset of its (partial) results to a limited set of the nodes.

An experiment using this distributed architecture indicates that the basic uncertainty resolving mechanism of the Hearsay-ll architecture can also correct for error introduced by the use of incomplete and inconsistent local data bases. In addition, this mechanism can also handle errors resulting from communication loss [3]

A second application studied is distributed network traffic-light control. In this application, the distributed algorithm was based on a centralized, sequential relaxation (iterative refinement) algorithm called SIGOP-II [7]. SIGOP-II computes optimal traffic-light settings for a network of lighted intersections.

Experiments with a distributed version of this algorithm show that good, but not optimal, solutions can be generated. We have found it difficult to reproduce the performance of the sequential version without significant additional inter-node communication and synchronization. We attribute this difficulty to the strong non-local interaction among traffic-light settings [8]. In these experiments, the uncertainties introduced in the distributed version of SIGOP-Il cannot be resolved completely by the distributed relaxation process.

The experiments with these two applications indicate that knowledge-based Al techniques are potentially useful in FA/C distributed systems. However, much work needs to be done to understand the appropriateness of a given knowledge-based Al technique to a particular distributed application

## 5. CONCLUSION

We feel methodologies can be developed for functionally-accurate, cooperative (FA/C) distributed systems in which the distributed algorithms and control structures function with both inconsistent and incomplete data. These methodologies are necessary in order to extend the range of applications that can be effectively implemented in distributed environments.

FA/C problem solving structures are also important to the implementation of complex applications in centralized environments. These applications are often organized in the form of a collection of independent modules. In such a structure it can be conceptually difficult to develop and expensive to maintain
a complete and consistent centralized problem solving data base with which the modules interact. Techniques which permit relaxation of completeness and consistency requirements would be a significant aid in the development and maintenance of these (logically distributed) systems.

We feel there are two concepts that form the basis of FA/C distributed methodologies:

1. To view a FA/C distributed system as a network of cooperating systems which share common goals. Each system is able to perform significant local processing on incomplete and inconsistent non-local information.
2. To handle the uncertainty in control, data, and algorithms introduced by distribution as an integral part of the problem solving process.

Techniques developed in the context of knowledge-based Al systems provide a basis for implementing both concepts.
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## ABSTRACT


#### Abstract

An approach is outlined to the problem of understanding of temporal relations in natural language texts by a computer. Discussed are the principles of constructing of a time logic, appropriate for the application in the artificial intelligence systems. Means for constructing a time logic for text analysis in robots and dialog systems are proposed. TIMER, the processor implementing "time understanding" in DILOS ( a system of natural language man-machine communication) is briefly described.
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## ABSTRACT

Program synthesis Is the systematic derivation of a program from a given specification. A deductive approach to program synthesis is presented for the construction of recursive programs. This approach regards program synthesis as a theorem-proving task and relies on a theorem-proving method that combines the features of transformation rules, unification, and mathematical induction within a single framework.

## MOTIVATION

The early work In program synthesis relied strongly on mechanical theorem-proving techniques. The work of Green [1069] and Waldlnger and Lee [1969], for example, depended on resolution-based theorem proving; however, the difficulty of representing the principle of mathematical Induction in a resolution framework hampered these systems in the formation of programs with iterative or recursive loops. More recently, program synthesis and theorem proving have tended to go their separate ways. Newer theorem-proving systems are able to perform proofs by mathematical Induction (e.g., Boyer and Moore [1976]), but are useless for program synthesis because they have sacrificed the ability to prove theorems involving existential quantifiers. Recent work in program synthesis (e.g., Burstall and Darlington [1977] and Manna and Waldlnger [1979]), on the other hand, has abandoned the theorem-proving approach, and has relied Instead on the direct application of transformation or rewriting rules to the program's specifications; In choosing this path, these systems have renounced the use of such theorem-proving techniques as unification or induction.

In this paper, we describe a framework for program synthesis that again relies on a theorem-proving approach. This approach combines techniques of unification, mathematical induction, and transformation rules within a single deductive system. We will outline the logical structure of this system without considering the strategic aspects of how deductions are directed. Although no implementation exists, the approach is machine oriented and ultimately Intended for Implementation in automatic synthesis systems.

In the next section, we will give examples of specifications accepted by the system, in the succeeding sections, we explain the relation between theorem proving and our approach to program synthesis. This paper is an abbreviated version of a Stanford University and SRI International technical report, which includes more detailed discussion and some complete examples to illustrate the application of the method.

## SPECIFICATION

The specification of a program allows us to express the purpose of the desired program, without indicating an algorithm by which that purpose is to be achieved. Specifications may contain high-level constructs that are not computable, but are close to our way of thinking. Typically, specifications involve such constructs as the quantifiers for all ... and for some..., the set constructor $\{x: \ldots\}$, and the descriptor find $x$ such that. . .

For example, to specify a program to compute the remainder of dividing a nonnegative integer $i$ by a positive integer $j$, we would write
rem $(i, f)<=$ find $z$ such that for some $y$, $l=y \cdot j+z$ and $0 \leq z$ and $z<1$ where $0 \leq i$ and $0<j$
Here, the input condition
$0 \leq i$ and $0<j$.
expresses the class of legal inputs to which the program is expected to apply. The output condition for some $y$. $l-y \cdot f+z$ and $0 \leq z$ and $z \leq j$
desoribes the relation the output $z$ is intended to satisfy. (Note that, for simplicity, we omit type requirements such as integer(i). )

In general, we are considering the aynthesis of programs whose specifications have the form
$f(a)<=$ find $z$ such that $R(a, z)$
where $P(a)$.
Thus, In this paper we limit our discussion to the synthesis of applicative programs, which yield an output but produce no side effects. To derive a program from such a specification, we attempt to prove a theorem of the form for all a,
if $P(a)$
then for some $x, R(a, z)$.
The proof of this theorem must be constructive, in the sense that it must tell us how to find an output $x$ satisfying the desired output condition. From such a proof, a program to compute $x$ can be extracted.

## BASIC STRUCTURE

The basic structure employed in our approach is the sequent, which consists of two lists of sentences, the assertions $A_{1}, A_{2}, \ldots, A_{m}$, and the goals $G_{1}, G_{2}, \ldots, G_{n}$. With each assertion or goal there may be assoclated an entry called the output expression. This output entry has no bearing on the proof itself, but records the program seginent that has been constructed at each stage of the derivation (cf. the "answer literal" in Green [1960]). We will denote a sequent by a table with three columns: assertions, goals, and output. Each row in the sequent has the form

| assertions | goals | output <br> $A_{i}(a, x)$ |
| :--- | :--- | :--- |
| $t(a, x)$ |  |  |

or


The meaning of a sequent is that if all instances of each of the assertions are true, then some instance of at least one of the goals is true; more precisely, the sequent has the same meaning as its associated sentence
if for all $x, A(a, x)$
then for some $x, C(a, x)$
where $a$ denotes all the constants of the sequent, $x$ denotes all the free variables, $A(a, x)$ denotes the conjunction of all the assertions $A_{i}(a, x)$, and $G(x, a)$ denotes the disjunction of all the goals $G_{j}(a, x)$. (In general, we will denote constants or tuples of constants by $a, b, c, \ldots, n$ and variables or tuples of variables by $u, v, w, \ldots, z$.) If some instance of a goal is true [or some instance of an assertion is false], the corresponding instance of its output expression satisfies the glven specification. In other words, If some instance $G_{1}(a$, e) is true [or some Instance $A_{1}(a, e)$ is false $]$, then the corresponding instance $t(a, d)[$ or $t(a, e)]$ is an acceptable output.

Note that: (1) an assertion or goal is not required to have an output entry; (2) an assertion and a goal never occupy the same row of the sequent; (3) the variables in each row are "dummys," which we can systematically rename without changing the meaning of the sequent.

The distinction between assertions and goals is artificial, and does not Increase the logical power of the deductive system. In fact, if we delete a goal from a sequent, and add its negation as a new assertion, we obtain an equivalent sequent; similarly, we can delete an assertion from a sequent, and add ite negation as a new goal, without changing the meaning of the sequent. This property is known as duality. Nevertheless, the distinction between assertions and goals makes our deductions easier to understand.

If Initially we are given the specification
$f(a)<a$ find $z$ such that $R(a, x)$ where $P(a)$,
we construct the initial sequent

| Assertions | Gools | Output |
| :---: | :---: | :---: |
| $P(a)$ |  |  |
|  | $R(a, z)$ | $z$ |

In other words, we assume that the input condition $P(a)$ is true, and we want to prove that for some $z$, the goal $R(a, z)$ is true; If so, $x$ represents the desired output. Quantifiers have been removed by the usual skolemizatlon prooedure (see, e.g., Nllsaon [1971]). The output $x$ Is a variable, for which we oan make substitutional the input a Is a constant.

The Input condition $P(a)$ Is not the only assertion In the sequent; typically, simple, basic axioms, such as $u=u$, are represented as assertions that are tacitly present in all sequents. Many properties of the subject domain, however, are represented by other means, as we shall see.

The deductive system we describe operates by causing new assertions and goals, and corresponding new output expressions, to be added to the sequent without changing Its meaning. The process terminates if the goal true (or the assertion false) Is produced, whose corresponding output expression consists entirely of primitives from the target programming language; this expression is the desired program.

Note that this deductive procedure never requires us to establish new sequents or (except for strategic purposes) to delete an existing assertion or goal. In this sense, the approach more resembles resolution than "natural deduction."

In the remainder of this paper we outline the deductive rules of our system, and we present two complete examples illustrating the application of the system to program synthesis.

## SPLITTING RULES

The splitting rules allow us to decompose an assertion or goal into its logical components. For example, if our sequent contains an assertion of form $F$ and $G$, we can introduce the two assertions $F$ and $C$ into the sequent without changing its meaning. We will call this the andsplit rule and express it in the following notation:
the andsplit rule


Similarly, we have the orsplit rule If our sequent contains a goal of form $F$ or $G$, we can Introduce the two goals $F$ and $G$ Into our sequent; and the if split rule: If our sequent contains a goal of form if $F$ then $G$, we can Introduce the new assertion $F$ and the new goal $G$.

There is no orsplit rule for assertions or andspllt rule for goals. Note that the output entries for the consequents of the splitting rules are exactly the same as the entries for their antecedents.

## TRANSFORMATION RULES

Transformation rules allow one assertion or goal to be derived from another. Typically, transformations are expressed as conditional rewriting rules

## $r \Rightarrow s \quad$ if $P$

meaning that In any assertion, goal, or output expression, a subexpression of form $r$ can be replaced by the corresponding expression of form J , provided that the condition P holds. We never write such a rule unless r and s are equal terms or equivalent sentences, whenever condition $P$ holds. For example, the transformation rule

$$
u \in v \Rightarrow u=\operatorname{head}(v) \text { or } u \in \operatorname{tail}(v) \text { if islist }(v) \text { and } v m[]
$$

expresses that an element belongs to a nonempty list if it equals the head of the list or belongs to its tall. (Here, head $(v)$ denotes the first element of the list $v$, and tail(v) denotes the list of all but the first element.) The rule $u \mid 0 \Rightarrow$ irue if integer $(u)$ and $u \approx 0$
expresses that every nonzero integer divides zero.
If a rule has the vacuous condition true, we write it with no condition; for example, the logical rule $Q$ and true $\Rightarrow Q$
may be applied to any subexpression that matches lts left-hand side.
Assertions and goals are affected differently by transformation rules. Suppose

$$
r \Rightarrow s \quad \text { if } P
$$

Is a transformation rule and $F\left(r^{\prime}\right)$ is an assertion such that its subexpression $r^{\prime}$ is not within the scope of any queintifier. Suppose also that there exists a unifier for $r$ and $r^{\prime}$, i.e. a substlution $\theta$ such that r $\theta$ and $r^{\prime} \theta$ are identical. Here, r $\theta$ denotes the result of applying the substitution $\theta$ to the expression $r$. We can assume that $\theta$ is a "most general" unifler (in the sense of Robinson [1965]) of $r$ and $r$ '. (We rename the variables of $F\left(r^{\prime}\right.$ ), if necessary, to insure that it has no variables in common with the transformation rule.) By the rule, we can conclude that If $P \theta$ holds, then $r \theta$ and $s \theta$ are equal terms or equlvalent sentences. Therefore, we can add the assertion
if $P \theta$ then $F(s) \theta$
to our sequent.
For example, suppose we have the assertion
$a \in l a n d a=0$
and we apply the transformation rule
$u \in v \Rightarrow u=\operatorname{head}(v)$ or $u \in \operatorname{tail}(v) \quad$ if islist $(v)$ and $v \sim$ [],
taking $r^{\prime}$ to be $a \in l$ and $\theta$ to be the substitution $\left[u-a_{i} v-l\right]$; then we obtaln the new assertion
if islist $(l)$ and $l m[]$
then ( $a=$ head(l) or $a \in \operatorname{tall}(l))$ and $a \sim 0$.
Note that $a$ and $l$ are constants, while $u$ and $v$ are variables, and indeed, the aubstitution was made for the varlables of the rule but not for the constants of the assertion.

In general, if the given assertion $F\left(r^{\prime}\right)$ has an associated output entry $t$, the new output entry is formed by applying the substitution $\theta$ to $t$.

The corresponding dual deduction rule for goals, in our deduction-rule notation, is

(Tranaformation rules can also be applled to output entries in an analogous manner.)
For example, suppose we have the goal

and we apply the transformation rule
$u \mid 0 \Rightarrow$ true if integer $(u)$ and $u=0$,
taking $r^{\prime}$ to be $a \mid z$ and $\theta$ to be the substitution $[z-0 ; u-a]$. Then we obtain the goal

which can be further transformed to


Note that applying the transformation rule caused a substitution to be made for the occurrences of the varlable $z$ in the goal and the output entry.

Transformation rules need not be simple rewriting rules; they may represent arbitrary procedures. For example, $r$ could be an equation $f(x)=a, s$ could be its solution $x=P$, and $P$ could be the condition under which that solution applies. In general, efficient procedures for particular subtheories may be represented as transformation rules (see, 1.g.. Bledsoe [1977] or Nelson and Oppen [1978]). Some transformation rules effect the removal of quantifiers. Other rules play the role of the "antecedent theorems" and "consequent theorems" of PLANNER (Hewitt [1071])

## RESOLUTION

The original resolution principle (Robinson [1965]) applied only to sentences in conjunctive normal form. The version we employ does not make this requirement.

Assume our sequent contains two assertions of form $F\left(P_{1}\right)$ and $C\left(P_{2}\right)$, whers $P_{1}$ and $P_{2}$ are subsentences of these assertions not within the scope of any quantifier. For the time being, let us lgnore the output expressions corresponding to these assertions. Suppose there exists unifler for $P_{1}$ and $P_{2}$. l.e., a substitution $\theta$ such that $P_{1} \theta$ and $P_{2} \theta$ are identical. We can take $\theta$ to be the most general unifier. The AA-resolution rule allows us to deduce the new assertion
$F($ true $) \theta$ or $G($ false $) \theta$.
and add it to the sequent. (Here, $F($ (frue $)$ denotes the result of replacing $P_{;}$by true in $F\left(P_{1}\right)$. Of course, we may need to do the usual renaming to ensure that $F\left(P_{1}\right)$ and $\mathcal{C}\left(P_{2}\right)$ have no varlables in common.) We will call $\theta$ the unifying substitution and $P_{1} \theta\left(\varepsilon P_{2} \theta\right)$ the eliminated subexpression; the deduced assertion is called the resolvent. Note that the rule la symmetric, $s 0$ the roles of $F\left(P_{1}\right)$ and $G\left(P_{2}\right)$ may be reversed.

For example, suppose our sequent contains the assertions

$$
\text { if }(P(x) \text { and } Q(b)) \text { then } R(x)
$$

and
$P(a)$ and $Q(y)$.
The two subsentences " $P(x)$ and $Q(b)$ " and " $P(a)$ and $Q(y)$ " can be unified by the substitution
$\theta=[x-a ; y-b]$.

(if true then $R(a))$ or false.
Which reduces to
$R(a)$
by appllcation of the approprlate transformation rules.
A "nonclausal" resolution rule similar to ours has been developed by Murray [1078]. Other such rules have been proposed by Wilkins [1973] and Nilsson [1979].

## THE RESOLUTION RULES

We have defined the AA-resolution rule to derive conolusione from aseertionst the AA-resolution rule

where $P_{1} \theta=P_{2} \theta$, and $\theta$ is most general.
By duallty, we can regard goals as negated assertions; consequently, we obtain a "GG-resolution rule", a "GAresolution rule", and an "AG-resolution rule" as corollaries of the AA-resolution rule.

We have ignored the output expressions of the assertions and goals. However, if at least one of the sentences to which a resolution rule is applied has a corresponding output expression, the resolvent will also have an output expression. If only one of the sentences has an output expression, say $t$, then the resolvent will have the output expression $t \theta$. On the other hand, if the two sentences $F\left(P_{1}\right)$ and $G\left(P_{2}\right)$ have output expressions $t_{1}$ and $t_{2}$, respectively, the resolvent will have the output expression
if $P_{1} \theta$ then $t_{1} \theta$ else $t_{2} \theta$.
For example, suppose we have derived the two goals


Then by GG-resolution, eliminating the subsentence $\max (f a i l(l)) \geq$ head $(l)$, we can derive the new goal

which can be reduced to


A polarity strategy adapted from Murray [1978] restricts the application of the resolution rules. The deductive system we have presented so far, Including the splitting rules, the resolution rules, and an appropriate set of logical transformation rules, has been proved by Murray to constitute a complete system for first-order logic, In the sense that a derivation exists for every valid sentence. (Actually, only the resolution rules and some of the logical transformation rules are strictly necessary.)

## MATHEMATICAL INDUCTION AND THE FORMATION OF RECURSIVE CALLS

Mathematical Induction is of special importance for deductive systems intended for program synthesis, because It la only by the application of some form of the Induction principle that recursive calls or iterative loops are introduced Into the program being constructed. The Induction rule we employ is a version of the principle of mathematical Induction over a well-founded set.

We may describe this principle as follows: In attempting to prove that a sentence of form $F(a)$ holds for every element a of some well-founded set. we may assume inductively that the sentence holds for all $u$ that are strictly less than a In the well-founded ordering <. Thus, in trying to prove $F(a)$, the well-founded Induction principle allows us to assume the Induction hypothesis

## for all $u$, if $u$ <a then $F(u)$.

In the case that the well-founded set is the nonnegative integers under the usual < ordering, well-founded Induction reduces to the familiar complete induction principle: to prove that $F(n)$ holds for every nonnegative integer $n$, we may assume Inductively that the sentence $F(u)$ holds for all nonnegative Integers $u$ such that $u<n$.

In our inference system, the principle of well-founded induction is represented as a deduction rule (rather than, say, an axiom schema). We present only a special case of this rule here.

## $f(a)<\pi \quad$ find $x$ such that <br> for some $\boldsymbol{y}, \boldsymbol{R}(\boldsymbol{a}, \boldsymbol{y}, \boldsymbol{z}) \quad$ whose specification is of form where $P(a)$.

Sup


Then we can always add to our sequent a new essertion, the induction hypothesis


Here $f$ denotes the program we are trying to construct, and $g$ ls a new skolem function corresponding to the variable $y$. The well-founded set and the particular well-founded ordering < to be employed In the proof have not yet been determined.

Let us paraphrase: We are attempting to construct a program/ such that, for an arbitrary Input a satisfying the Input condition $P(a)$, the output $f(a)$ will satisfy the output condition $R(a, y, f(a))$, for some $y$; or, equivalently, $R(a, g(a), f(a))$. By the well-founded induction principle, we can assume inductively that for every $u$ less than a In some well-founded ordering such that the input condition $P(u)$ holds, the output $f(u)$ will satisfy the same output condition $\boldsymbol{R}(u, g(u), f(u))$.

In general, we could Introduce an Induction hypothesis corresponding to any subset of the assertions or goals in our sequent, not Just the initial assertion and goal; most of these induction hypotheses would not be relevant to the final proof, and the proliferation of new assertions would obstruct our efforts to find a proof. Therefore, we employ the following recurrence strategy for determining when to introduce an induction hypothesis.

Let us restrict our attention to the case where the induction hypothesis is derived from the initial assertion and goal. Suppose that $Q(a, y, z)$ Is some subsentence of the initial goal; then that goal may be written

$$
R(Q(a, y, z)) .
$$

Suppose further that at some point In the derivation an assertion or goal of form

$$
S\left(Q\left(t, y^{\prime}, z^{\prime}\right)\right)
$$

Is developed, where $t$ is an arbitrary term and $y^{\prime}$ and $z^{\prime}$ are distinct variables. In other words, the newly developed assertion or goal has a subsentence $Q\left(f, y^{\prime}, z^{\prime}\right)$ that is a precise instance of a subsentence $Q(a, y, z)$ of the initial goal. This recurrence motivates us to add the induction hypothesis

$$
\begin{aligned}
& \text { if } u<a \\
& \text { then if } P(u) \\
& \quad \text { then } R(Q(u, g(u), f(u))) .
\end{aligned}
$$

The rationale for introducing the induction hypothesis at this point is that now we can perform resolution between the induction hypothesis and the newly developed assertion or goal $S\left(Q\left(t, y^{\prime}, z^{\prime}\right)\right)$, eliminating the subexpression $Q(t, g(t), f(t))$.

Let us look at an example. Suppose we are constructing a program rem $(i, j)$ to compute the remainder of dividing a nonnegative integer $i$ by a positive integer $j$; the specification may be expressed as rem(i, f) <a find z such that
for some $y$.
$i=y \cdot j+z$ and $0 \leq z$ and $z<j$
where $0 \leq i$ and $0<j$.
Our initial sequent is then


Here, the inputs $l$ and $j$ are constants, for which we can make no substitution; $y$ and the output $z$ are variablea.
Assume that during the course of the derivation we develop the goal


This goal is a precise instance of the initial goal

$$
i=y \cdot j+z \text { and } 0 \leq z \text { and } z<j
$$

obtained by replacing $i$ by $i-j$. Therefore, taking $Q(i, f, y, x)$ to be the inltial goal Itself, we add as a new assertion the Induction hypothesis


Here, $g$ ls a new skolem function corresponding to the varlable $y$, and $<i s$ an arbitrary well-founded ordering. Note that $<$ is to be defined on pairs because the desired program $f$ has a pair of inputs.

We can now apply GA-resolution between the goal

and the induction hypothesis; the unifying substitution $\theta$ is

$$
\left[u_{1}+i-f_{i} u_{2}+f_{i} y_{1}+g\left(l-f_{1} f_{i} ; z+\operatorname{rem}(i-f, j)\right] .\right.
$$

The new goal is


## which reduces to



Note that the recursive call rem( $(1-f, f)$ has been introduced into the output entry.
The particular well-founded ordering < to be employed in the proof has not yet been determined. To choose the ordering requires special transformation rules, which describe known well-founded orderings and ways of combining them. In this case, the ordering < ls chosen to be the < ordering on the first component of the pairs. Ulimately, the following goal is obtained:


In other words, In the case that $j<i$, the output rem( $i-), j$ ) satisfies the desired program's specification.
We will not discuss here the more general case, where a newly developed assertion or goal has a subsentence that is an Instance of a subsentence not of the initial goal, but of some intermediate goal or assertion; this situation accounts for the Introduction of "auxiliary procedures" to be called by the program under construction. We will also not discuss the case where the new subsentence is not a precise instance of the earlier subsentence, but where both are Instances of a somewhat more general sentence.

Some early efforts toward Incorporating mathematical induction In a resolution framework were made by J. L. Darlington [1968]. His system treated the induction principle as a second-order axiom schema rather than as a deduction rule; it had a limited ability to perform second-order unifications.

## CONCLUSION

Theorem proving was abandoned as an approach to program synthesis when the development of sufficiently powerful automatic theorem provers appeared to flounder. However, theorem provers have been exhibiting a steady Increase in their effectiveness, and program synthesis Is one of the most natural applications of these systems.
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The problem of executing plans in an independent dynamic microworld is discussed. The microworld is a simulated city that not only contains permanent features (e.g. streets) but also transient features (e.g. other cars). A simulated taxi driver (ELMER) must plan and execute routes through this city. Among the interesting features of ELMER are the use of hierarchical rather than linear plans; the representation of knowledge by routes (similar to and possibly built from plans); and planning by splicing together these routes.

## 1 INTRODUCTION

One of the more productive areas of Al research has been the study of producing plans to solve problems in a microworld. Usually such worlds (e.g. the blocks world) are static. We are interested in planning for microworlds which can change continuously and independently of the planning agent. Such microworlds have received some attention [1] [2].

The microworld here is an abstraction of the environment a taxi driver might encounter. The microworld and the taxi driver (ELMER) are simulated as asynchronous processes where ELMER informs the microworld of speed and direction changes and the microworld provides ELMER with a "window" of what he can "see" at any given instant. The three central components of ELMER are the Planner that creates a travel plan from a customer's request; the Executor that carries out the plan; and the Map that maintains ELMER's developing knowledge of the city.

ELMER exists in Simon City (Figure 1). The microworld component of the system must simulate this city, including not only the permanent street arrangement, but also transient features such as traffic lights or other cars. It must also maintain the window and keep track of ELMER. The microworld is not yet implemented, but an implementation strategy based on something like Hendrix's scenarios [3] may be appropriate.

## 2 THE EXECUTOR

The Executor undertakes plans produced by the

Planner. Plans are represented as hierarchies of ever more detailed sub-plans similar to the plans of Miller et al. [4], but in contrast to the usual linear sequences of actions (e.g. HACKER [5] or STRIPS [6]). Figure 2 shows a plan for going from Lenat Lane at Kuipers Crescent to Reiter Road at Schubert Street in Simon City. The numbered "boxes" are the core of the plan; the other boxes are demon-like secondary plans controlling ELMER'S speed and direction and looking out for obstructions such


Figure 1 - Simon City
aa red lights. In the core each box represents a plan connected to more detailed sub-plans below and more general super-plans above, and connected by arrows to subsequent brother plans at the same level of detail. Plans have a type., Indicated by the first word in the plan box (e.g. 16 has type "right-turn"). Angle brackets contain commands to be sent directly to the microworld (e.g. 15).

When the Executor executes a plan, it executes the top plan (e.g. 1) and all its left-most descendants (e.g. 2, 5, 15). Such plans are then active and remain so until they are either suspended or de-activated by an absolute transition into another plan along an arrow leaving the plan. Such a transition occurs when information labelling the arrow corresponds to information in the window. For example, when the window indicates that "on Kuipers" is true, a transition is made from 5 to 6 (if 5 is active). We don't currently see a need to allow labels that would require complex inferences before matching the window information, thus ensuring fairly rapid computations when deciding on transitions. Once a transition is made, the old plan and all its active descendants are de-activated, and the new plan and all its left-most descendants
are activated. Note the similarity of a plan to a TOTE (Test-Operate-Test-Exit) [4] and to a DOWHEN, DOWHAT, DOUNTIL triple [3]. Of course, the labels and actions here are more limited than the arbitrary procedural capabilities of these other approaches.

Attached to the Planner-generated core at a level of detail appropriate to their action are Executor-generated secondary plans. These fall into two categories: (i) plans (indicated by in Fig. 2) to handle normal driving perils such as stop signs and (ii) plans (indicated by •) to handle Planner suggestions on speed limits, etc. A secondary plan is activated in the same way as a core plan, except the transition is parallel in that the old plan continues to execute. Parallel transitions allow ELMER to do several things at once (e.g. slow for a stop sign and continue undertaking the core plan). During parallel execution, one plan can suggest an action which contradicts the action of another plan (e.g. both maintaining speed and stopping at a stop sign). To overcome such conflicts, a priority and an exclusion list are associated with each plan. The exclusion list indicates other plan types which cannot be executed in parallel with the plan; the priority determines whether another plan has

the authority to exclude the plan (it does if it has higher priority). In the example, the stop sign would exclude speed maintenance. When a plan is excluded by another plan, it and all of its active descendants are suspended until the excluding plan is de-activated or is itself suspended. A suspended plan can send no commands to the microworld, but transitions from it will still be made (allowing a "you-are-here" pointer (a la Kuipers [7]) to be kept even if some parallel action has suspended active processing of the core).

Suspension can be tricky since the suspension of a plan which is itself suspending other plana may allow the re-activation of some of these plans. A suspension rule is given in McCalla et. al [8] that guarantees a unique set of suspensions providing a plan has priority no greater than the priorities of its ancestors. Since most plans having ancestors are core plans which usually don't exclude one another, this isn't a serious restriction.

## 4 THE MAP AND THE PLANNER

The Map contains ELMER's knowledge of the city represented mostly as routes (unlike the multiple representations of [7]). Such routes are similar in structure to plans, differing mainly in that associated with each route is the region ELMER would travel if he traversed the route. The containment relations of such regions are integrated into a region hierarchy. We feel that "instantiated" old plans will provide the main source of new Map routes. This would correspond nicely with Milleret al's intuition that "probably the major source of new plans is old plans" [4, p. 177].

The Planner uses Map routes to produce a plan to solve a particular problem. If the problem is to go from region $b$ to region $d$, the Planner essentially reasons as follows: if there is a Map route which connects super-region B ? b (in the region hierarchy) to super-region D ? d, use this route as the skeleton for the desired plan; else look for a route connecting $B$ to some region $C$ and another route connecting $C$ to D and splice them together to form the skeleton; else give up. Converting a skeletal plan into an actual plan may involve the further elaboration of parts of the skeleton (as well as adding recommendations for Executor - type plans). Such elaboration is done on the earliest portions of the plan first so that ELMER can start executing the plan as quickly as possible (contrast this to Sacerdoti's [9] planner which produces the whole plan before any execution is considered). More details of the Map and Planner can be found in [8].

5 CONCLUSION
The two main contributions of this research are the ability to handle a dynamic world (via secondary plans attached to the core plan) and the uniformity of representation of plans and routes which not only allows a route splicing planning methodology but may also allow ELMER to add new routes built from old plans. This latter aspect is currently under investigation as are problems of error recovery and the need to discover the limits of this approach.
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#### Abstract

The research question studied is whether it is practical to use a production system (PS) architecture for a version of the Hearsay-II (IISIII speech understanding system. The study focuses on adequacy of representation, space efficiency and time efficiency A running PS architecture called HSP was designed and implemented and twelve HSH Knowledge sources were translated to HSP productions, with two of the twelve actually run under MSP. Detailed comparisons of HSH and HSP produced the following results: (i) HSP is adequate to represent the HSII speech Knowledge, even though HSP is a comparatively simple PS architecture; (2) HSP suffers a moderate space penalty for representing declarative HSII Knowledge, which is serious since HSII contains a high proportion of such Knowledge; (3) representation of HSII declarative Knowledge as HSP productions causes problems with multiple use of that Knowledge; (4) lacK of a local worKing memory in the HSP architecture has serious consequences both for space and time efficiency; and (5) HSP has a time efficiency handicap of two to three-and-a-half orders of magnitude, in spite of efficiency mechanisms which make HSP comparable in time efficiency to other PSs. The paper ends with a set of questions that remain to be answered for a thorough evaluation of a PS version of HSII.


## 1. INTRODUCTION

A prime candidate organization for large knowledge-rich systems is that of a production system (PS) [10,2,15]. PSs are rule-based architectures that have been used successfully for tasks ranging from models of human behavior [11], to large application systems in chemistry [3] and medicine [13], to general artificial intelligence programming tasks [12]. The uniform rule structure of knowledge in PSs makes them particularly useful for tasks requiring iterative upgrading of knowledge content.
The research question reported on In this paper* is whether a PS architecture (PSA) is adequate to represent the rich variety of speech knowledge contained in Hearsay-H (HSII), a large artificial intelligence system for understanding speech, developed at Carnegie-Mellon University [1]. We consider explicitly the questions of representational adequacy, space efficiency and time efficiency.**

HSII is a system organization for the speech understanding task designed to coordinate the contributions of diverse, essentially independent sources of knowledge which operate at the different hierarchical levels of speech knowledge. The essential device for communication among knowledge sources (KSs) is a large shared working memory called the Blackboard, which all KSs inspect and modify. The Blackboard is a medium for growing linked networks of hypotheses about what elements exist at the various levels and for various time Intervals of the utterance (e.g., words, syllables, etc.).

[^21]The KSs are structured to contribute their knowledge b) creating and modifying Blackboard hypotheses and links in response to relevant changes by other KSs (i.e., in a data-directed fashion).

To carry out the research reported here, an actual production system (called HSP, for "HearSay-Production system") was implemented on C.mmp, the CMU multi-miniprocessor [16], with a portion of the HSII speech knowledge translated into productions. Two knowledge-source (KS) programs from a full HSII configuration were completely translated and run in HSP, and these provide a basis for some detailed comparisons between HSII and HSP. These KSs were (1) POM [14], which recognizes syllables from speech segments, using a complex, multi-phase process involving three intermediate levels of representation; and (2) RPOL [1], which propagates validity ratings for the Blackboard hypotheses along the links 'hat interconnect them. POM and RPOL together required 945 HSP productions. Ten other KSs were translated, but with some simplifications and omissions, and were never completely debugged and run. However, their static structure does provide evidence for representation issues. The total number of HSP productions for all twelve KSs was 2211. If this count is adjusted to discount highly similar productions that simply enumerate cases for a single situation, the result is 293 substantially different productions out of the total of 2211.

## 2. THE PROMISE OF PRODUCTION SYSTEMS

A production system architecture (PSA), in the sense used here, consists of a set of rules, called productions, stored in a production memory (PM), plus a working memory (WM) which holds symbolic structures operated on by the productions. A production consists of a condition part which tests the current state of WM, and an action part which specifies additions, modifications and deletions to WM to take place in case the condition part is true. The basic operating cycle of a PS is a "recognize-act" cycle: l.e., recognize which production
conditions are true of the current WM , then execute the corresponding production actions. Since each cycle makes some change to the WM state (which changes the set of productions that are true), iteration of the cycle produces (potentially, at least) an interesting stream of behavior.

PSAs at large show a great deal of diversity. The strain to which HSP belongs has a lineage beginning with studies of human problem solving [11] and a PSA called PSG [10], and extending to the more recent architectures Of PSNLST [12] and OPS [4]. A variant strain with roots in performance-oriented, knowledge-based expert systems (DENDRAL [3] and MYCIN [13]) embodies a major architectural difference In the use of rules. These systems treat rules as declarative knowledge structures to be interpreted; i.e., the production rules are only a piece of the total system (though the most important piece). On the other hand, PSG-like systems have no declarative long-term knowledge; all knowledge is encoded as (procedural) productions, which combine knowledge with how it is to be used (control Information). The tradeoff between the two views is essentially this: PSG-like systems have more flexibility in representing control information (i.e., knowledge Interactions), but at the cost of greater difficulties than MYCIN-like systems in augmentation and permitting multiple use of knowledge.

PSAs show substantial promise for large artificial Intelligence systems (specifically, speech understanding systems). In [6] this promise is enumerated for the following set of concerns: adequacy of representation, space efficiency, time efficiency, directionality, augmentation, performance analysis, testing, debugging, and handling of error. Unfortunately, adequacy, space efficiency, and time efficiency (the three aspects reported on here) are probably the least promising of those listed. The more promising aspects were not within the scope of the research, though some of them are mentioned in Section 4 on "Remaining Questions".

## 3. THE RESULTS

For sake of clarity, the results of the research are presented in the form of assertions. The assertions are stated in a strong form. A discussion following each assertion explains It and summarizes some of the supporting evidence. In cases where the evidence is weak, the assertion is qualified appropriately. Figure 1 gives a preview.

1. HSP productions are adequate for representation of all HSH speech knowledge.
The basic evidence for adequacy* is that a large number (12) of HSII KSs were translated to HSP productions. There are nearly 20 other KSs which have been used at some time throughout HSII's development, but a moderate acquaintance with them has turned up no reasons to doubt HSP's adequacy. Efficiency is another matter (e.g., see assertion 11).
[^22]
## Representation and Architecture

1. HSP productions are adequate for representation of all HSII speech knowledge'.
2. The adequate architecture of HSP is simple.
3. Translating HSII declarative knowledge to HSP creates problems of multiple use.
4. Explicit conditionality on changes is a strong
feature of HSP's architecture.

## Space Efficiency

5. Procedural HSII knowledge decreases slightly in size when translated to HSP.
6. Declarative HSII knowledge increases In size by up to half an order of magnitude.
7. Total HSII knowledge increases in size by up to half an order of magnitude.
8. HSP requires a much larger global working memory than HSII.

## Time Efficiency

9. The implemented time efficiency mechanisms in HSP are critical for its viability.
10. The time cost of HSP relative to HSII is at least two orders of magnitude.
11. Local working memory and control are the prime sources of HSII time efficiency.

Figure 1: Results in Assertion Form

There were several minor difficulties encountered in the KS translation process, for example: iteration over WM element list fields, controlling duplicate actions, tallying events, and redundant arithmetic expression evaluation. Yet these difficulties are not serious enough to constitute a refutation of HSP's adequacy. Most of them could be solved through design iteration of the HSP architecture, without deviating from basic PS philosophy.

HSII KSs do a significant arrount of simple table lookup from local arrays containing long-term knowledge. This might at first seem tc cause a representation problem for HSP, but actually an array translates cleanly into a mutually exclusive set of productions, one for each entry. Direct indexing to select an array entry in HSII is essentially the same as selecting the correct production from the set in HSP. In other words, a PS is really a large, complex table lookup, while an array access is just an optimization of the lookup process that is possible with a highly uniform set of productions. However, a PSA is overly general for simple table lookup; the resulting space and time costs are discussed below under assertions 6 and 10.
The adequacy of HSP for speech understanding provides
an additional data point for the broader question of adequacy of PSAs for artificial intelligence applications. More extensive evidence for adequacy has already been reported by Rychener [12], in his study of six classical artificial intelligence programs. The speech understanding task of HSP has some characteristics that set It apart from Rychener's tasks: (1) rich set of relatively independent knowledge sources, (2) each of which has a sound theoretical basis, providing lexicons of basic entities and rules relat ng entities, and (3) the large direct recognition component, i.e., no need for extensive serial reasoning.

## 2. The adequate architecture of HSP is simple.

This assertion is of interest only in the context of assertion 1. Simplicity without assurance of adequacy is trivial.
Contrary to standard architectural practice for PSs, HSP has no conflict resolution; i.e., on each cycle it fires every true production rather than using a conflict resolution mechanism to select a single production to fire. This permits in HSP a natural expression of the multiple, independent KSs that come from HSII and the speech task. Perhaps more importantly, it allows much greater parallelism: while PSG, PSNLST and OPS respond to only a few changes and fire only a single production each cycle, HSP can respond to hundreds of changes and fire a hundred productions or more. However, such a feature could seriously impair a PS's ability to switch focus rapidly in response to a novel situation or new external stimulus [7]. But this does not seem worrisome for HSP since most of the multiple firings are operating in parallel on separate levels or time regions of the representation of the speech utterance.
In the absence of conflict resolution, HSP must occasionally resort to a somewhat inflexible mechanism called an $n$-cycle delay. This Involves a chain of productions that waits for other activity to finish by marking time for a certain fixed number of cycles.
HSP permits neither disjunctions nor negated conjunctions within production conditions. (Negations of single condition elements are essential and of course permitted). These restrictions simplify the production interpreter without seriously affecting adequacy of representation. Disjunctions or negated conjunctions can be eliminated from a production by splitting it into several productions, at the cost of some decrease ir, space and time efficiency.
HSP has no mechanism for special case inhibition; i.e., preventing a true production from firing when another production representing a special case of the first one is also true. Such a mechanism would have complicated the production interpreter and probably caused a serious reduction in parallelism. Doing without special case inhibition is an inconvenience. Either the more general production must be augmented to make it complementary to the related special cases or special productions must be added to detect when both general and special case productions fire and favor the special case result.
3. Translating HSII declarative knowledge to HSP creates problems of multiple use.
A basic feature of the HSP architecture is the absence of
any form of declarative long-term memory. Thus all long-term knowledge must be encoded as productions. Since each production specifies under what conditions its piece of knowledge is to apply, there is a problem with using that knowledge under different circumstances. In some cases the problem can be solved by merely duplicating the knowledge, with a different production for each different use. This was done frequently in the HSP KSs, but will not extend to systems of growing complexity where multiple use can be expected to increase. Subroutines of productions provide another solution to the problem of multiple use. But subroutines require a high degree of similarity of the uses, plus rigid conventions for communication. A third, somewhat novel, solution employed in HSP is to deposit knowledge temporarily into WM whenever there is a reasonable expectation that it may be useful. In $W M$ it is then available in declarative form to whatever production wants to make use of it. It is not known whether these solutions to the problem of multiple use would be adequate for much larger and more complex systems than HSII, but the suspicion is that they would not.
4. Explicit cond it tonality on changes is a strong feature of HSP's architecture.

The first condition element of every HSP production explicitly tests the nature of a WM change, and must match a change made in the previous cycle. Thus a production cannot fire any time its condition (excluding the first element) is true, but only when a particular type of change (tested by the first condition element) occurs in conjunction with a true condition. (Normally, the change causes the condition to become true). This explicit condition on a change has two important uses in HSP: (1) It provides the basis for a time efficiency mechanism called the PM index (see assertion 9). (2) It solves the excitatory instability problem; i.e., a production cannot continue to fire cycle after cycle once become true, because it is also conditional on the occurrence of the change that made it true.
5. Procedural HSII knowledge decreases slightly in sire
when translated to HSP.

Detailed space analysis of the POM KS shows that about 160 Kbits of long-term HSII procedural knowledge translated to only .7 times that much in HSP. There are two possible explanations for this decrease: (1) Since HSP productions are interpreted, a more compact representation is possible; and (2) HSP can represent condition testing and searching of the global working memory more concisely. However, the explanation is probably more complex than this, as suggested by high variation of the HSP/HSII space ratio over eleven subparts into which POM was partitioned for analysis.
6. Declarative HSII knowledge increases in size by up to half an order of magnitude.
HSII declarative structures are mostly either simple arrays, dictionaries of spellings, or linked networks, although all are encoded internally as arrays for efficiency. Arrays translate to HSP as one production per entry; the networks are typically represented by one production for each transition, or one production for all transitions out of each state. In any case, the number of productions required is large.

Seven instances of large declarative knowledge structures in the translated KSs were compared for size. Simple arrays require almost a factor of 4 more space in HSP, but sparseness can be exploited to reduce that factor by the fraction of non-default array entries. Tables of spellings (actually arrays of strings) have HSP/HSH space ratios of about 1. Two examples of network structures have the following ratios: 1.2 (grammar) and 3.2 (state transition network). The overall HSP/HSII ratio for the seven instances compared, excluding one exceptional case (a huge bit matrix), is 1.6.
HSP facilities for condition and action procedures allow a sequence of similar condition or action elements to be packaged as a parameterized procedure and then referenced in many different productions with appropriate parameters supplied.* These procedures are crucial for representation of HSII declarative structures because of the large number of similar productions Involved. In the HSP POM KS, condition and action procedures give a savings of a factor of 10 in the number of condition and action elements that must be represented explicitly.
7. Total HSH knoulledge increases in size by up to half an order of magnitude.
In HSII POM, with an overall HSP/HSII space ratio of 1.1, the declarative/procedural split for long-term knowledge Is .3/.7. But this is not a typical split. Many of the large KSs most recently added to HSII are estimated to be split about .9/.1. Assuming a .9/.1 split for a full HSII configuration would give an overall HSP/HSII ratio of 1.5 , assuming the declarative HSP/HSII ratio to hold at the value of 1.6 obtained above. If instead we assume a declarative ratio of 3.8 (the worst observed), we get an overall ratio of 3.5. We cannot be more precise than this because the declarative structures of the new KSs have not been analyzed. Their ratios may well be larger than 3.8.
8. HSP requires a much larger global working memory than HSII.
Many HSII KSs use large local working memories in addition to the global Blackboard, and these local memories can be highly specialized for efficiency. HSP has only its global WM, and specialization of it is strongly limited by requirements of generality and uniform accessibility. This difference In specialization costs HSP less than half an order of magnitude in space for simple data Items. For more complex data structures such as network nodes the cost can be as much as a full order of magnitude. Furthermore, such complex structures are so abundant that they dominate the overall cost.
9. The implemented time efficiency mechanisms in HSP are critical for its viability*
Three existing time efficiency mechanisms in HSP give a combined speedup of 3 or 4 orders of magnitude over a naive Implementation (i.e., one that evaluates every

[^23]production as a result of every $W M$ change, and that searches WM for every condition element evaluated). All three mechanisms are suggested by analogs in the HSII architecture.

The first, called the $P M$ index, reduces a linear dependence of execution time on PM size to sublinear by associating subsets of relevant productions (i.e., exactly those to evaluate) from classes of WM changes. In the HSP POM + RPOL run this resulted in a speedup of about 200.

The second mechanism, use of explicit pointers between WM elements, reduces the amount of WM searching during condition element evaluation. This mechanism does not reduce the degree of execution time dependence on WM size, but does give a constant factor of roughly 10 to 50 overall speedup.
The third mechanism, an index into WM according to the first two fields of a WM element, serves to reduce WM searching costs. Since it operates in the shadow of the second mechanism which greatly reduces the necessity for WM searching, the WM index makes only a small contribution.

These mechanisms bring HSP to roughly the same level of time efficiency as PSG with filters [8], PSNLST, and OPS.
10. The time cost of HSP relative to HSII is at least two orders of magnitude.
In equivalent uniprocess runs of the POM + RPOL KS configuration, HSP took 255 times as long as HSII (917 sec as opposed to 3.6). This factor of 255 reduces to a range of 6 to 36 when corrected for eight underlying system differences: execution rate of machine, instruction set of machine, address space size, operating system, implementation system, degree of system kernel optimization, speech knowledge content, and complications of parallelism.

There are problems with the generality of this comparison since it is based on a single run of a small configuration (i.e., containing only the two KSs: POM and RPOL), and on only a single syllable of input utterance. Correcting for syllable length and atypicality of the KSs gives a rough overall time efficiency loss of two to three-and-a-half orders of magnitude for a full configuration of KSs in HSP.
Related data by Rychener [12] shows a factor of 6 to 10 loss in time efficiency for PS translations vs. original versions of six classic artificial intelligence systems.
11. Local control and working memory are the prime sources of HSII time efficiency.
Since HSP has such limited local control (its actions are simple sequences and cannot call other productions), it must rely on data-directed invocation operating from the global WM. Much of the data-directed invocation might be avoided if productions could be much larger, compressing multiple PS cycles into single ones. But this is made difficult by an accompanying blowup in the number of productions.
The cost of data-directed control in HSP has several sources: (1) the creation/deletion of change elements, (2) creation/deletion of control signals in WM, (3) PM

Indexing (finding productions to evaluate based on the changes), and (4) an initial portion of condition evaluation for each production that is necessary to reobtain the context of the preceeding production. The total cost of these is estimated to be $30-457$ - of execution time. In HSH the cost of data-directed control is St of execution time, and would be much smaller except that the cost is dominated by the monitoring of Blackboard changes rather than by the number of actual invocations.

The other side of the coin from local control is local working memory use. HSII makes heavy use of local working memory for KS efficiency. Since a PSA contains no analogous facility, HSP is forced to use its global WM for such functions. This puts HSP at a serious disadvantage. The HSP run of POM + RPOL made over 5 times as many global working memory reads as a corresponding HSII run, and more than twice as many creations. Further, as mentioned above, there are other KSs that make much heavier use of local data than POM and RPOL. We expect HSP versions of these others would make hundreds of times as many global working memory reads and creations as the HSII versions.

Two other sources of HSP inefficiency are identified: (1) the absence of a declarative long-term memory facility, -nd (2) searching of WM. The former consumes 152 of execution time in the HSP run (but some of this overlaps with the WM access costs discussed above). The latter is Insignificant (37) because of the explicit WM element references, but is projected to increase to around 307 of total time with a full input utterance.
Taking all the sources of inefficiency together, we can account for roughly a factor of 7 in execution time. This takes us well on the way toward explaining the normalized HSH-HSP difference of 6 to 36 obtained for the HSP run. But it also suggests there may be other sources. One such possibility is the limited power of the HSP production language, as exemplified by the inability of a single production to deal with a data list of arbitrary length.

## 4. REMAINING QUESTIONS

From the vantage point of the research done, several questions emerge as the important ones yet to be answered for a thorough evaluation of an HSP-like version of HSII. Six such questions are discussed briefly below. Given the current state of the HSP-HSH comparison (I.e., considering only adequacy and efficiency), with HSP faring rather poorly, it is natural to ask about factors that might swing the balance back toward HSP. Questions (1) through (3) below are of this nature. Questions (4) through (6), on the other hand, ask -bout possible weaknesses of HSP that need to be probed further.
i. Do there exist situations that require the
inhomogeneity of representation in HSP?

The HSP architecture is better suited than HSII to representation of inhomogeneous knowledge, e.g., knowledge containing many special cases. HSH's strong Doint Is homogeneous encodings; when it is forced out of Phese it must fall back on more expensive and ad hoc representations. This could turn into a strong advantage for HSP if the drive for improved performance pushed in the direction of inhomogeneity, as we suspect it may.
2. Can a significant improvement in ease of
augmentation be realized in a PSA? augmentation be realized in a PSA?

Ease of augmentation Is one of the most promising aspects of a PSA, so we need to show a significant advantage here to balance negative aspects such as efficiency. HSP's current architecture, lacking conflict resolution, may not properly support augmentation. If necessary, conflict resolution can be added to HSP, at the risk of sharply reduced parallelism.
3. Is the level of individual productions right for
performance analysis?

Performance analysis at the level of productions can be accomodated easily in HSP. The only issues are whether that level is a useful one (it is perhaps too low), and whether performance analysis at higher levels (always necessary) is made more difficult in a PSA. These issues can be resolved only by experience with larger KS configurations in HSP; the current two-KS configuration is too small to provide any significant insight.
4. Do there or can there exist HSII KSs which cannot be represented adequately in HSP?
Since there are about 20 HSII KSs that have not been translated to HSP, plus a virtually open-ended set of others which might conceivably be added to HSII, our evidence for adequacy is incomplete. Particularly suspicious are some of the most recently added HSH KSs that use highly specialized local data structures. The current belief is that HSP is adequate for these, though inefficient. A more thorough HSI1-HSP evaluation requires evidence for this belief.
5. Can HSII KSs that heavily rely on local efficiency ultimately be made tractable in HSP?
We have seen that the bulk of HSP's efficiency handicap relative to HSII comes from HSP's lack of local working memory and control. It is important to make some inroads on this handicap if HSP is to be useful, and several possibilities present themselves: (1) optimization in the HSP kernel of data-directed invocation and WM access mechanisms, (2) permitting productions to have complex actions with their own conditionality and local working memory, and (3) compiling many PS cycles into one by combining production sequences into many complex productions that act within a single cycle.
6. Is the distributed control of directionality as dictated by a PSA feasible?
Claims have been made that PSAs are unsuitable for representation of directionality control [9]. Thus it is Incumbent upon us to prove them wrong if HSP is to survive its comparison with HSII. HSII has a specialized focussing mechanism which operates with global knowledge of the state of the computation [5]. In HSP we must show (if possible) that the requisite global state information can be represented in WM, and continually updated by a set of special added productions; and that task productions can be made to schedule themselves with additional condition elements sensitive to this representation of global state.

## 5. CONCLUSION

We have shown that the HSP architecture is almost
surely adequate for representing the HSU speech knowledge. This includes HSH declarative knowledge which must translate to procedural form in HSP. Adequacy of MSP was not a foregone conclusion because the simplicity of the HSP architecture compared to HS1I gave grounds for some doubt about adequacy. Space and time efficiency are another story. The moderate space penalty for representing declarative HSH knowledge in HSP is cause for concern since HSII does contain many large declarative knowledge structures. Even more serious concern arises over space inefficiency of the global HSP working memory, since it must be used in place of large, highly optimized local working memories that are typical in HSII KSs. HSP's lack of local working memory also causes a large loss of time efficiency because of greater creation/read/write costs and heavier use of relatively inefficient data-directed control HSP's large time efficiency handicap (two to three-and-a-half orders of magnitude) exists in spite of efficiency mechanisms which make HSP comparable in time efficiency to several other PSAs.
The partial evaluation of a PSA for HSII reported here is unfavorable for the PSA, but there are still other aspects (such as augmentation or performance analysis) that hold promise for PSAs. At least we have quantified the efficiency aspects so that a complete picture can be fit together as additional questions are answered.

A side benefit of this research is in providing enhanced understanding of HSII, a system which is a highly visible and Important contribution to artificial intelligence. By investigation through HSP of marked alternatives to HSHs philosophy, we shed light on it. For example, we have contributed a better understanding of HSHs use of local memory and control for efficiency.
Another result of this research is the existence of another data point for the applicability of PSAs to artificial intelligence systems. The significant aspect of speech understanding that distinguishes it from the domains studied by Rychener [12] is the heavy use of declarative knowledge structures.
HSP demonstrates several novel features that are of possible interest to designers of PSAs. We have shown that permitting multiple firings per cycle of the PS has appeal (at least for some tasks), and that eliminating conflict resolution does not necessarily cripple; that writing productions to contain explicit conditions on changes is a simple way to avoid repeated firing, and has efficiency benefits as well; that an attribute-value structure for WM and condition elements adds a useful bit of flexibility; and finally, that allowing WM elements to contain explicit references to each other dramatically cuts WM searching during evaluation.

Finally, we have shown that it is possible to obtain meaningful comparisons of related but different complex systems. The field of artificial intelligence could benefit from more comparisons of this sort.
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#### Abstract

"Non-monotonic" logical systems are logics in which the introduction of new axioms can invalidate old theorems. Such logics are very important in modeling the beliefs of active processes which, acting in the presence of incomplete information, must make and subsequently revise predictions in light of new observations. We present the motivation and history of such logics, develop a model theory for one important non-monotonic logic, and prove the completeness of the first-order non-monotonic predicate calculus.


## 1. THE PROBLEM OF INCOMPLETE KNOWLEDGE

The relation between formal logic and the operation of the mind has always been unclear. Some of the more striking differences between properties of formal logics and mental phenomenology occur in situations dealing with perception, ambiguity, common-sense, causality and prediction. One common feature of these problems is that they seem to involve working with incomplete knowledge. Perception must account for the noticing of overlooked features, common-sense ignores myriad special exceptions, assigners of blame can be misled, and plans for the future must consider never-to-be-realized contingencies. It is this apparently unavoidable making of mistakes in these cases that leads to some of the deepest problems of the formal analysis of mind.
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This paper condenses the first part of "Non-Monotonic Logic I" (appearing as MIT AI Memo 486, and to appear in Artificial Intelligence), which discusses proof theory for non-monotonic logic, the evolution of logical theories, the relationship of non-monotonic logic to stronger logics, logics of incomplete information, and how non-monotonic logic models the logic of Doyle's Truth Maintenance System.

Some studies of these problems occur in the philosophical literature, the most relevant here being Rescher's [15] analysis of counterfactual conditionals and beliefcontravening hypotheses. In artificial intelligence, studies of perception, ambiguity and common-sense have led to knowledge representations which explicitly and implicitly embody much information about typical cases, defaults, and methods for handling mistakes. [11,143 Studies of problemsolving and acting have attempted representing predictive and causal knowledge so that decisions to act require only limited contemplation, and that actions, their variations, and their effects can be conveniently described and computed. [1,2] Indeed, one of the original names applied to these efforts, "heuristic programming", stems from efficiency requirements forcing the use of methods which occasionally are wrong or which fail. The possibility of failure means that formalizations of reasoning in these areas must capture the process of revisions of perceptions, predictions, deductions and other beliefs.

Classical symbolic logic lacks tools for describing how to revise a formal theory to deal with inconsistencies caused by new information. This lack is due to a recognition that the general problem of finding and selecting among alternate revisions is very hard. (For an attack on this problem, see [15]. [12] surveys the complexities.) Although logicians have been able to ignore this problem, philosophers and researchers in artificial intelligence have been forced to face it because humans and computational models are subject to a continuous flow of new information. One important insight gained through computational experience is that there are at least two different problems involved, what might be called "routine revision" and "world -model reorganization".

World-model reorganization is the very hard problem of revising a complex model of a situation when it turns out to be wrong. Routine revision, on the other hand, is the problem of maintaining a set of facts which, although expressed as universally true, have exceptions. For example, a program may have the belief that all animals with beaks are birds. Telling this program about a platypus will cause a contradiction, but intuitively not as serious a contradiction as those requiring total revision. Classical logics, by lumping all contradictions together, have overlooked the possibility of handling the easy ones by expanding the notation in which rules are stated. That is, we could have avoided this problem by stating the belief as "If something is an animal with a beak, then unless proven otherwise, it is a bird." If we allow statements of this kind, the problem becomes how to coordinate sets of such rules, Each such statement may be seen as providing a piece of advice about belief revision; for our approach to make sense, all the little pieces of advice must determine a unique revision. This is the subject of this paper. Of course, even if we are successful, the world-model reorganization problem will still be unsolved. But we hope factoring out the routine revision problem will make the more difficult problem clearer.

## 2. APPROACHES TO NONMONOTONIC LOGIC AND THE SEMANTICAL DIFFICULTIES

Traditional logics are called monotonic because the theorems of a theory are always a subset of the theorems of any extension of the theory. ([11] introduced this name for this property of classical logics. [2] terms it the "extension" property.) In this paper, by theory we will mean a set of axioms. A more precise statement of monotonicity is this: If $A$ and $B$ are two theories, and $A C B$, then $\operatorname{Th}(A) C \operatorname{Th}(B)$, where $\operatorname{Th}(S)=(p: S h p\}$ is the set of theorems of $S$. We will be even more precise about the definition of -l- later.

Monotonic logics lack the phenomenon of new information leading to a revision of old conclusions. We obtain nonmonotonic logics from classical logics by extending them with a modality ("consistent") well-known in artificial intelligence circles, and show that the resulting logics have well-founded, if unusual, model and proof theories. We introduce the proposition-forming modality $M$ (read "consistent"). Informally, Mp is to mean that p is consistent with everything believed. (See [81) One small theory employing this modality is
(1) noon A M[sun-shining] D sun-shining
(2) noon
(3) eclipse => -win-shining,
in which we can prove
(4) sun-shining.

If we add the axiom
(5) eclipse
then (4) is inconsistent, so (4) is not a theorem of the extended theory.

The use of non-monotonic techniques has some history, but until recently the intuitions underlying these techniques were inadequate and led to difficulties involving the semantics of non-monotonic inference rules in certain cases. We mention some of the guises in which non-monotonic reasoning methods and belief revising processes have appeared.

In PLANNER [3], a programming language based on a negationless calculus, the THNOT primitive formed the basis of such reasoning. THNOT, as a goat, succeeded only if its argument failed, and failed otherwise. Thus if the argument to THNOT was a formula to be proved, the THNOT would succeed only if the attempt to prove the embedded formula failed.

Two related forms of non-monotonic deductive systems are those described in [8] and [161 McCarthy and Hayes give some indications of how actions might be described using modal operators like "normally" and "consistent", but present no detailed guidelines on how such operators might be carefully defined. Sandewall, in a deductive system applied to the frame problem used a deductive representation of non-monotonic rules based on a primitive called UNLESS. This was used to deduce conditions of situations resulting from actions except in those cases where properties of the action changed the extant conditions. Thus one might say that things retain their color unless painted.

Sandewall's interpretation of UNLESS was in accord with then current intuitions: $\operatorname{UNLESS}(\mathrm{p})$ is true if $p$ is not deducible from the axioms using the classical first-order inference rules. Unfortunately, this definition has several problems, as pointed out by Sandewall. One problem Is that it can happen that both $p$ and $\operatorname{UNLESS}(p)$ are deducible, since from a rule like "from UNLESS(C) infer D" $D$ can be inferred, but at the same time UNLESS(D) is also deducible since $D$ is not deducible by classical rules. These
problems are partly due to the dependence of the notion of "deducible" on the intention of deduction rules based on "not deducible". This question-begging definition leads to perplexing questions of beliefs when complicated relations between UNLESS statements are present For example, given the axioms

## A <br> $A \wedge$ Unless $(B) \supset C$ <br> $A \wedge$ Unless $(C) \supset B$,

we are faced with the somewhat paradoxical situation that either B or C can be deduced, but not both simultaneously. On the other hand, in the axiom system

```
A
A ^Unless(B) }~
A ^Unless(C) \supsetD
A ^ Unless(D) }~\textrm{E}
```

one would expect to see $A, C$ and $E$ believed, and $B$ and $D$ not believed. One might be tempted to dismiss these anomalous cases as uninteresting. In fact, such cases are not perverse; rather, they occur naturally and are very important in many applications.

Spurred by Sandewall's presentation of the problems arising through such non-monotonic inference rules, Kramosil [5] considered sets of inference rules of the form

## "From tp, $\forall q$, infer $\mathrm{rr}^{\prime}$ ",

where $I$ - and $H$ are tokens of the meta-language and the number of antecedents can be arbitrary. ([19] presents a working system organized around a theory-metal heory distinction in which such rules can be written.) Kramosil defined the set of theorems in such a system as the intersection of all subsets of the language closed under the inference rules. He noted that this set may not itself be closed under the inference rules, and showed that in the special case in which the inference rules preserve truth values (that is, are effectively monotonic) that if the set of theorems of the monotonic inference rules alone is also closed with respect to the non-monotonic inference rules, then this set is the set of non-monotonic theorems. Kramosil's conclusion was that a set of inference rules defines a formalized theory (one in which all formulas have a well-defined truth value) if and only if this same theory is that of the monotonic inference rules alone, which he interprets to mean that the non-monotonic rules are either useless or meaningless.

As we will show in this paper, Kramosil's interpretation was too pessimistic with regard to the possibility of formalizing such rules and their unusual properties. As we have argued above, the purpose of non-monotonic inference rules is not to add certain knowledge where there is none, but rather to guide the selection of tentatively held beliefs in the hope that fruitful investigations and good guesses will result This means that one should not a priori expect nonmonotonic rules to derive valid conclusions independent of the monotonic rules. Rather one should expect to be led to a set of beliefs which while perhaps eventually shown incorrect will meanwhile coherently guide investigations.

One class of non-monotonic inferences consist of what might be called "minimal" inferences, in which a minimal model for some set of beliefs is assumed by assuming the set of beliefs to be a complete description of a state of affairs. Such techniques are discussed in [4,9,133, but none of these discuss the problem of revising beliefs in the face of new information or contradictions.

The semantical problems and routine belief revisions problems were in large part resolved by Doyle in his Truth Maintenance System (TMS) [I], and in related systems [6, $7,17,18]$ In the TMS, each statement has an associated set of justifications, each of which represents a reason for holding the statements as a belief. These justifications are used to determine the set of current beliefs by examining the recorded justifications to find well-founded support (non-circular proofs) whenever possible for each belief. When hypotheses change, these justifications are again examined to update the set of current beliefs. This scheme provides a more accurate version of antecedent and erasing procedures of PLANNER without the need to explicitly check for circular proofs. The non-monotonic capability appears as so-called non-monotonic justifications, which support belief just in case some specified statements are believed, and other specified statements are not believed. This allows, for example, belief in a statement to be justified whenever no proof of the negation of the statement is known. This representation of non-monotonic justifications, in combination with the belief revision algorithms, produced the first system capable of performing the routine revision of apparently inconsistent theories into consistent theories.

## 3. L1NCUISTIC PRELIMINARIES

We settle on a language $L$ which will be the language of all theories mentioned in the following. $L$ is the usual language of predicate calculus augmented by the unary modality $M$. In this paper, the letters $C, D, E$ and $F$ will be used as syntactic variables ranging over propositional constant
letters. The letters $p, q$ and $r$ will be used for formulas
The inferential system used defines a first-order theory to be a set of axioms including the following infinite class of axioms: For all formulas $p, q$ and $r$ :
(6) (i) $p \supset[q \supset p]$
(ii) $[p \supset[q \supset r]] \supset[[p \supset q] \supset[q \supset r]]$
(iii) $[\neg q \supset \neg p] \supset[[\neg q \supset p] \supset q]$
(iv) $\forall x p(x) \supset p(t)$
where $p(x)$ is a formula and $t$ is a constant or a variable free for $x$ in $p(x)$ and $p(t)$ denotes the result of substituting $t$ for every free occurrence of $x$ in $p(x)$, and

$$
\text { (v) } \forall x[p \supset q] \supset[p \supset \forall x q]
$$

If $p$ is a formula containing no free occurrence of $x$. (These axioms are from [10].) These are the logical axioms. All other axioms are called proper, or non-logical axioms. The theory with no proper axioms is called the predicate calculus (PC). (Note that this theory also contains strings containing the letter $M$, so it is actually not strict $P C$.) The sentential calculus (SC) consists of axioms which are instances of (1), (ii) and (iii) only. A theory consisting only of the sentential calculus plus a finite number of statements is called a statement theory. In this paper, the letters $A$ and $B$ will be used to stand for theories.

## 4. PROOF-THEORETIC OPERATORS

The monotonic rules of inference we will use (also from [10]) are
(7) Modus Ponens: from $p$ and $p \supset q$, infer $q$ Ceneralization: from $p$, infer $\forall \mathbf{x p}$.

If $S$ is a set of formulas, and $p$ follows from $S$ and the axioms of $A$ by the rules (7), we say $S F_{A} p$. We abbreviate


The particular inference rules (7) are not very important. Later in the paper, when we concentrate on statement theories, the rule of generalization will be dropped without much fanfare. All that is important is that the operator Th have the following properties, which together are called monotonicity:

## (8) (i) $A \subseteq \operatorname{Th}(A)$ <br> (ii) If $A \subseteq B$, then $\operatorname{Th}(A) \subseteq \operatorname{Th}(B)$,

and the property (9) of idempotence

$$
\operatorname{Th}(\operatorname{Th}(A))=\operatorname{Th}(A)
$$

Clearly, any classical inference system satisfies these conditions. Condition (9) can also be viewed as a fixed point equation, stating that the set of theorems monotonically derivable from a theory is a fixed point of the operator which computes the closure of a set of formulas under the monotonic inference rules. A well-known property of the monotonic inference rules is that $\operatorname{Th}(A)$ is the smallest fixed point of this closing process; in fact, that $T h(A)$ is the intersection of all $S$ such that $A \subseteq S$ and $T h(S)=S$.

In order to deal with non-monotonic logic, we need a new inference rule like this one (which we will take back immediately):

$$
\begin{equation*}
\text { "If } \left.\forall_{A}\right\urcorner p \text {, then } \vdash_{A} M p . " \tag{10}
\end{equation*}
$$

That is, if a formula's negation is not derivable, it may be inferred to be consistent. As it stands, however, this rule is of no value because it is circular. "Derivable" means "derivable from axioms by inference rules", so we cannot define an inference rule in terms of derivability so casually.

Instead, we retain the definition of $t$ as meaning monotonic derivability, and define the operator NM as follows: for any first-order theory $A$ and any set of formulas $S \subseteq L(L$, recall, is the entire language), let

$$
\begin{equation*}
N M_{A}(S)=\operatorname{Th}\left(A \cup A s_{A}(S)\right) \tag{11}
\end{equation*}
$$

where $A s_{A}(S)$, the set of assumptions from $S$, is given by

$$
\begin{equation*}
A s_{A}(S)=\{M q: q \in L \text { and } \neg q \notin S\}-T h(A) \tag{12}
\end{equation*}
$$

Notice that theorems of $A$ of the form $M q$ are never counted as assumptions. $N M_{A}$ takes a set $S$ and produces a new set which includes $T h(A)$ but also includes much more: everything provable from the enlarged set of axioms and assumptions which is the original theory together with all assumptions not ruled out by $S$. We would like to define $\mathrm{TH}(A)$, the set of theorems non-monotonically derivable from $A$, by analogy with the monotonic case as

$$
\begin{equation*}
\text { "TH }(A)=\text { the smallest fixed point of } N M_{A} . " \tag{13}
\end{equation*}
$$

This "definition" tries to capture the idea of adding the non-monotonic inference rule ( 10 ) to a first-order theory $A$. This is plausible, since it demands a set such that all of its elements may be proven from axioms and assumptions not wiped out by the proofs. Unfortunately, there is in general
no appropriate fixed point of $N M_{A}$. It can happen that a theory has no fixed point under the operator $N M_{A}$. Even if there are fixed points, there need not be a smallest fixed point.

For example, consider the theory Tl obtained as

$$
\begin{equation*}
T 1=P C \cup\{M C \supset \neg D, M D \supset-C\} \tag{14}
\end{equation*}
$$

where C and D are propositional constants. NM TI has two fixed points, which can be called $F 1$ and $F 2$. F1 contains $-C$ but not $\neg D$, and $F 2$ contains $\neg D$ but not $\neg$. Since $\neg D$ is not in F1, MD is in F1, and so $\rightarrow C$ is in F1. Similarly, the presence of ${ }^{2} D$ in $F 2$ keeps $C$ out and MC in F2. The problem is that neither F1nF2 nor FluF2 is a fixed point of $\mathrm{NM}_{\mathrm{Tl}}$. Since neither $\rightarrow$ nor $\neg \mathrm{D}$ is in $F 1 n F 2$, MC and MD are both in $N M_{T 1}(F 1 \cap F 2)$, so $\rightarrow C$ and $\rightarrow D$ are in $N M_{T 1}(F 1 \cap F 2)$, so $F 1 \cap F 2 \neq N M_{T 1}(F \operatorname{lnF} 2)$. Similarly, both $\rightarrow C$ and $\neg D$ are in $N M_{T 1}$ (FluF2), so applying $N M_{T 1}$ to the union results in a smaller set. So in this case there is no natural status for $\rightarrow$ and $\neg D$.

An example of a theory with no fixed point of the corresponding operator is the theory T2 obtained as

$$
\begin{equation*}
T 2=P C \cup\{M C \supset-C\} . \tag{15}
\end{equation*}
$$

In this case, $N M_{T 2}$ has no fixed point, since alternate applications of the operator to any set produce new sets in which etther both MC and $\sim$ exist or neither exist.

Therefore, we must accept a somewhat less elegant definition of TH. Let us define TH as follows:

$$
\begin{equation*}
T H(A)=\cap\left(\{L\} \cup\left\{S: N M_{A}(S)=S\right\}\right) \tag{16}
\end{equation*}
$$

That is, the set of provable formulas is the intersection of all fixed points of $N M_{A}$, or the entire language if there are no fixed points. We will use the abbreviation Alvp to indicate that $p \in T H(A)$. With this definition, neither MC nor MD is a theorem of $T 1$ in (14), but MCVMD is. In the following, we will abbreviate $\left\{S: N M_{A}(S)=S\right\}$ as $\operatorname{FP}(A)$, and (somewhat abusing the terms) call the elements of this set fixed points of the theory $\mathbf{A}$.

## 5. MODEL THEORY

An interpretation $V$ of formulas over a language $L$ is a pair $\langle X, U\rangle$, where $X$ is a nonempty set, and $U$ is a function which associates relations and values over the domain $X$ with each predicate, variable, constant and propositional constant letter in the usual fashion. That is, for each n-ary
predicate letter $P, U(P) \subseteq X^{n}$; for each variable or constant $x, U(x) \in X$; and for each propositional constant letter $C, U(C) \in\{0,1\}$. Using this mapping function $U$ we define the value $V(p)$ of a formula $p$ in the interpretation $V$ to be an element of $\{0,1\}$ satisfying the following conditions: For an atomic formula $p\left(x_{1}, \ldots, x_{n}\right)$, the value is 1 if $\left\langle U\left(x_{1}\right), \ldots, U\left(x_{n}\right)\right\rangle \in U(p)$, and is 0 otherwise. $V(\neg p)=1$ if $V(p)=0$, and is 0 otherwise. $V(p \supset q)=1$ if either $V(p)=0$ or $V(q)=1$, and is 0 otherwise. $V(V \times p)=$ 1 if for all $y \in X, V^{\prime}(p)=1$, where $V^{\prime}=\langle X[y / x] U\rangle$, where $[y / x] U$ is the mapping derived from $U$ by changing its value at the point $x$ to the value $y . V(V x p)=$ 0 otherwise. If $V(p)=1$, we say that $V$ satisfles $p$, and write $V=p$.

A monotonic model of a set of formulas $S \subseteq L$ is an interpretation $V$ which satisfies each formula in $S$, that is, $V(p)=1$ for each formula $p \in S$. A non-monotonic model of a theory $A$ is a pair $\langle V, S\rangle$, where $V$ is a monotonic model of $S$, and $S \in F P(A)$. When the context makes the intended meaning clear, we will use the term model of $A$ to mean either a non-monotonic model, a monotonic model, or an element of $\operatorname{FP}(A)$ for the theory $A$.

Although unorthodox, this definttion provides a meaning for formulas Mp which reflects the proof-theoretic property that " $p$ is consistent with what is believed". This notion is made precise by including in the model a set of "current assumptions" (namely, As $A^{(S) \text { ). A model for a theory }}$ must assign 1 to all of these assumptions, so the effect is that $M p$ is assigned 1 in a model if $\neg p$ is not derivable and $\neg \mathrm{Mp}$ is not derivable from the current assumptions and the original theory, that is, if $p$ is consistent with what is "believed" in the model. Unfortunately, Mp may be assigned 1 in some model even when $\urcorner p$ is derivable (for example, when no axiom mentions $M p$ at all). This indicates that the logic is too weak. We discuss this problem in the full paper. We present a stronger logic, with a more elegant model theory, in a forthcoming paper.

With this definition of model, we can justify the definition of provability.

Theorem I. (Soundness) If Alv, then $V F_{p}$ inr all models $\langle V, S\rangle$ of $A$.
Proof: Assume Arp. If there are no models of $A$, the theorem follows trivially. Otherwise, $p$ is a member of every fixed point of $A$. But since every model of $A$ is a monotonic model of a fixed point of $A$, every model assigns 1 to p .

Theorem 2. (Completeness) If $V=p$ for all models $\langle V, S\rangle$ of

## A, then Arp.

Proof: Assume that it is not true that Arp. Thus there is a fixed point $S$ of $N M_{A}$ which does not contain p. Now $T h(S)=S$ by idempotence, so $S \sharp p$. But the predicate calculus is complete, so some monotonic model $V$ of $S$ has $V(p)=0$.

It is not surprising that we have completeness, since the definition of truth makes reference to provability. The proof was for first-order theories, but it can easily be generalized to any complete formal logic. For example, if we take care not to confuse $M$ with the $S S$ operator "possibly", we can easily get a complete non-monotonic extension of SS.
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#### Abstract

In order for a system to learn how to do new tasks, it must be capable of assimilation and accommodation. The assimilation capability enables a system to relate unfamiliar situations to situations that it knows about. Through assimilation, an unfamiliar situation is transformed, for a time, into a familiar situation. The accommodation capability enables a system to make such transformations permanent. ANA, the system described in this paper, is a production system that is capable of both assimilation and accommodation. Initially, ANA has a few methods for accomplishing a variety of simple tasks. When it is given a not too unfamiliar task, it performs that task by analogy with one of the tasks it has a method for. When it accomplishes a new task (and typically this happens only after the method has been extended to handle problems that it was not designed to cope with), it stores the knowledge of how it did the task. If ANA is subsequently faced with the same task, it recognizes the task and performs it using the knowledge previously gained.


## 1. INTRODUCTION

Any Al system that hopes to amount to much must have two capabilities. First, it must be capable of assimilation; it must be able to bring to bear whatever knowledge it has that is relevant to an unfamiliar task - even though that knowledge was acquired in a variety of unrelated contexts. Second, it must be capable of accommodation; It must be able to augment and modify its knowledge so that unfamiliar tasks become familiar. The work described in this paper shows one way in which these two capabilities can, in a modest way, be realized.
The system described, ANA, has limited knowledge about how to function in a simple environment. ANA is a production system; its productions are organized as a set of methods. The particular (and only) assimilation and accommodation strategy that ANA employs is to use these methods analogically. When given an unfamiliar task, it maps the description of a task for which it has a method into the description of that unfamiliar task. As it uses its method, instead of executing the actions prescribed by the method, it executes the actions dictated by the mapping. Whenever ANA uses a method successfully on an unfamiliar task, it builds a production that associates that method with the description of the

[^24]task (thereby making the unfamiliar task familiar). If in the course of doing a task the analogy breaks down, ANA attempts to patch the method; if it finds a patch, it builds a production that associates the patch with whatever caused the breakdown.

## 2 SOME CONTEXT

The production system architecture used to implement ANA is called OPS2 [2, 4, 7). An OPS2 production system consists of a collection of productions held in production memory and a collection of data elements held in working memory. A production is a conditional statement composed of condition elements and action elements. Condition elements are templates; when each can be matched by an element in working memory, the production containing them is said to be instantiated. The production system interpreter operates within a control framework called the recognize-act cycle. In recognition, it finds all instantiations, and In act, executes the action elements of one of them. The recognize-act cycle is repeated until either no production can be instantiated or an action element explicitly stops the processing. Recognition can be divided into match and conflict resolution. In match, the interpreter finds the conflict set, the set of all instantiations of productions that are satisfied on the current cycle; OPS2 is implemented in such a way that the time needed to compute the conflict set is essentially independent of the size of production memory (see [1]). In conflict resolution, the interpreter selects (on the basis of a few simple rules) one instantiation to execute (see [5]). The actions that can be performed include adding elements to and deleting elements from working memory and building new productions composed of elements in working memory.

To provide ANA with the capability of performing a variety of tasks, its knowledge is represented as a set of methods. Each method contains the knowledge that ANA needs in order to achieve some goal. Since part of this knowledge is the knowledge of subgoals that have to be achieved, ANA's knowledge is organized, though only implicitly, as a hierarchy of methods. The productions that comprise each method have condition sides with a quite simple form. This form is perhaps most easily described in terms of the type of data element that each condition can match. A data element contains information about a goal or about some feature of ANA's environment. In addition, each data element contains a subelement, which I will refer to as the marker, that specifies, among other things, the element's type (see [8]). There are four types of data elements: goals, constraints, percepts, and concepts.
A data element marked "goal" contains two subelements (plus a marker). One of these is a pointer to the set of constraints on the action to be performed; the other is a pointer to the set of constraints on the object to be acted on. A data element marked "constraint" contains three subelements (plus a marker); constraints are attribute-name-value triples. A goal element and the two sets of constraints it points to are collectively a goal description. When ANA attempts a task, it finds an object that fits the description stipulated by the object constraints and performs the type of action stipulated by the constraint containing the type of the action. The other action constraints specify the expected effect of performing that type of action on the class of objects described. Figure 2-1 displays a goal description. The stipulated action type is paint. The object to be painted is a yellow table in a location whose label is L32. The expected effect is a change to the surface of the objectj specifically, the color of the object should be red once the goal is achieved.

## (act*1 object*2 (goal not-achieved 3))



Figure 1: A goal and a set of constraints
A data element marked "percept" contains information about one of the objects in ANA's environment. In ANA's world, an object is just a bundle of percepts (a set of attribute-value pairs). ANA "sees" an object whenever a production containing the operator ©scan fires. ©scan takes a (partial) description (a set of attribute-value pairs) as its argument and searches the environment for an object matching that description. If
it finds such an object, it deposits a sot of elements, each of which is marked "percept", in working memory) each of these data elements corresponds to one of the attribute-value pairs of the object found. Clearly, In order for ANA to be able to distinguisn among objects, these percepts must somehow be linked Thus, @scan puts a "token-name", as well as an attribute and a value, in each percept that it deposits in working memory.
A data element marked "concept" can be thought of as a processed percept. When ANA looks at something, it does so for a reason - ie, to find out something about the object. For each percept that contains information that it cares about, it asserts an identical element marked "concept". In addition, it asserts an element, also marked "concept", that relates the set of constraints on the object with the object's token-name. The concept marker has several uses: (1) It enables ANA to focus its attention on particular features of en object. (2) ANA can pretend that an object has a value that it in fact does not have by asserting a concept containing that value. (3) ANA can use concepts to store non-perceptual knowledge about an object. Figure 2-2 shows a collection of percepts (the attribute-value pairs that comprise the object that ANA thinks of as tablet* 1); the figure also displays two concepts. When ANA is given a task, the description of the object to be operated on may, but need not, uniquely specify an object. In order to do the task, ANA must find an object that matches the description given. ANA's productions distinguish between information that constrains the selection of an object and information about a particular object. Elements containing the first sort of information are marked "constraint", while elements containing the second sort are marked "concept". If ANA were given the task shown in Figure 2-1, and if it looked for a chair whose color was blue in order to determine its location, then ANA would assert the concepts shown in Figure 2-2. The concepts would indicate to ANA that the table It refers to as tablet *1 is the one to be operated on.
> (type table:1 (percept true 7) table)
> (color table*1 (percept true 7) yellow)
> (weight table:1 (percept true 7) light)
> (location table:1 (percept true 7) L*32)
> (position table:1 (percept true 7) (1))
> (location table*1 (concept true 8) L*32)
> (token object:2 (concept true 8) table $\$ 1$ )

Figure 2: Some percepts and concepts

As is evident from Figures 2-1 and 2-2, an element's marker specifies more than just the type of the element. It contains information about the status of the element. A constraint, for example, may be "given", "not-given", or "possible". The marker also contains information indicating the element's recency.

## 3. ANA'S TASK ENVIRONMENT

ANA's task is to manage a paint shop. ANA operates a machine that sits in the middle of the shop. The only things in the shop other than the machine are a variety of paintable objects. The shop and the things in it ere all abstractions of real objects; they are represented as collections of attribute-value pairs. The shop is a 3 by 6 matrix; each square in the matrix is a stack with type location, one of 18 positions ((1 1) - (3 6)), a label (L11 L36) and a composition (the stack of objects that occupy it). Each of the objects in the shop have a type (eg, chair, box, desk), a location, a position in the location, a color, a weight, and a state (clean or dirty). The shop and its current contents are shown in Figure 3-1.
ANA has five operations that it can perform on the objects in the shop. One of its operators, ©spray, starts the machine. Three operators, @carry, ©push, and ©cart, enable it to move objects from one location to another. ANA's other operator, @scan, as I mentioned, enables it to see what is in the shop. In keeping with the somewhat artificial nature of the shop and its contents, there are some artificial constraints on these operators. Which of the move operators is applicable is determined by the weight of the object to be moved, ©carry can be used only with light objects, ©push only with heavy objects, and ©cart only with really heavy objects; ©carry cannot be applied to an object unless it is the top object in a stack, and neither ©push nor ©cart can be applied unless the object is the only object in a location. If an object is carried to a location that already contains four objects, it will fall onto en adjacent location; if an object is pushed or carted to a
location that already contains one or more objects, it will end up in an adjacent location. In order to paint an object, ANA must move it to location L23 and must put a paint can on top of the machine (in location L24): the operator, ©spray, will modify the color of the object in L23 and cause it to be output in location L34. If there is not exactly one object in L23, ©spray does nothing; if there is no sprayable substance on top of the machine, the object in L23 will be output to L34 unchanged. The move operators all take the "token-name" of the object to be moved and the "token-name" of the location to which it is to be moved as their arguments. Thus these operators all presuppose a prior ©scan.
ANA's initial task-specific knowledge consists of six methods. ANA has a method for painting tables whose location is L32 red. ANA also has a method for clearing off the top of desks that are in L32. ANA's other methods are all methods for transporting objects. One of these methods enables it to move boxes that are in L25 to some unspecified location. A second method enables ANA to carry tables in L32 to L23. A third method enables ANA to carry cabinets in LII to L16; this method assumes that the position of the cabinet In the stack is known (and is something other than top, and so calls the cleartop method as a submethod. The fourth method enables ANA to cart cabinets In L31 to L23.

Two of the tasks that ANA has been given will be used as examples in the following sections. The two task* are: (1) "paint the blue chair in L21 red and then move it to L35", and (2) "wash the thing in LI2". ANA's In»tel methods do not enable it to do either task directly; $n$ both cases ANA must perform the tasks by analogy.


Figure 3-1: ANA's paint shop

## 4. ANA'S LEARNING STRATEGY

To do the tasks described in the previous section, ANA has to be able to assimilate new knowledge. Since the few methods that it has for getting things done in the shop are not (for the most part) the methods needed to do these tasks, it must find a way to apply the knowledge it has to the unfamiliar tasks. ANA's strategy is to find a method that is adequate for a related task and assume it will be adequate for the new task. Since this assumption will often lead it to do the wrong thing, it must have ways of correcting its errorful actions. ANA's solution is to watch for signs that it is not accomplishing its task. Three kinds of problems can arise. If the method it is using generates a subgoal, ANA tries to determine whether that goal is appropriate within the context of its current task; if ANA decides it is not, it substitutes an appropriate goal. If ANA sees that it has achieved a result other than the one it intended to achieve, it assumes that the method it is using does not take into account one or more constraints imposed by the particular task at hand; in this case it tries to determine what the additional constraints are and then attempts the task again keeping those constraints in mind. If ANA sees that It is unable to achieve a result because of some constraint imposed by the method it is using, it checks with its task master to see if that constraint is necessary; If the task master indicates that it is not necessary, ANA ignores the constraint.
The first time ANA does an unfamiliar task it spends a great deal of time selecting methods to use, establishing and extending mappings, and recovering from errors that it falls into. On subsequent occasions, ANA can do the tasks more directly. Roughly speaking, all that ANA does is store worked-out analogies. It associates each newly familiar goal description with a method that can achieve that goal analogically. ANA does not try to generalize; thus the only goal descriptions that it recognizes (ie, does not have to assimilate) are goal descriptions that it has previously encountered. Though this limitation is significant, it is not as severe as It perhaps sounds. In the first place, as ANA engages in some task, it typically generates a number of subtasks for itself. The knowledge that it stores about how to perform each of these subtasks is accessible in any context - ie, not just in the context of the particular task in which the knowledge was gained. Thus if ANA is given an unfamiliar task, though it will have to use its analogy mechanism in order to do the task, it may turn out that some of the subtasks that it generates in the course of doing that task are identical to subtasks that it has already learned how to do. Whenever this happens, ANA can use the knowledge that It previously acquired. Secondly, although ANA learns how to do a specific task, what this means is that it learns what to do given a particular set of constraints on the action and the object to be acted on. If ANA is given a task that includes those constraints, but others besides, It
can use its acquired Knowledge. Of course the fact that there are additional constraints may mean that ANA's knowledge will be inadequate for the task; but if to, ANA can make use of its error recovery methods to further refine its knowledge.
In this section I will give a general description of ANA*s learning strategy. I will first describe how ANA sets up analogies and will then describe how it recovers when an analogy breaks down.

### 4.1 Setting Up Analogies

When ANA is given a task that it knows how to do (ie, a task for which it has a method), it needs no special mechanism to make contact with that method) the productions comprising the method are satisfied by elements in working memory and fire. When ANA is given an unfamiliar task, however, it must select an appropriate method and then assert elements that will satisfy that method's productions. To enable ANA to make contact with an appropriate method, each of its methods has associated with it a method description production. Each method description production contains two condition elements that specify the type of action and object with which its method is equipped to deal. It may contain any number of additional condition elements specifying constraints on the action and object. When given a unfamiliar task, ANA first generates action types and object types that are related to the action and object types associated with its current task. The knowledge it uses is represented as a tree of types) each node of the tree is defined by a set of productions. One of the productions has as one of its action elements an element indicating the supertype of that type; each of the other productions has as one of its action elements an element indicating an instance of that type. After some number of these isa net productions fire, one of the method description productions will be satisfied and will fire. The action part of the production contains the set of constraints that the associated method is familiar with. These constraints are marked "constraint possible" rather than "constraint given" to indicate their provisional nature. A method description production simply proposes its method) before ANA uses the method It evaluates the method's adequacy.
$3_{\text {Anyone }}$ femiliar with HACKER [9] with have noticed that HACKER and ANA have aimiler aspiratione. Both oysoteme stert out with a himitod amount of knowledge and try to build on that knowledge in auch a way that thoy become incroastingly bettor able to accomplish unfampior toeske. But thoy heve rother difforent building atrotogios. When HACKER encountors an inadequacy in one of ite procedures, it oxaminoes the codos when it finde the bue, it rewrites the procedure. AMA is more of e hacker. When ANA encounters on imedequacy in one of the methode it dotormines what behavior it approprifete and aseociates that behovier with e desecription of the current content. Eech of AMN'e flaes is pro-eminently a petch.

AANA's capebillties are diecribed in conaiderably more dotell in [ध]

The first step in this evaluation involves setting up a mapping between the description of its actual goal and the pseudo-goal-description generated by the method description production. ANA finds all of the attributes in the description of the actual task ("constraint given"s) for which there are corresponding attributes ("constraint possible"s) asserted by the method description production. For each such pair of constraints, ANA asserts an element that indicates that the method's value (hereafter called the "pseudo-value") is to be mapped into the stipulated value.
After these mappings are established, the evaluation of the proposed method begins in earnest. ANA first checks to determine if there is any reason to think that the method will not work for the task at hand. Initially, it has no reason to think badly of any method. But as we will see in more detail later, when it encounters a problem as it tries to use a method, it builds a production that associates with the type of action that It is attempting an indication of the cause of the problem. If, for example, ANA attempts to carry an object that is buried down in the middle of some stack, its initial attempt will fail. But ANA will recognize that the cause of the problem is the position of the object in the stack, and will associate a pre-condition with the action type "carry", ie, that the object to be carried must not have anything on top of it. The problems that arise can be distinguished on the basis of how likely it is that they can be overcome. ANA divides problems into two types: (1) problems that arise because of some mutable attribute of an object, and (2) problems that arise because of an immutable attribute of an object. When a pre-condition is violated by an immutable attribute of an object, ANA concludes that the method it is considering is unlikely to work. When there are no immutable violators, but a pre-condition is violated by a mutable attribute, ANA concludes that the method will probably work, but only if a subgoal that can satisfy the pre-condition is achieved.
After ANA has evaluated a method, it typically returns to its isa nets and generates additional types with the hope that a better method will turn up. How long it spends searching depends on how good its current best candidate is; it spends more time if the current candidate falls into the "unlikely to work" category than if it falls into the "will probably work" category.
Once ANA has selected a method to use, it must somehow change its conceptual world in a way that makes it possible for it to use the method. The problem is that all of the productions comprising each of its methods are sensitive only to those constraints that are marked "constraint given". Since the evaluation stage results only in a set of constraints marked "constraint possible", ANA still cannot do anything. But the solution is straight-forward. ANA asserts, for each constraint marked "constraint possible", an element that is identical to the "constraint possible" element except that it is marked "constraint given". Now in ANA's working memory in place of the single set of constraints
stipulated in the description of the actual task, there are three sets of constraints: (1) the original set (each marked "constraint given"); (2) the set generated during the evaluation stage (each marked "constraint possible" and containing the pseudo-values expected by the method, rather than the stipulated values); and (3) a set that will match the productions in the method selected (each marked "constraint given", but containing the same pseudo-values as the set marked "constraint possible"). As simple as this device is, it is sufficient to enable ANA to make effective use of the selected method. Whenever ANA runs into difficulties, it has all the information that it needs in order to distinguish between what it is actually trying to do and what it is pretending to do. Since ANA is always implicitly aware of the difference between what it is trying to do (Its actual goal) and what it is pretending to do (its pseudo-goal), whenever its pretending results $\ln$ an action that is inconsistent with its actual goal, it can use this difference to figure out how to get back on the right path.
Next ANA prepares for one type of difficulty that might arise as it uses the method analogically -- the "unexpected result". ANA's method description productions typically include one or more condition elements that indicate the expected effect of the method. As ANA prepares to use the method, it builds a production that watches for the violation of this expectation for the particular task at hand. The method description production for ANA's "paint table" method, for example, indicates that the expected effect is that the color of the table will become red. If ANA is given the task of painting some object yellow, it wants to be sure that the effect actually achieved is that the table becomes yellow. So ANA builds a production that keeps its eye, so to speak, on the object; if after the object Is painted it is not yellow, this production can fire.
ANA is now ready to use the method it has selected. However, if it is to avoid having to set up the same analogy on subsequent occasions, it must store the knowledge it has gained in a readily accessible form. Thus, just before it actually attempts an unfamiliar task, ANA builds a production that will "set the stage" if It is ever again asked to do the task it is about to try. In order for this production to fire at the appropriate times, it must be sensitive to the set of stipulated constraints that comprise ANA's current goal. Thus, ANA generates a list containing the element in working memory that points to the constraints on this goal and each associated element, marked "constraint given" for which there is no corresponding element marked "constraint possible". The pointer in each of these elements is replaced by a variable, and the list of elements becomes the conditional part of the production that ANA will build. The action side of the production must make contact with the method that has been selected for the task; consequently, ANA generates a list containing each "constraint given"/"constraint possible" pair linked to the current goal, plus each of the map
elements associated with these constraints. After the pointer in each of these elements is replaced by a variable, the list of elements becomes the action part of the production that ANA will build.
At this point, ANA could simply build the production, but there is a problem. Since it has not yet tried to use the method it has selected, it has no idea whether the method will work. If ANA were to build the production before trying the method, and the method turned out not to work for the current task, ANA would have a piece of faulty knowledge. ANA's solution is to build a production whose condition side contains just one element ~ an element that will match the current goal element when that element is marked "goal achieved". If this production fires, the action side builds the production described above.

### 4.2 Using Analogies

As I indicated above, there are three ways in which ANA can get into trouble as it tries to use a method analogically: (1) The method may generate a subgoal that is inappropriate in the context of its current task. (2) The method may be under-specified (ie, insufficiently constrained), and so ANA ends up operating on (or trying to operate on) some object in an inappropriate way. (3) The method may be over-specified (overly constrained), and so ANA achieves a goal, but does not know it.
Whenever a subgoal is generated by a method, a new (distinct) description of the action and its expected effect is asserted. But the description of the object to be acted on may or may not be new. If it is not new, ANA simply checks the description of the action to see if it contains any new constraints. ANA has a production whose purpose is to watch for any constraint whose value is the pseudo-value of some map element. Whenever such an element is asserted, this production fires; the result is two additional assertions. One is identical to the assertion that triggered the production, except it is marked "constraint possible"; the other is an assertion, marked "constraint given", whose value is the stipulated value of the map element. If the object to be acted on is new, ANA tries to determine whether it is an appropriate object for the task at hand. If ANA decides that it is not appropriate, it replaces the object description asserted by the method with the description of an appropriate object. For example, ANA has a method for painting tables that generates the subgoal of putting a paint can on top of its "paint machine". If ANA is given the task of washing an object, it decides that it should substitute water for paint.

ANA has two ways of determining that it is using an under-specified method. One is to wait until one of its operations on an object in its environment fails. When an operator (eg, @carry, @cart) fails, an element marked "action failed" is deposited in working memory; this element identifies the cause of of the failure. If, for example, @carry fails because the object to be carried
is not the top object in a location, the "action failed" element will Indicate that the offending attribute is "position" and that carry will work only if the object Is at the top of the stack. ANA has a production that watches for an "action failed" element to be deposited in working memory. When such an element is asserted, this production fires and generates the goal of recovering from the error. The first thing that the error recovery method does is check to determine If the offending attribute is mutable or immutable. Since ANA responds differently depending on whether the offending attribute is mutable or immutable, we will consider each case separately.
We have already seen what happens in the mutable case. If an operator fails because of a mutable attribute of some object, ANA builds a production associating the current action type with that attribute and the value it must have. If ANA knows how to change the attribute, it generates a subgoal to do so; if it does not know, it asks the task master. This fix is sufficient to enable ANA to deal effectively with the problem. In the future, if ANA considers a method whose action type Is associated with the necessary, but mutable, value of some attribute, and if the object does not have that value, ANA knows that to use the method It is considering, it must generate a subgoal to satisfy this pre-condition.
The immutable case is more complex. If the problem is due to some feature of the environment that cannot be changed, ANA must find a new way of dealing with the situation. What this means, in ANA's simple world, is that ANA must use a different operator to effect whatever change it desires. When ANA finds itself in such a situation, it builds a production whose condition side is the same as the condition side of the production that actually operates on the environment; this production generates the subgoal of finding the value of that attribute of the object that is relevant to the operator. It builds a second production whose condition side is identical to the first except that it includes a condition element that is satisfied if the value of that attribute is different from the value required by the operator; the action side of this production, executes a different operator. The reason for making the condition side of this production a special case of the original production is that ANA wants the original production to fire unless the information that is obtained about the object to be operated on indicates that the original production's operator is inappropriate.

ANA's other way of determining that it is using an under-specified method has already been discussed. When ANA decides to use a method analogously, it builds a set of productions to watch for unexpected results. Whenever ANA operates on an object and the result is different from that expected by one of these productions, it will fire. When it does, ANA first asks how to undo the unwanted result and then asks for an indication of what went wrong. ANA expects to be told that the value of one of the attributes of one of the
objects in its environment is wrong and expects to be told what the value should be. ANA then treats this information in exactly the same way that It treats the information contained in an element marked "action failed".

ANA's method for determining whether the method it is using is over-specified is to ask. It has a production that waits until the goal of finding some object is generated, and then looks to see if the values of any of the expected effect constraints on that object differ from the values of the corresponding percepts. If there is a discrepancy, the production fires. ANA asks the task master whether the value of the attribute has to be the stipulated value. If the task master answers "yes", then ANA keeps looking until it finds an object with the stipulated value. If the task master answers "no", ANA assumes that the method it is using is over-specified, and asserts an element that indicates that the object that it has found has the stipulated value (even though it does not). In order to produce a permanent fix, ANA builds a production that will assert that element whenever it is given an object to find In the context of the current action type.

## 3. TWO SAMPLE TASKS

In this section, ANA's behavior on the two sample tasks is described. Taken together, the two tasks provide examples of most of ANA's capabilities.

### 5.1 The Chair Painting Task

When ANA is given the task of painting the blue chair In L21 red, since it has no method that is directly applicable, it must make contact with an appropriate method. After a few of its isa net productions fire, the method description production for painting tables is satisfied and fires. The action type "paint" is mapped Into itself, the description of the expected effect of painting is mapped into itself, the object type "table" is mapped into "chair", and the description of the location of the table (that it is in L32) is mapped into the description of the location of the chair (that it is in L21). ANA then looks for other candidate methods. Since it finds none, it selects the "paint table" method as the method to use. For each element asserted by the method description production marked "constraint possible", it asserts a corresponding element marked "constraint given". It then builds a production that will fire if the chair, after being painted, is not red, and It builds a production which will build a production that associates the task of painting a chair In L21 with the "paint table" method if that method is used successfully. The first action of the "paint table" method Is to assert
the subgoal of finding the table (chair) to be painted. Once the chair is found (by means of @scan), the subgoal of carrying the table (chair) to L23 is asserted. Since ANA has a method for carrying tables from L32 to L23, and since the pseudo-goal generated by the paint method is to carry a table from L32 to L23, ANA does not need to search for a method to use to accomplish the carrying goal.
The first action of the "carry table" method is to assert the subgoal of finding the table to be carried; again the blue chair in L21 is found. Then the method asserts the subgoal of finding the location to which the table (chair) is to be carried. The goal description stipulates that this location is to be L23 and the expectation is that this location is empty. Since L23 is a new object (ie, is not mentioned in the initial description of the task to be performed), ANA has to decide whether for its current task a different location should be substituted for L23. It has no knowledge that leads it to think that a substitution should be made, so it accepts L23 as the location to which it should carry the table (chair). The next action is to use the @carry operator to move the table (chair) to L23. This operator is applied, but falls because the chair it tries to carry (the blue chair) has another chair on top of it. ANA knows that the position of an object in a stack is a mutable attribute. Thus it builds a production that associates with the action "carry" the information that in order for an object to be carried it must be at the top of a stack. Whenever ANA subsequently considers carrying an object, this production will fire. ANA knows that if an object must be at the top of a stack and is not, that it can remedy this by asserting a cleartop goal. Thus, after ANA builds the production it asserts the goal of clearing off the top of the blue chair.

When it asserts the cleartop goal, it finds that it has no immediately applicable method, so it uses its isa nets to make contact with an appropriate method. It selects its method of clearing the top of a desk in L32. This method generates the goal of moving the top object In the stack. Again, ANA has no method for moving a chair from L21, but it does have a method for moving a box from L25. It selects this method to use. One of the constraints on the "move box" method is that the expected effect of moving the box is that it end up In L33. When ANA uses the method, it sees that it could move the green chair to L22 and so asks the task master if it is necessary that the chair end up In L33. Since there is no reason in this case for the chair to be moved to L33 (ie, since the method is over-specified) the task master indicates that it is not necessary and ANA moves the chair to L22. Having achieved its move
> ${ }^{5}$ ANA': method for finding objecte, unlike ite other mothode for operating on objocte in the paint shop, is quite compral. The "find" productions ore ewore of the "conatroint given"/"constraint posolbto" distinction; if this wore not the cose, whon "find" wes muoked AMA would be unsble to dotermine whether to escen for the actued abject desired or the peoudo-object epecified by the method being used.
goal, the production that ANA built to build a production that associates the task of moving a chair in L21 with its "move box" method fires. Since the cleartop goal is also now satisfied, the production which builds a production that associates the task of clearing off the top of the chair in L21 with its "cleartop desk" method also fires. Once the blue chair is at the top of the stack, the carry method again comes into play. This time, when the @carry operator is executed, it succeeds, and so the chair ends up in L23. Since the carry goal is satisfied, the production which builds a production that associates the task of carrying the chair with the "cleartop desk" and "carry table" methods fires.
When the chair has been moved to L23, the "paint table" method asserts the goal of carrying the red paint can to L24. Since the red paint can is a new object, ANA has to decide whether it should substitute some other object for it. ANA knows that the purpose of a paint can is to contain paint. It also knows that the purpose of paint is for painting. Since painting is the stipulated action type for the task at hand, ANA assumes that the type of the object that it wants to carry is paint can. After deciding that the stipulated object type is in fact appropriate, it checks the other constraints on the object. Since it knows that the label on a paint can indicates the color of the paint inside the can, it checks whether the description of the expected effects of doing the painting make any mention of color. Since the expected effect of painting the box is that it will become red, ANA concludes that the red paint can is appropriate. Since ANA has no method for carrying a paint can, it selects its "carry table" method again and uses it successfully. When both the object to be painted and the paint can are in the appropriate locations, the "paint table" method executes the ©spray operator, and the newly painted chair ends up in L34. Then the subgoal of carrying the paint can back to its original location is generated, and "carry table" is used successfully.
Now ANA must move the newly painted chair to L35. The "carry table" method is selected. After selecting the method, ANA (as usual) builds productions to watch for unexpected results. One of the productions built In this case watches to make sure that after the chair it carried, it is in location L35. In this particular case, since there are already four chairs in L35, when the chair Is added to the top of the stack, the stack teeters and the chair ends up in location L34. When the production that watches for this unexpected result fires, the task master is asked how to undo the unexpected result. Since the chair fell back to the spot where It was, and since everything else is unchanged, the task master indicates that nothing need be done. Then the task master is asked to indicate what went wrong. All he need say is that the there are too many objects In L35; there have to be fewer than four. ANA then builds a production containing the Information that in order to be able to carry something somewhere, the location that the object Is being carried to must contain fewer than
four objects. After building the production, it reconsiders what method to use for the task. This time, when it considers carrying the chair, it realizes that in order to achieve its goal it must first achieve the subgoal of moving one of the objects in L35 somewhere else. After the chair at the top in L35 is moved out of the way, the "carry table" method is again applicable and succeeds in getting the chair to L35 for keeps.

## 52 The Safe Washing Task

When ANA is given the task of washing the thing in LI2, it again selects its method for painting tables. This time, the action type "paint" is mapped into "wash", the description of the expected effect of painting (that the object painted will be red) is mapped into the expected effect of washing (that the object washed will be clean), the object type "table" is mapped into "thing", and the description of the location of the table (that it is in L32) is mapped into the description of the location of the thing (that it is in LI2). When the "paint table" method generates the subgoal of carrying the table (thing) to L23, the "carry table" method discovers that the only thing in LI2 is a safe and using one of its isa nets verifies that a safe is a thing. When it attempts to carry the safe to L23, @carry fails because the safe ls not light. An "action failed" element is asserted) the production watching for such an element fires, generating the goal of recovering from the error. Since ANA knows that weight is immutable, it knows that it cannot fix the problem by modifying the state of the world. So it tries a different operator - ©push. It builds a production that temporarily masks (ie, that is selected in preference to) the production whose action side contains ©carry. The function of the new production is to look to see whether the object to be carried is light. ANA then builds another production whose condition side is identical to the condition side of the production just built except that it contains an additional condition element that will match a percept whose attribute is "weight" and whose value is anything other than "light"; the action side of this second production contains the operator ©push. Then, since ANA sees that the weight of the thing (ie, the safe) Is "heavy" (ie, not "light"), the second production will fire, this time, ANA's attempt to move the safe is successful.
The "paint table" method next asserts the subgoal of carrying the red paint can to L24. After recalling that the purpose of a paint can is to contain paint and that paint is for painting, ANA notices that what It actually wants to do is wash. So it tries to recall an object that has the same relationship to washing as a paint can haa to painting. Since it knows that water is what Is used for washing and that water bottles contain water, It decides that it should substitute something of type water bottle for the paint can. It looks around the shop for a water bottle and when it finds one, assumes that It has alt of the appropriate attributes and substitutes the perceived values of the water bottle for the corresponding values in the description of the paint can.

ANA carries the water bottle to L24, the "paint table" method executes @spray, and the task is done.

## 6. CONCLUSIONS

It should be evident by now that ANA has a somewhat cavalier attitude toward learning. Whenever it has to learn, it learns (at most) just enough to get by. When it is given an unfamiliar task, it tries to do the task by analogy; it has a few rather weak rules that enable it to select a method to use. It maps the description of the goal that the method can achieve into its actual goal; it does not consider at this point whether the mappings are plausible. It then attempts to use the method; it does not construct a plan (since the method serves as Its plan). When the method succeeds in accomplishing a task, ANA builds a production that enables it to subsequently recognize that task and to remember the analogy; it does not create a new method. When an analogy breaks down, ANA patches the method it Is using by building a production that will watch for signs of trouble and take steps to avoid it; ANA does not modify any of the productions comprising the method. Should ANA be doing some of these things that it does not do? Which of them would improve its performance and which would merely slow it down?
Given ANA's performance on the two tasks, one conclusion that seems warranted is that if a system is provided with a set of highly specific methods for performing a few tasks, and if at least one of these methods is almost adequate for each unfamiliar task the system will face, then an assimilation and accommodation strategy like the one ANA employs enables the system to learn to perform unfamiliar tasks without requiring it to know much about learning. If the methods are almost adequate, then the types of problems that the system can encounter are quite limited: (1) Subgoals that are generated by the method may not be appropriate for the unfamiliar task; so the system will have to learn what the analogous subgoals are. (2) The method being used can be under-specified; so the system will have to learn what the additional pre-conditions on the method are. (3) The method being used can be over-specified; so the system will have to learn what constraints to ignore. The mechanisms required to solve all three problems are quite simple.
ANA's strength, then, is that its learning mechanisms are simple, but effective - at least for simple tasks. And since ANA recovers from method inadequacy by creating patches locally as particular problems arise, task complexity, of itself, presents no special difficulties. If ANA is given a complex task that can be decomposed into a set of subtasks for which it has almost adequate methods, ANA's learning mechanisms will enable it to patch those methods appropriately. The fact that ANA is so dependent on a store of almost adequate methods may appear to be a significant limitation. But these methods are highly specific and thus easily acquired. The knowledge embedded in each of ANA's task methods is just that knowledge which would be acquired If ANA
were to be led, step by step, through a particular task. Thus with some somewhat laborious training, ANA could acquire a store of methods sufficient to enable it to perform a wide variety of unfamiliar tasks. ANA does, however, have a serious weakness: its knowledge of how to select an appropriate (almost adequate) method is extremely limited. If ANA had a large number of methods from which to select, it would need more knowledge of the interrelationships among actions and among objects and more knowledge of how to determine the dimensions along which to compare tasks. If ANA had such knowledge, and if it had a large store of methods, its learning strategy could be effective in many non-toy domains.
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# AN ANALYSIS OF GENERALIZATION AS A SEARCH PROBLEM 

Tom M. Mitchell<br>Computer Science Department<br>Rutgers University<br>New Brunswick, NJ 08903

The problem of concept learning, or forming a general description of a class of objects given a set of examples and non-examples, is viewed here as a search problem. Existing programs that generalize from examples are characterized in terms of the classes of search strategies that they employ. Several classes of search strategies are then analyzed and compared in terms of their relative capabilities and computational complexities.

## 1 Introduction

"Learning" is a broad term covering a wide range of processes. One process central to many kinds of learning is the process of generalization or learning.; that is, characterizing a
class of specific observations by abstracting the important features common to members of that class. *

This problem of generalizing from a set of training instances has been studied by many researchers over the last two decades (e.g., [1], [10],[13],[4],[2],[12],[3],[6]). The results so far have been tantalizing: partially successful programs have been written for problems ranging from learning fragments of spoken English to learning rules of chemical spectroscopy. But comparing ana understanding alternate strategies has been difficult because of differences in data representations, terminology, and problem characteristics.

The goal of this paper is to compare alternate approaches to generalization in terms of a single framework. Toward this end, generalization is cast as a search problem, and alternate methods for generalization are characterized in terms of the search strategies that they employ. This characterization uncovers similarities among approaches, and leads to a comparison of relative capabilities and computational complexity of alternate approaches.

- An extended version of this paper is available as Rutgers Department of Computer Science technical report DCS-TR-78. This work has been supported in part by the National Institutes of Health under grant RR 00612-07 and by the Advanced Research Projects Agency under contract DAHC 15-73-C-0435.


## 2 The problem

The class of concept learning, or generalization problems considered here may be characterized as follows:
Given: 1. A language in which to describe
concepts.
2. A set of positive and negative
training instances of some "target
concept" (concept to be learned).
3. A matching predicate that matches
concept descriptions to instances.
Concept descriptions within the
provided language that are
consistent with the presented
training instances.

Here a concept description is c6nsidered to be consistent with a set of training instances if and only if it matches every positive instance and no. negative instance in the set. This strict requirement of consistency is imposed in order to obtain concrete results in comparing alternate approaches. Although several of the approaches to be considered have been extended to deal with inconsistent training data, an analysis of performance in such cases is beyond the scope of this paper.

Generalization as defined above can conveniently be viewed as a search problem, in which the language of allowed concept descriptions defines
the domain of concepts that the program might learn, or the space of possible "solutions" to the concept learning problem. The program must examine this solution space, subject to constraints imposed by the training instances, to determine valid descriptions of the target concept.

### 2.1 The. Partial Ordering

A key characteristic of the above generalization problem is that there is a useful structure to the solution space of possible concept descriptions. This structure is a partial ordering based upon the "more-specific-than" relation defined as follows*:

More-specific-than relation: Given two concept descriptions, CD1 and CD2, we say that CD1 is "more-specific-than" CD2 if and only if CD1 matches a proper subset of the instances that CD2 matches.

As an example, consider the following three concept descriptions which characterize classes of block structures:

CD1: "A structure including a green slab
supported by two posts."
CD2: "A structure including a slab."
CD3: "A structure including a red slab."
Here, CD1 is more-specific-than CD2: any Instance which matches CD1 must also match CD2. Similarly, CD3 is more-specific-than CD2. In contrast, CD3 and CD1 are not comparable descriptions in the partial ordering - neither is more specific than the other.

This more-specific-than relation imposes a general-to-specific partial ordering over the concept descriptions in the solution space of any generalization problem as defined above. It is important because it allows organizing the examination of the solution space in an efficient, complete manner. At the same time, it provides this paper with a basis for comparing alternate generalization strategies in a way that is independent of the particular concept description languages used.

- This ordering has been described previously for individual concept description languages [10], [5], [4], [12].


## 3 Model-driven and Data-driven strategies.

If concept learning is viewed as a search problem, then concept learning methods can be characterized in terms of the search strategies that they employ. Two broad classes of search strategies that have been employed for concept learning problems may be called model-driven and data-driven search strategies. These terms have been used to refer to procedures for examining spaces of possible hypotheses for a variety of problems outside concept learning [11], [9].

In a model-driven search (e.g., [2], [3]), hypotheses (concept descriptions) in the search are generated according to a predetermined model based upon prior knowledge of the problem. The generated hypotheses are then tested against the set of available data (training instances), to prune the search. In contrast, data-driven search uses the data prospectively to generate new hypotheses. Discrepancies between the current hypothesis and available data drive the generation of new hypotheses. In practice, model-driven strategies tend to consider all available training Instances at each step to test the methodically generated hypotheses, whereas existing data-driven strategies for concept learning consider the training instances one at a time to generate new hypotheses.

The model-driven search performed by the RULEGEN portion of the Meta-DENDRAL program [2] evaluates the model-generated hypotheses in terms of their performance over the entire set of training instances. This strategy can accommodate quite severe errors in the training data because it judges the generated hypotheses by their performance over a large set of instances rather than making decisions based upon single training instances. This observed robustness of model-driven search with respect to data errors is consistent with the observations of other researchers considering hypothesis formation tasks outside concept learning [9], [11].

In contrast, existing data-driven search procedures (such as [13], [10], [5], [4], [12], [6]) base the generation of new hypotheses on differences between the current hypotheses and a single new training instance.

Because of this incremental use of the data, such strategies tend to be more sensitive to errors in individual training instances, while being better suited to adapting current results when new data becomes available.

An interesting combination of the advantages of model-driven and data-driven search procedures is found in the Meta-DENDRAL program. The RULEGEN portion of the program, mentioned above, conducts a coarse, model-driven search to form approximate rules of mass spectroscopy from highly unreliable training instances. These approximate rules are then refined by a datadriven strategy which conducts a more detailed search, and takes advantage of additional data [6]. Thus, the advantages of model-driven search for dealing with inconsistent data are blended with the advantages of data-driven search for incremental use of the data.

## 4 Three Data-Driven strategies

The majority of concept learning programs reported in the literature employ data-driven search strategies. Although no two of these programs employ exactly the same strategy, it is informative to group them into classes whose members employ similar strategies and therefore possess similar performance characteristics. The aim of this section is not to compare alternate concept learning programs, but rather alternate classes of data-driven strategies that existing programs implement in various ways, for various concept description languages. We describe three such classes of search strategies here. The capabilities and efficiency of the classes are then compared.

### 4.1 Depth-flrat Search

One common data-driven strategy for examining the solution space of possible concept descriptions is depth-first search. Programs that can be characterized in this way include [13] and parts of the RULEMOD portion of the Meta-DENDRAL program [2]. In this strategy, a single concept description is chosen as the Current best hypothesis for describing the identity of the target concept. This current hypothesis is then tested against each newly presented training instance, and altered as needed so that the resulting concept description is consistent with the new instance. Each such alteration yields a a new current hypothesis, and corresponds to one step in a depth-first search through the solution space.

There are two awkward characteristics of this depth-first search strategy. First, each alteration to the current hypothesis must be tested to determine whether it is consistent with past training instances. Some systems (e.g., [13]) sacrifice assured consistency with past instances by not reexamining them when the current hypothesis is altered. Others (e.g., [2]) test past instances, and therefore require progressively larger computation time for each successive training instance. Second, once the program has determined a set of acceptable alterations to the current concept description, it must choose one of these as the new current hypothesis, and be prepared to backtrack if an incorrect choice has been made.

### 4.2 Specific-to-General Breadth-first Search

In contrast to depth-first search programs, programs which employ a breadth-first strategy maintain a set of several alternate hypotheses. Systems which fall into this class include those reported in [10], [4], and [12]. Each of these programs takes advantage of the general-tospecific partial ordering of concept descriptions to efficiently organize the breadth-first search. Starting with the most specific concept descriptions consistent with the first positive instance, the search is organized to follow the branches of the partial ordering so that progressively more general concept descriptions are considered each time the current set must be modified. The set of alternate plausible hypotheses computed by this specific-to-general breadth-first search is the set (which we shall call $S$ ) of maximally specific concept descriptions consistent with the observed training instances; that is
$S=(s!s$ is a concept description that is
consistent with the observed instances,
and there is no concept description
which is both more specific than s, and
consistent with the observed instances

One advantage of this strategy over depth-first search stems from the fact that the set $S$ represents a threshold in the solution space. Concept descriptions that are more specific than this threshold are not consistent with all the observed positive instances, whereas those more general than this threshold are. Thus, when a concept description in $S$ must be revised, it must be made more general, and the revision need not be tested for consistency with past positive instances. It must still, however, be tested against previous negative instances.

### 4.3 Version Space Strategy

The version space strategy for examining the solution space entails representing and revising the set of all hypotheses consistent with the observed training instances. This set of concept descriptions forms a convex set with respect to the partial ordering, and is referred to as the version space of the target concept (since it contains all plausible versions of the emerging concept). This strategy begins by representing the version space of concept descriptions consistent with the first positive training instance. Concept descriptions found inconsistent with subsequent instances are then eliminated from consideration. Programs that implement this strategy for two different concept description languages are described in [6].

The version space approach is feasible because the general-to-specific ordering of concept descriptions allows a compact representation for version spaces. In particular, a version space can be represented* by two sets of concept descriptions: the set $S$ as defined above, and a complementary set $G$, of maximally general Concept descriptions consistent with the observed instances:

$$
\begin{aligned}
G= & \{g \mid g \text { is consistent with the observed } \\
& \text { instances, and there is no concept } \\
& \text { description which is both more general } \\
& \text { than g, and consistent with the } \\
& \text { instances }\}
\end{aligned}
$$

The set $G$ can be computed by conducting a breadth-first search analogous to that for computing $S$, but proceeding instead from general to specific concept descriptions. Since the sets $S$ and $G$ together delimit the version space, the version space strategy can be viewed as an extension of the above breadth-first search strategy into a bi-directional search.

The power of the version space strategy lies in the fact that the set $G$ summarizes the information from the negative training instances that bounds how general the "correct" concept description might be, while the set $S$ summarizes the information from positive instances that limits how specific it might be. Thus, testing whether a given concept description is more specific than some element of $G$ and more general

- The version space is "represented" in the sense that it is possible to generate and recognize concept descriptions in the version space by examining the representation.
than some element in $S$, is logically equivalent to testing whether it is consistent with all observed training instances.

Since the sets $S$ and $G$ summarize the information in the training instances, the version space strategy does not require reexamining or saving previously processed training instances. This method of delimiting the version space leads to increased capabilities as well as efficiency.

### 4.4 Capabilities

In comparing alternate strategies for concept learning, the central issue is relative capabilities. What are the limits of each approach in terms of questions to which it can provide answers? The major differences in capabilities among the above three data-driven strategies derive from the number of plausible concept descriptions carried along at each step, and from the use of the partial ordering in guiding the search. Below we consider two desirable capabilities: (1) the ability to determine when a concept has been fully learned, and to use incompletely learned concepts in a reasonable manner, and (2) the ability of the learning program to direct the presentation of training instances in an intelligent manner.

### 4.4.1 Using Imprecisely Learned Concepts

Recognizing the degree to which a concept has been learned, and using incompletely learned concepts in a reasonable manner are essential capabilities for practical learning systems. It is rare that the available training instances precisely describe the target concept.

The version space strategy provides a straightforward method for detecting the point at which a concept is precisely described by a set of training instances, with respect to the given concept description language. The concept is completely learned (assuming reliable training instances, and a sufficient concept description language) if and only if the version space contains exactly one concept description; that is, if $S$ and $G$ contain one and the same concept description. In contrast, it is difficult to recognize this condition when maintaining only a single current concept description, as with the depth-first search strategy.

In the case where a partially learned concept must be used, the sets $S$ and $G$ again provide
useful information. Consider the case in which the version space derived from the provided training instances contains a range of plausible concept descriptions, no additional training instances are available, and a new instance is presented to be classified.

In such a case, although the exact identity of the target concept is not fully determined by the training instances, it is. known that the correct description of the target concept lies somewhere within the version space delimited by $S$ and $G$. Therefore, if the new instance matches every concept description in the version space (equivalently, if it matches each element of $S$ ), then it can be classified as a positive instance with the same certainty as if the concept had been uniquely described by the training instances. Alternately, if the instance matches no concept description in the version space (i.e., it matches no element of G), then it is certain that the instance does not match any description of the target concept that would be chosen by examining additional training instances. Thus, for such instances it is possible to use the partially learned concept to obtain classifications that are as reliable as if the learned concept had been completely described by the training instances.

In contrast, instances that match some, but not all concept descriptions in the version space cannot be reliably classified until further training instances are available. Of course, by considering outside knowledge and examining the proportion of concept descriptions in the version space which match the instance, one might still estimate the classification of such instances.

Because the specific-to-general breadth-first strategy also computes the set $S$, this strategy allows reliably classifying the same positive instances as the version space strategy. Since it does not compute the set $G$, however, it cannot distinguish between instances which the version space strategy would reliably classify as negative Instances, and those which cannot be reliably classified.

### 4.4.2 selecting Future Training Instances

A further capability afforded by computing the sets $S$ and $G$ is the selection of informative new training instances. Consider the following problem: After processing some sequence of training instances, a program is provided a set of new instances, without their classifications
as positive or negative instances, and is allowed to request the correct classification of any one of them. The instance whose classification will be most informative (on the average) is the one that comes closest to matching one half of the concept descriptions in the version space. Regardless of its classification, such an instance would allow rejecting one half of the currently plausible concept descriptions. Thus, by testing each instance to determine what proportion of the concept descriptions in the version space it matches, the most informative training instance can be selected (a more complete discussion of this issue may be found in [6] and [8]).

The breadth-first strategy also provides some information for selecting new training instances. The strategy of selecting instances which match half the concept descriptions in the computed set $S$ is reasonable, although less complete than the strategy which takes into account the entire version space.

### 4.5 Complexity and. Efficiency

The overall efficiency of each approach is determined by a complex of factors, including the order of presentation of training instances, the chosen concept description language and the branching of the associated partial ordering, the cost of matching concept descriptions to training instances, and the amount of space needed to store concept descriptions and observed instances.

A complete analysis is beyond the scope of this paper, but it is possible to characterize the rates of growth of time and space requirements as a function of the number of training instances, under reasonable assumptions. Under the assumption that positive and negative instances are distributed uniformly throughout the sequence of training instances, bounds on the time and space complexity of the data-driven strategies described earlier are summarized in table 1. Here $p$ indicates the number of positive training instances, $n$ indicates the number of negative training instances, $: S$ : indicates the largest size obtained by the set $S$, and $: G$ : represents the largest size obtained by the set $G$.

| Strategy | Processing <br> Time | Storage <br> Space |
| :--- | :--- | :--- |
| Depth-first <br> search | $O(p n)$ | $O(p+n)$ |
| Specific-to <br> general, <br> Breadth-first | $O(i S i p n)$ | $O(n+i S i)$ |
| Version space | $O(\|S i\| G \mid(p+n))$ | $O(\|S i+\| G i)$ |
| strategy |  |  |

Table 1: Bounds on processing time and maximum storage costs.

The differences in Table 1 reflect differences in the way in which revised hypotheses are tested for consistency with past instances. In the depth-first strategy this must be done by going back to the Instances themselves. In the specific-to-general breadth first strategy, only past negative instances need be reexamined, since $S$ summarizes the constraints imposed by past positive Instances. The tradeoff is one of calculating and using $S$ and $G_{f}$ versus returning to the original data. A justification of these results is given in [7].

In interpreting the above results it is important to know how the sizes of the sets $S$ and $G$ vary over the training sequence. For the two concept description languages for which the version space strategy has been implemented, these sets were observed to first grow in size, then level off, and finally decrease in size as the version space collapsed toward the correct description of the target concept. An interesting problem is to characterize the behavior of these sets for various forms of concept description languages, and study ways in which careful presentation of training Instances can reduce their size.

## 5 Summary and. Conclusions

The problem of concept learning, or generalization, can be viewed as a search problem involving a large solution space of possible concept descriptions. Concept learning then involves examining this space under constraints imposed by the training instances (data constraints), as well as prior knowledge and expectations (model-based constraints). In this light, it is informative to characterize
alternate approaches to concept learning In terms of the strategy that each employs in examining this solution space.

Two classes of strategies, data-driven and model-driven, differ in terms of which of these two kinds of constraints is used to drive the search. General characteristics of these two classes that appear in concept learning problems correlate with characteristics noted by others in hypothesis formation problems in signal analysis and molecular genetics.

A general-to-specific partial ordering gives structure to the search space for the class of generalization problems considered here. Several data-directed strategies for concept learning are described and compared in terms of the way in which they organize the search relative to this partial ordering. This examination leads to a comparison of relative capabilities and computational complexity.
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A Case Study of EXPERT Formalism <br> 

## Abstract

The present paper is based upon case studies of EXPERT formalism. The studies aim to accomplish two goals; 1) Acquisition of knowledge from specific domain expert through a design of a small scale medical consultation system. 2) Evaluation of the system's performance through various case data. The prototype models on Glaucoma medical consultation system is running at DEC-20 under TOPS-20 operating system. There is a discussion which is based upon these case studies through EXPERT formalism.

1. Introduction

Recently, a programming system for medical consultation system called EXPERT (Kulikowski. C.A.,1979) is developed along the current context of knowledge engineering or applied artificial Intelligence. That is, the features of knowledge representation and reasoning strategies in EXPERT have converged from the different specific programs developed in the past (Shortliffe, 1976, Pople, 1975).
Thus, the EXPERT system facilitates a user to developed a medical consultation system without further consideration of Al techniques. But rather, the user concentrates his efforts on how to describe the medical knowledge that is used for the consultation system.
In this paper, we focus on the case studies that aim to accomplish two goals through the experience of using EXPERT system;
I) Acquisition of knowledge from specific domain expert through a design of a small scale medical consultation system.
II) Evaluation of the system's performance through various case data.
2. Knowledge Representation

In order to design a medical consultation system, the knowledge is represented in the
form of programs or data structure. For this purpose, the procedure for acquiring the knowledge is made by an analysis of an expert's explanation on a paticular problem domain. The expertise is described in terms of varbal expression. This kind of explanation is not well structured, but rather loosely expressed. Therefore, the expertise must be reformulated according to a format of a programming language. In case of EXPERT, the knowledge is structured in a taxonomic classification scheme. If we select Glaucoma as medical domain, the taxonomy of diseases in Glaucoma is represented in the following lists which are shown in Fig. 1.
** HYPOTHESES

* TAXONOMY

RY RYOKUNAISYOU
(Glaucoma)
HGR .HEISOKU-GUKAKU RYOKUNAISYOU
(Angle Closure Glaucoma)
ZHR ..ZOKUHATSU HEISOKU-GUKAKU RYOKUNAISYOU
(Primary Angle Closure Glaucoma)
Fig.l Taxonomic Representation
This knowledge source is derived from Dr.Kitazawa audio instructional materils on Glaucoma. From the tape, the descriptions of glaucoma consists of three topics; 1) disease taxonomy 2) treatments 3) disease syndromes
and diagnosis. Therefore, the lists in Fig.l are correspond to the first topics of disease taxonomy.
The second which deals with medical treatment plan is transformed into the following lists in Fig.2. The expert's explanation is focussed on global treatment plans which are further divided into a small chunk of medical care, such as sequence of miotic therapies. This parts is made by the use of taxonomic scheme in the Fig. 2.

* Treatment
/ RYOKUNAISHOU NO CHIRYOU PLAN
(Glaucoma medical treatments Plan)
KK .SYUJUTSU
(Surgery)
SS .SYUJUTSU GA KONPON DE ARU.
XX .YAKUBUTSU CHIRYOU GA OMO TO NARU.
(Miotic therapies)
.Pilocarpine 1\%
.Pilocarpine $2 Z$ further taxonomic .Pilocarpine $3 \%$ treatment plans .Epinephrine 1\%

Fig. 2 Treatment descriptions
The third which is the most important topic is composed of two parts; a) syndromes b) diagnosis. In EXPERT formalism, syndromes are considerred as findings. Diagnosis is correspond to hypothesis which represents a reasoning strategy. Therefore, the third topic is to deal with a set of possible findings and a separate set of hypotheses.
Finding are facts about the patient with the particular phyosiological state. These facts are acquired from the expertise. The lists are shown in Fig. 3 indicating the syndromes of Glaucoma.
** FINDINGS

* BEGIN
* NUMERICAL PATNO PATIENT ID NUMBER
* NUMERICAL/MIN-1/MAX-100
* CHECKLIST SYOUJOU: (Syndromes)
ZU ZUTU, ZUJUKAN (Headaches in dim light)
GAN GANTU
(Ocular/head pain)
KOS KOUSI
(rainbow vision)
Fig. 3 Checklists for Findings
The findings are obtained from the checklist which can be reported in the form of yes, no or associated with an observation. Hypotheses are inference rules which combine the findings into the associated physiological or disease state. In the EXPERT formalism, there are
three types of rules for describing logical relationships among findings and hypotheses: 1) FF-(finding to finding rules) 2) FH-(finding to hypothesis rule) 3) HH—(hypothesis to hypothesis rules). Thus, the finding must be interpreted by a set of inference rules.
These examples are shown in Fig.4.
** RUIES
* FF Rules

```
        F(SIK,F)-> F(KOD,F)
```

        means;
        IF (complaints of decreased visual
            acuity)
        is false, then Shallow an chamber depth
        is false.
    * FH Rules

```
F(ZU,T)--» H(RY,0.5)
```

means;
IF Ocular/Head pain is reported, then consider the hypothesis of Glaucoma with a confidence of 0.05 .
F(KOS,T)-> H(RY,0.08)
means;
IF Rainbow vision is reported, then consider the hypothesis of Glaucoma with a confidence of 0.08 .

Fig. 4 Inference rules
The above examples show the rule of findings that are used for FF and FH rules. For the case of HH rule, the following lists in Fig. 5 are one of the examples. Here, left hand side of HH rules contain assertions about findings. In the example,
( $\left.F\left(I O P, 20:^{*}\right) \& F(K A I, T) \& F(K Z Y, F)\right)$ is the left hand side.

* HH Rules
* IF

```
(F(IOP,@):*)AF(KAI,T)&F(KZY,F))
```

* THEN
(1:F(BJH,T),F(BJZ,T),F(B0T,T)
$F(B J B, T))-->H(G K R, .99))$

IF-part means;
F(IOP,20:*): Intraocular pressure is more
than 20
$\mathrm{F}(\mathrm{KAI}, \mathrm{T})$ : Open angle is observed
$F(K Z T, T)$ : Iris abnormalities is observed
THEN-part means;
$F(B J H, T)$ :Di8c margin hemorrhage
$F(B J Z, T)$ :Central Retinal Occlusion
$F(B 0 T, T)$ :Central Retinal Artery Occlusion
The right hand side of THEN-parts means;
H(GKR,.99) ;
then consider hypothesis of primary open
angle Glaucoma with a confidence of 0.99. Fig. 5 HH rules
Therefore once IF-part conditions are satisfied, then, the system will determine an
expected FH rule which is assciated with hypothesis. This behavior is similar to human expert's diagnostic process. That is, the expert will diagnose a patient without a rigid order of checklist. But rather, doctor will proceed in a wholitic way. This process will be also true in the consultation system. Global inference deals with the entire view of the diagnostic inferences. In this case, the use of $H H$ rule will facilitate the inference system with dual characteristics of both global and local views. One is FH rule which combines directly finding to hypothesis, and another is $H H$ rule which finds out a proper hypothesis for a associated finding.

## 3. System Implementation

In order to improve the level of diagnosis and performance of the consultation system, the rule must be evaluated by the medical expert.
This procedure is acomplished by gradual process through hand on experience of small scale working system. The system is implemented under the TOPS-20 operating system of DEC-20. The EXPERT system is transferred from Rutgers AIM group. The present model is stored by the use of interactive editing program of DEC-20. The preliminary results of model are shown in Fig. 6 which indicates protocals of the final consultation.


> - Conclusions -

DIAGNOSES:
GKR 0.99
IENPATU KAIHOU-GUKAKU RYOKUNA:
(primary open angle Glaucoma)

TREATMENTS
KK 0.41 SYUJUTSU
(surgery)

Fig. 6 Summary and conclusions

For the above conclusion, HYPO command guides us a detail process of the maximum weighted hypothesis which is shown in Fig.7. In this case, HH rule supports the consultation of "Primary Open Angle Glaucoma". Therefore, the medical expert can ask the reasoning process of the consultations through the use of EXPERT commands. The rationale of EXPERT is referred to other paper (Weiss \& Kulikowski,1979).

## :HYPO

GKR GENPATU KAIHOU-GUKAKU RYOKUNAISYOU

## Direct confidence weight: 0.990 set by HH-Rule Table

1:
IF.
CHOOSE 1:
Y ... INTRAOCULAR PRESSURE (MMHG) (IOP,20:1000) THEN
CHOOSE 1:
Y ... SISINKEI-SENISOKU-SYOUGAI:
BJERRUM-RYOKUIKI NO HIKAKUANTEN (BJH, TRUE)
(Abnormality visual nerve system)
Y --> GENPATU KAIHOU-GUKAKU RYOKUNAISYOU
(GKR, 0.99)
(Primary Open Angle Glaucoma)
Final weight:
0.993

Fig. 7 Reasoning process

## 4. Summary and conclusions

We have developed two types of medical consultation systems; one for small scale system that the medical expert can identify the whole structure so as to modify and check the knowledge, and another for large scale system that accepts various kinds of data from real clinical cases. The model that we focussed on this study is the former model, but simultanously, we are constructing the CASNET-type large scale consultation system, which is further put forward through the experiences of EXPERT case studies.
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#### Abstract

Production systems have been used for representing domain-specific knowledge in a number of successful Al projects. In this short paper, we present a general concept of hierarchical production system(HPS). The HPS is an extended version of the current production system, in which two hierarchical structures of rules are employed. In one hierarchical structure, heuristic rules for conflict resolution are embedded and in another one, domain-specific rules are represented. The introduction of the hierarchical rule structures makes the HPS to be a useful framework for constructing knowledge-based systems.


## 1. INTRODUCTION

In the field of AI, production systems(PS) have been used for representing domain-specific knowledge in a number of successful projects such as DENDRAL[5] and MYCIN[16]. A PS[1][2] [6][10][11][14][15][19][20] consists of three components, data base(working memory or short term memory), a set of condition-action rules, and interpreter. In the simplest case the Interpreter operates by scanning the left hand side of each rule until one is found which is successfully matched against the data base. Then, the corresponding right hand side(action) is invoked and the data base is usually changed. In a pure PS all Interaction between rules is forced through a very narrow channel, i.e., the data base. Such restriction on interaction gives PS's "modularity", which is one of the most remarkable advantages of PS's. Thanks to the modularity PS's are superior to procedural approaches in flexibility and adaptability.

One draw back of PS's ls lack of programmability. Therefore, several PS's rather than pure ones adopt tags, markers, or conflict resolution methods to control the sequence of rule invocation. Consequently, however, they make it hard to understand what is intended.

In this short paper, we present a general concept of hierarchical production system(HPS). The HPS is an extended version of the current PS. It consists of several PS's arranged in a two-directional hierarchy to augment the ability
of the system while retaining its modularity and flexibility.

## 2. HIERARCHICAL PRODUCTION SYSTEM

As pointed out by Davis[I], PS's have appropriate domains in which they show good performance. By using PS's for knowledge representation in designing problem solving systems, one must decompose the problem domain into almost independent states and embed the domain-specific knowledge into a system regardless of the manner in which it is to be used. So, the competence of the system depends largely on the results of the decomposition.

It is well known that PS's provide a useful framework for embedding domain-specific knowledge into a system with high intelligence. However, a pure PS is probably inefficient because of its excessive modularity. Therefore, certain modifications are made in several dimensions!1][3][7][11][15] in order to augment the competence of the system. In this short paper, we present an additional dimension in which PS's are to be augmented, that is, we propose a hierarchical production system consisting of the current PS's arranged hierarchically.

Decomposition of the problem domains is an important task in building an efficient problem solving system. In speech understanding system, e.g., Hearsay-II [4][8][12], the problem domain is divided into 6 levels such as phrase, word-
sequence, word, syllable, segment, and parameter levels. Kanade[9] has also introduced a multilevel representation of image understanding domain(object, subimage, region, patch, and pixel levels). Nine-level of pattern description is introduced into learning system by Soloway and Riseman[18]. In their systems learning is considered as knowledge-directed interpretation in order to deal with real world domain where a significant amount of knowledge is required. These multi-level representations of the problem domains are natural to the human intuition, and they help the system designer to consider the problem topdown.

In the GPS paradigm, abstraction spaces are employed by Sacerdoti[17]. In his ABSTRIPS system plan making is done as follows: Suppose that the system wants to solve a certain problem. It usually has a collection of actions whose preconditions and effects are completely known. Initially, it makes a rough plan ignoring detailed situations. In this case, the first plan is a sequence of the actions in the highest space. Although it may be inapplicable to the problem domain directly, the plan does not miss the major causal chain. For example, it may contain the action 'GO TO A PROM B" regardless of the transportation media or of their subactions required to be performed beforehand. Then, it can refine the plan using the actions on the next lower level. This process is continued until a realizable sequence of actions are obtained. This "Step-wise refinement" of a plan Is useful especially when making a large scale plan.

The above observation shows that the hierarchical(multi-level) representation of problem domain and knowledge* plays a crucial role in dealing with complex problems.

Among the issues of PS design, conflict resolution is a major one. Davis[2][3] has discussed the conflict resolution problem by introducing meta-rules. Meta-rules are heuristic ones for guiding the selection of the next rule to be invoked from the conflict set and can be considered as knowledge concerning how to use the lower level knowledge. Furthermore, we can have meta-meta-rules. This hierarchy of rules enables us to embed the strategies Into the system while retaining the uniformity of representation. Goldstein and Grimson[7] and Hayes-Roth and Lesser[8] have also considered a similar problem. Although their representations are different, the underlying ideas are same, that is, they want to make their systems efficient by firing appropriate rules in every recognition-act cycle
based on attached heuristic knowledge.
Taking the above two kinds of hierarchical knowledge structures into account, we obtain a general concept of hierarchical production system having the block diagram in Fig. 1.


Fig. 1 Hierarchical production system, HPS $_{n}^{m}$. (HPS 1 corresponds to the current PS)

The HPS has the following characteristics:

1. The vertical dimension corresponds to the hierarchy of the domain-specific knowledge for step-wise construction of plans or something like that.
2. The horizontal dimension corresponds to the hierarchy of the meta-rules as strategies for conflict resolution.
3. Every component has a usual PS architecture.
4. Interaction between components is restricted to between neighboring ones.
5. Type of the interaction is only the access to the data base.
The HPS is designed to extend the current PS in a natural direction by introducing the hierarchical organization of rules, in which no ad-hoc techniques for conflict resolution are employed. In our system user-defined heuristics can be embedded in the form of rules as well as other knowledge. Furthermore, the hierarchy of the domain-specific knowledge helps the system to invoke appropriate rules, since a PS on a certain level can refer to the plan generated by the PS on the next higher level when determining which rule to fire. Thus, invocation of rules on every level is guided by its next higher level plans.

* The need of hierarchical representation of knowledge is recognized in knowledge representation paradigm[13].


## 3. CONCLUSIONS

A hierarchical production system has been proposed and its outline has also been described. The HPS enables us to represent the hierarchical domain-specific knowledge and several levels of heuristics

The HPS has highly parallel computational structure in principle. In the ideal case where decomposition of domain-specific knowledge into a number of independent knowledge is made successfully, every rule and hence every component of the HPS can be activated in parallel. In practice, however, this is not the case. Therefore, we need a monitor or supervisor which arranges the flow of control to work the HPS.
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```
L.A. Zadeh and E.ll. riamdani proposed methods for the fuzzy reasoning in which the antecedent
involves a fuzzy conditional inference "If x is A then y is B" with A and B being fuzzy concepts
    This paper points out that the consequences inferred by their methods do not always fit our
intuitions, and suggests some new methods which fit our intuitions under several criteria such
as modus ponens and modus tollens. This paper also contains the discussion of the fuzzy inferences whose antecedents have fuzzy quantifiers such as "most", "some" and "many" using our new methods for fuzzy conditional inferences.
```


## 1. FUZZY CONDITIONAL INFERENCES

We shall consider the following form of inference in which a fuzzy conditional proposition is contained.

> Ant $1:$ If $x$ is $A$ then $Y$ is $B$.
> Ant $2: x$ is $A$.

Cons: $y$ is $B^{\prime}$.
where $x$ and $Y$ are the names of objects, and $A, A '$, $B$ and $B^{\prime}$ are the labels of fuzzy sets in universes of discourse $U, U, V$ and $V$, respectively.

For this form of fuzzy conditional inference, several methods are proposed.

Let $A$ and $B$ be fuzzy sets in $U$ and $V$, respectively, which are written as

$$
\begin{equation*}
A=\int_{U} H_{A}(u) / u ; B=\int_{V} \|_{B}(v) / v \tag{2}
\end{equation*}
$$

and let $x, u, n, 7$ and $\oplus$ be cartesian product, union, intersection, complement and bounded-sum for fuzzy sets, respectively.

Then the following fuzzy relations are obtained from a fuzzy conditional statement "If $x$ is $A$ then $y$ is $B^{\prime \prime}$ in Ant 1 of (l). The fuzzy relations $R_{m}$, $R_{a}$ are proposed by zadeh [1], $R_{c}$ is by Mamdani [2], and $R_{S}, R_{g}, R_{S g}$ and $R_{g g}$ are new methods proposed here.

$$
\begin{aligned}
& R_{m}=(A \times B) \cup(7 A \times V) \\
& R_{a}=(7 A \times V) \oplus(U \times B) \\
& R_{c}=A \times B
\end{aligned}
$$

$$
R_{S}=A \times V \longrightarrow U \times B
$$

$$
=\int_{U X V}[\mu_{A}(u) \overbrace{S}^{S} \mu_{B}(v)] /(u, v)
$$

where

$$
\mu_{A}(u) \longrightarrow \mu_{B}(v)=\left\{\begin{array}{l}
1 \ldots \mu_{A}(u) \leq \mu_{B}(v) \\
0 \ldots \mu_{A}(u)>\mu_{B}(v) .
\end{array}\right.
$$

$$
R_{g}=A \times V \xrightarrow[g]{ } U \times B
$$

$$
=\int_{U x V}\left[\mu_{A}(u) \xrightarrow[g]{ } \mu_{B}(v)\right] /(u, v)
$$

where

Then the consequence $B^{\prime}$ in Cons of (1) can be deduced from Ant 1 and Ant 2 using the max-min composition " $O$ " of the fuzzy set $A$ ' in $U$ and the fuzzy relation obtained above. Thus, we can have

$$
\begin{aligned}
& B_{m}^{\prime}=A^{\prime} \circ R_{m}=A^{\prime} \circ((A \times B) \cup(7 A \times V)) \\
& B_{a}^{\prime}=A^{\prime} \circ((7 A \times V) \circ(U \times B))
\end{aligned}
$$

and so on.

$$
\begin{aligned}
& \mu_{A}(u) \longrightarrow \mu_{B}(v)=\left\{\begin{array}{lll}
1 & \cdots & \mu_{A}(u) \leq \mu_{B}(v), \\
\mu_{B}(v) & \ldots & \mu_{A}(u)
\end{array} \mu_{B}(v) .\right. \\
& R_{s g} \\
& =(A \times V \rightarrow \mathrm{~S} \times \mathrm{U} \times \mathrm{B})(7 \mathrm{~A} \times \mathrm{V} \underset{\mathrm{~g}}{ } \mathrm{U} \times 7 \mathrm{~B}) \cdot(8) \\
& R_{g g}
\end{aligned}
$$

Table $I$ Relations between Ant 2 and Cons under Ant 1 in (1), and the satisfaction of the relation under each method

|  | Ant 2 | Cons | $\mathrm{R}_{\mathrm{m}}$ | $\mathrm{R}_{\mathrm{a}}$ | $\mathrm{R}_{\mathrm{C}}$ | $R_{S}$ | $\mathbf{R}_{\mathrm{g}}$ | $R_{s g}$ | $R_{g g}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Relation I (modus ponens) | A | B | X | X | 0 | 0 | 0 | 0 | 0 |
| Relation II-1 | very $A$ | very $B$ | X | X | X | 0 | X | 0 | x |
| Relation II-2 | very A | B | X | X | 0 | X | 0 | X | 0 |
| Relation III | $\frac{\text { more or }}{\text { less } A}$ | $\frac{\text { more or }}{\text { less } B}$ | X | X | X | O | 0 | 0 | 0 |
| Relation IV-1 | not $A$ | unknown | 0 | 0 | X | 0 | 0 | X | X |
| Relation IV-2 | not A | not B | X | X | X | X | X | 0 | O |
| ```Relation V (modus tollens)``` | not B | not A | X | X | X | 0 | X | 0 | X |

In the above form of fuzzy conditional inferrence, it seems according to our intuitions that the relations between $A^{\prime}$ in Ant 2 and $B^{\prime}$ in Cons in (1) ought to be satisfied as shown in the left part of Table I. Relation II-2 has the result different from that of Relation II-1, but in Ant 1 if there is not a strong casual relation between " $x$ is $A$ " and " $Y$ is $B$ ", the satisfaction of Relation II-2 will be permitted. Relation IV-1 asserts that when $x$ is not $A$, any information about $y$ can not be deduced from Ant 1. The satisfaction of Relation IV-2 is demanded when the fuzzy proposition "If $x$ is $A$ then $Y$ is $B$ " means tacitly the proposition "If $x$ is $A$ then $y$ is $B$ else $y$ is not $B . "$ Relation $V$ corresponds to modus tollens in which the form of this inference is

| Ant 1: If $x$ is $A$ then $y$ is $B$. |
| :--- |
| Ant 2: $y$ is not $B$. |
| Cons: $x$ is not $A$. |

In Table $I$, it is noted that very $A$ is defined as $A^{2}$, more or less $A$ as $A 0.5$, not $A$ as 7 A , and unknown as $V$.

The right part of Table $I$ shows the satisfaction ( $O$ ) or failure ( $X$ ) of each Relation under the methods given in (3)-(9). It is assumed here that fuzzy sets $A$ and $B$ in (2) satisfy the conditions in the discussion of Relations I-III:
(i) $\left\{\mu_{A}(u) \mid u \in u\right\} \geq\left\{\mu_{B}(v) \mid v \in v\right\}$.
(ii) $\operatorname{G} u \in U \mu_{A}(u)=0 ; 3 u^{\prime} \in U \mu_{A}\left(u^{\prime}\right)=1$,
(iii) $\exists \vee \in \vee \mu_{B}(v)=0 ; G v^{\prime} \varepsilon \vee \mu_{B}\left(v^{\prime}\right)=1$.

But in the discussion of Relation $V$, we use the condition (i)' instead of (i):
(i)' $\left\{\mu_{A}(u) \mid u \varepsilon U\right\} \subseteq\left\{\mu_{R}(v) \mid v \in V\right\}$.

## 2. FUZZY INFERENCES WITH FUZZY QUANTIFIERS

In this section we shall consider such inferences that the antecedents are quantified by the fuzzy quantifiers such as "most", "a few", etc.

Let us consider a simple form of such inference as

Ant 1: Most Swedes are blond.
Ant 2: Karl is a Swede.
Cons: It is likely that Karl is blond.
In general, this form of inferences may be expressed in symbol as

$$
\begin{align*}
& \text { Ant } 1: q^{\prime} \text { are } E . \\
& \text { Ant } 2: x^{\prime} \text { is a member of } x .  \tag{11}\\
& \hline \text { Cons: It is } p \text { that } x^{\prime} \text { is } E .
\end{align*}
$$

where

$$
\begin{aligned}
& q \varepsilon Q=\text { most }+ \text { almost }+ \text { some }+ \text { a few }+\ldots \\
& p \varepsilon p=\underline{\text { likely }+ \text { very likely }+ \text { probable }+\ldots} .
\end{aligned}
$$

$X$ is a certain set $(X=\{$ Swedes $\}$ in (10)), and $E$ represents an attribute value of the element of $X$ ( $E=$ blond in (10)). $q(\varepsilon \Omega)$ is a fuzzy quantifier and can be interpreted as representing a fuzz: rate. $p(\varepsilon P)$ is a linguistic probability and represents a subjective fuzzy probability (which is denoted by $\operatorname{Pr}\left(x^{\prime}\right.$ is $\left.E\right)$ ) of the event " $x$ ' is $E$ " over $x$. Since we can assume that $p$ is determined by the fuzzy quantifier $q$ alone, we introduce a function $f$ which is a mapping from a rate space (say, the interval [0,100], with its element inter. preted as 8 ) into a probability space $[0,1]$. Let a fuzzy quantifier $q$ be represented as a fuzzy set in the rate space, then we can get a fuzzy probability $f(q)$ as a fuzzy set in $[0,1]$ by applying the extension principle [1].

Using this function $f$, we can get the following statement from (11).

Ant $1^{\prime}: x \in X \longrightarrow \operatorname{Pr}(x$ is $E)=f(q)$
$\frac{\text { Ant } 2^{\prime}: x^{\prime} \varepsilon X}{}$

Based on this discussion we shall consider the following form of a slightly complicate inference which includes fuzzy quantifier "most", and fuzzy attributes "tall" and "more or less tall".

Ant 1: Most tall men are well-built.
Ant 2: Tom is more or less tall.
Cons: It is likely that Tom is well-built. In general, this form of inferences may be represented in symbol as

$$
\begin{align*}
& \text { Ant } 1^{\prime}: x \text { is } A \longrightarrow \operatorname{Pr}(x \text { is } E)=f(q) \\
& \text { Ant } 2^{\prime}: x^{\prime} \text { is } A^{\prime} \tag{14}
\end{align*}
$$

where $A$ and $A$ ' are fuzzy attributes represented by fuzzy sets in a universe of discourse $U$ (In the case of "tall" and "more or less tall", $U$ will be, say, $150 \mathrm{~cm}+151 \mathrm{~cm}+\ldots+200 \mathrm{~cm})$. $\mathrm{p}^{\prime}$ is a fuzzy probability which can be obtained from the consequence of the inference.

For this type of inference, it may be thought that the relations in Table II ought to be satisfied between $A^{\prime}$ and $P^{\prime}$ under Ant $l^{\prime}$ in (14).

Ant $l^{\prime}$ of (14) can be read formally as
If $x$ is $A$ then $\operatorname{Pr}(x$ is $E)$ is $f(q)$.
Thus we can deduce $p^{\prime}$ of (14) using the methods for fuzzy conditional inferences in Sec. 1.

If Ant l' of (14), i.e., (15) translates into the fuzzy relation defined in (6), namely

$$
\begin{equation*}
R_{s}(A, f(q))=A \times V \longrightarrow U \times f(q) \tag{16}
\end{equation*}
$$

where $U$ and $V$ are universes of discourse of $A$ and $f(q)$, respectively, then the consequence $\operatorname{Pr}\left(x^{\prime}\right.$ is E) of (14) is given by

$$
\begin{equation*}
\operatorname{Pr}\left(x^{\prime} \text { is } E\right)=P^{\prime}=A^{\prime} \circ R_{S}(A, f(q)) \tag{17}
\end{equation*}
$$

Thus it follows from (17) that Relations $I^{\circ}, I I^{\circ}-1$, III ${ }^{\circ}$ and IV ${ }^{\circ}$ in Table II are satisfied.

Similarly, if (15) translates into the fuzzy relation given by (7), then we find that Relations $I^{\circ}, I I^{\circ}-2, ~ I I I^{\circ}$ and $I V^{\circ}$ are satisfied.

Example: Let us consider the following antecedents Ant 1 and Ant 2:

Ant 1: Most tall men are well-built.
Ant 2: Tom is very tall.
where tall is a fuzzy set represented by

$$
\begin{aligned}
\text { tal1 } & =0.2 / 160+0.4 / 165+0.6 / 170+0.8 / 175 \\
& +1 / 180+1 / 185+1 / 190
\end{aligned}
$$

with the universe of discourse, $U$, of tall being

$$
U=150+155+160+165+\ldots+185+190
$$

Table II Relations between $A^{\prime}$ and $\mathrm{P}^{\prime}$

|  | $A^{\prime}$ | $P^{\prime}$ |
| :--- | :--- | :--- |
| Relation $I^{\circ}$ | $A$ | $f(q)$ |
| Relation $I I^{\circ}-1$ | very $A$ | very $f(q)$ |
| Relation $I I^{\circ}-2$ | very $A$ | $f(q)$ |
| Relation $I I I^{\circ}$ | more or less $A$ | more or less $f(q)$ |
| Relation $I V^{\circ}$ | not $A$ | unknown |

Let the rate space of most be
$0 \%+10 \%+20 \%+30 \%+\ldots+90 \%+100 \%$,
and let the probability space of $f($ most $)$ be

$$
0+0.1+0.2+0.3+\ldots+0.9+1
$$

and $f(x)=x \div 100$ with $x$ in the rate space, then when most is a fuzzy set in the rate space, that is.
$\underline{\text { most }}=0.4 / 70 \%+0.6 / 80 \%+0.8 / 90 \%+1 / 100 \%$,
$f($ most $)$ will be
$f(\underline{m o s t})=0.4 / 0.7+0.6 / 0.8+0.8 / 0.9+1 / 1$.
The antecedents Ant 1 and 2 can be rewritten from the notation of (14) and (15) as

Ant $l^{\prime}:$ If $x$ is tall then $\operatorname{Pr}(x$ is well-built) is f (most).
Ant $2^{\prime}$ : Tom is very tall.
Therefore $R_{s}(\underline{t a l l}, f($ most $)$ ) becomes
150
155
160
165
170
175
180
185
190 $\left(\begin{array}{ccccccccccc}0 & .1 & .2 & .3 & .4 & .5 & .6 & .7 & .8 & .9 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1\end{array}\right)$
$\operatorname{Pr}\left(T o m\right.$ is well-built) $=$ very tall $\circ R_{s}($ tall,$f($ most $))$ $=0.16 / 0.7+0.36 / 0.8+0.64 / 0.9+1 / 1=p^{\prime}$.

If this fuzzy probability can be approximated by the linguistic probability, say, very likely, then the Cons of Ant 1 and 2 of (18) will be

Cons: It is very likely that Tom is well-built.
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> Analogical reasoning is the method by which solutions to old problems are adapted to solve new problems. In this paper we illustrate how analoqy can bo used in a non-trivial problem solving domain. Though we restrict ourselves here to the domain of computer programming, we argue that the principal idea is applicable to a broad class of problem solving situations.

## 1. PLANS AND ANALOGIES

A plan is a description of how a problem may be solved. We wish to adapt old plans to new problems. To do this we first identify certain details of a plan that are particular to one problem, and replace them with details from a second problem. This plan modification process is the essential part of our formulation of analogical reasoning. Reasoning by analogy is successful if application of the modified plan solves the new problem.

In order to automate analogical reasonina in the context of a transformational program synthesis system, plans must be described so that programming details that apply to particular problems may be easily identified and modified. We accomplish this by first specifying a small set of elementary transformations. Each elementary transformation, when appropriately instantiated, is applicable to a variety of programming situations. Then we introduce a means for combining elementary transformations into plans. The following is an example of a synthesis plan:

## case $L=()$

true: <unfold member(z,L), simplify>
false: <unfold member(z,L);

## case atom(car(L))

true: <simplify, fold>
false: <simplify>>

The underlined expressions are formed from the predicates and terms of the specifications for the program islat(L), which returns true if the list $L$ contains only atoms:
islat (L) <-- (all z) [member (z,L) implies atom(z)] where islist(L).

The words simplify, fold, case, test and unfold refer to elementary transformations. A plan is executed by applying the elementary transformations to selected portions of the program specification. If the final result is a well-formed program then the plan is successful. In the islat synthesis example the elementary transformations are applied as follows:

Step 1: Case L $=$ ( ) [( ) denotes the empty list The body of the program specification is replaced by
if $L=()$ then (all $z$ ) [member ( $z, L$ ) implies
atom(z)]

```
        e]se (all z)[member(z,L) imflies atom(z)].
```


## Explanation:

The synthesis rule 'case $B^{\prime}$ causes the replacement of an expression $A$ with an expression if $B$ then $A$ else $A^{\prime}$.

Step 2: Unfold member $(2, L)$ and Simplify.
The body of the specification becomes:
if $L=()$ then true else (all $z$ ) (member $(z, L)$
implies atom(z)].

Fxplanation:
The unfolding rule replaces member(z,L) with the body of the membership function:
if $L=()$ then false else if $\operatorname{car}(L)=z$ then true
else member(z,cdr(L)), where islist(L). Under the case assumption $L=()$, member $(z, L)$ simplifies to false. The simplifier further simplifies (all $z$ )[false implies atom(z)] to true.

Step 3: Case atom(car(L))
if $L=()$ then true else
if atom(car(L)) then (all $z$ ) [member ( $z, L$ )
implies atom(z)]
else (all $z$ ) [member ( $z, L$ ) implies atom(z)].
Step 4: Unfold member $(z, L)$ and simplify
if $L=()$ then true else
if atom (car (L)) then (all $z$ ) (member $(z$, cdr(L)) implies atom(z) else (all $z$ ) [member ( $z, L$ ) implies atom(z)].

Explanation:
Membership is unfolded once again, and simplification is performed under the assumption atom(car(L)).
Step 5: Fold

```
if L =: ( ) then true else
    if atom(car(L)) then islat(cdr(L)) else
        (all z) [member(z,L) implies atom(z)].
```

Explanation:
The expression (all $z$ ) (member ( $z, \operatorname{cdr}(\mathrm{~L})$ ) implies atom $(z)$ ] matches the top level specification of the program, with cdr(L) as a replacement for L. We replace the quantified expression with the recursive call islat(cdr(L)).

Step 6: Unfold member(z,L) and Simplify
if $L=()$ then true else
if atom(car(L)) then islat(cdr(L)) else false

## Explanation:

The final occurrence of the membership predicate is unfolded, and the expression is simplified to false under the assumption not(atom(car(L))). The result is the desired program.

## 2. SYNTHESIS BY ANALOGY

Now suppose we consider a problem which is quite similar to the islat synthesis problem: the synthesis from specifications of the predicate issubset(L1, L2). Issubset(L1, L2) has the
specification
issubset (L1, L2) \& (all z) (member (z,L) implies member (z,L2)] where islist(Ll) and islist(L2).

This specification is syntactically analogous to the islat specification, and we can indicate the relevant analogical correspondences as follows:
L : Ll
member $(z, L)$ : member $(z, L l)$
atom $(z)$ : member $(z, L 2)$
Our next task is to attempt the synthesis of issubset using the islat synthesis plan and the analogical correspondences mentioned above. If we systematically replace the islat expressions with the corresponding issubset expressions we are left with the following plan for issubset:

```
case Ll = ( )
```

    true: <unfold member ( \(z, L 1\) ), simplify>
    false: <unfold member(z,Ll);
        case member (car(L1), L2)
                    true: <simplify, fold>
                    false: <simplify>>
    When this plan is applied to the issubset specifications, the following program is produced:

```
issubset(Ll, L2):
```

    if Ll = ( ) then true else
            if member(car(Ll),L2) then issubset(cdr
            (L1), L2) else false.
    As a second example of this principle consider the problem of determining if cvery member of a list Ll is less than some member of a second list L2. This problem can be specified as follows:

```
maxlists(L1,L2) & (all z) [member(z,L) implies
    (exists w) [member(w,L2) and z < w)]],
            where islist(Ll) and islist(L2).
```

Once again we indicate a family of analogical correspondence between the target specification and the islat specification:


We may introduce the abstraction:
bounded $(w, L 2)+($ exists $w)$ (member $(x, L 2)$ and $z<w]$ where islist(L2)).

```
If we systematically substitute the maxlists
expressions for the corresponding islat expres-
sions in the islat synthesis plan we arrive at
a successful plan for the synthesis of maxlists:
case L = ( )
    true: <unfold member(z,Ll); simplify>
    false: <unfold member(z,Ll);
        case bounded(car(L1), L2)
                true: <simplify, fold>
                false: <simplify>>
The code that is generated is:
    maxlists(Ll, L2);
        if Ll = () then false else
            if bounded(car(L1), L2) then maxlists
            (cdr(Ll), L2)
            else false.
```

In this case synthesis is only partially com-
plete. A subproblem, the synthesis of bounded
( $z$, Ll) must be solved in order to complete the
synthesis.

We point out that the program synthesized is not the most efficient algorithm for computing maxlists. A more efficient algorithm would compute the max of LI first, and then check to see if some element of $L 2$ exceeded this number.

## 3. CONCLUSIONS

We have developed a framework for studying analogical reasoning as a tool for automatic program synthesis, and we have implemented an interactive synthesis system. Our system has synthesized a variety of programming problems including those in the text. In addition to universal and existential quantifiers our specification language allows two other non-constructive operators, 'find' and 'findlistof*.

In order to give a mechanical formulation of analogical reasoning we have found it essential to distinguish between knowledge about particular problems and knowledge about problem solv-
ing. The first kind of knowledge is represented in the form of definitions and specifications. The second kind of knowledge is represented in the form of plans. The bridge between these two types of knowledge is the vocabulary of the problem being solved. If the design of a trans-formation-based system preserves the distinction between types of knowledge, then analogical reasoning as a problem solving device becomes possible. That is, a particular problem solving strategy, represented as a transformational
sequence or plan, will have applicability to a variety of intuitively similar problems. The distinction between domain knowledqe and problem solving strategies can be enforced by requiring that transformation rules know only about definitions and how they may be manipulated. This is contrary to the frequent practice of embedding domain knowledge in the rules of a problem solving system.

## 4. BIBLIOGRAPHY

Boyer, R.S., and Moore, J.S., "A Lemma Driven Automatic Theorem Prover for Recrusive Function Theory", Proceedings of the Fifth IJCAI, Cambridge, Massachusetts, 1977, pp. 511-519.
Burstall, R.M., and Darlington, J., "A Transformation System for Developing Recursive Programs", JACM, Vol. 24, No.l, 1977, pp. 46-67.

Darlington, J., "A Synthesis of Several Sorting Algorithms", Research Report 23, Department of Artificial Intelligence, University of Edinburgh, Scotland, July, 1976.
Dershowitz, N., and Manna, Z., The Evolution of Programs: A System for Automatic Program Modification, IEEE Transactions on Software Engineering, Vol. SE-3, No.4, 1977.

Manna, Z., and Waldinger, R.J., "Knowledqe and Reasoning in Program Synthesis", Artificial Intelligence, Vol. 6, No.2, 1975, pp.175-208.

Manna, Z., and Waldinger, R.J., "Synthesis: Dreams ---> Programs", Technical Note 156, SRI International, Menlo Park, California, 1977.
Nelson, G., and Oppen, D., "Simplification by Cooperating Decision Procedures", Fifth ACM Symposium on Principles of Programming Languages, 1978.

Oppen, D., "Reasoning about Recursively Defined Data Structures", Stanford Artificial Intelligence Laboratory, Memo AIM-314, July, 1978.

Ulrich, J.W., and Moll, R., "Program Synthesis by Analogy", Proceedings of the Symposium on Artificial Intelligence and Programming Languages, Rochester, New York, 1977, pp.22-28.

## AN EMPIRICAL METHOD THAT PROVIDES A BASIS FOR THE ORGANIZATION OF RELAXATION LABELING PROCESSES FOR VISION

Fanya S. Montalvo<br>Computer Science \& Applied<br>Mathematics Department Lawrence Berkeley Laboratory Berkeley, CA 94720

Relaxation labeling is a technique used in computer vision which parallels the operation of human vision* Weisstein et al. have developed an experimental method for investigating higher-level processes while maintaining a close tie to the underlying brain structure. Here we demonstrate that because of the close correspondence between relaxation labeling processes and neural network processes, the experimental results provide a basis for the design of relaxation labeling processes for vision.

## 1* RELAXATION LABELING

Relaxation labeling is a computer vision technique that corresponds closely to neural networks in the human brain [1,2,3,4]. It is a powerful technique whereby parallel, interacting processes may be uniformly represented at many levels while incorporating context in a natural way. In designing these networks for higher-level features the choice of labels and interactions between labels is not always clear.

Neurophysiology has thus far fallen short of clarifying the operation of higher-level symbolic processes in human vision. Single cell studies do not address the problems of distributed processing; information from electrically evoked potentials is at too large a scale to address Issues of feature representation within layers. The psychophysical method developed by Weisstein et al. $[5,6,7,8]$ has the advantage of capturing aspects of higher-level processes while maintaining plausible links to the underlying neurophysiologies! structure* It makes the connection between the logical representation of visual features in a scene and the spatio-temporal organization of the brain, and thereby provides a basis for design specifications of relaxation labeling processes more complex than simple bar detectors*

The relaxation labeling process [4] is the iterative, parallel computation of a consistent

[^25]array of location-specific labels representing features in the visual field* Compatibility functions specify which local features are most consistent with which neighboring features. For example, if we want to enhance straight line contours, we choose labels that represent straight line segments from a range of orientations and choose compatibility functions that strengthen neighboring labels of similar orientations and weaken labels of other orientations. In a higher-level system designed for office scenes [9], the compatibility functions strengthen homogeneous labeling (wall next to wall) and probable occurrences (wall next to door), and weaken improbable ones (picture next to floor). However, the system is far from being a general-purpose vision system in that the number of possible labels for surfaces is far too limited. A more general system would employ multiple levels of representation with interactions both within levels and across levels of the hierarchy [10].

Weissteln's method described here has been designed to map out the spatio-temporal scope and strength of interactions between processes that detect specific features of the visual input [7,8]. Characteristics of the response functions obtained indicate the types of processes involved, what they represent, when they occur, and how they interact, thus narrowing the choices for possible labels and compatibility functions.

## 2* THE METHOD

Two brief (10 msec*) visual stimuli, such as line segments, separated by a brief time interval are presented to a subject. The delay between the first stimulus (the target) and the second (the


FIGURE 1. Three typical masking functions for masks pictured In circles. Masks, a, b, and c, are shown alone in the top column and with target lines embedded In them to the right. The accuracy for detection of a single line-segment target is plotted In terms of the percentage difference from accuracy for a target presented alone (dashed baseline). (Data from Williams \& Weisstein [7].)


FIGURE 2. The typical time course of neural processes in response to a target and mask. If the response to a mask peaks faster, then the target must be presented before the mask for maximum masking to occur.
mask) Is varied while some measure of visibility Is taken [11). Plotting the accuracy of response against delay yields a time function of the Influence of the mask on the perception of the target. (See figure 1.) Usually, a minimum in this function occurs at a delay indicating the interval at which maximum masking occurs. For some stimuli enhancement rather than masking takes place. Both target and mask set up waveforms somewhere in the visual system that represent the processes enabled by their presentation. Each of these processes reaches some maximum and then decays to zero. Maximum negative interaction between target and mask processes occurs at the time interval that causes the peaks in their processing to coincide. Surprisingly, maximum masking generally occurs at a non-zero delay [12], implying that the time courses of the two processes differ. (See figure 2.)

In addition to time interactions, spatial Interactions can be measured by varying spatial separation instead of delay [12]. In this way, contrast enhancement curves corresponding to lateral inhibition have been mapped out by Growney and Velssteln [13]. Figure 3 shows some preliminary experimental results which correspond to heuristic compatibility functions chosen by

Large Segments
Small Segments


FIGURE 3. Percent accuracy for detection of line segment targets presented alone or with two flanking line segment: as maske.

Zucker, Hummel, and Rosenfeld [1A]. Line segments In the context of relatively straight contours are enhanced, while segments in the context of more curved or non-continuing contours are suppressed. Thus, the strength of spatial interactions between stimuli provides an experimental basis for the design of compatibility functions. The scope of interactions and the size of features in the input can be used to infer either the scale at which local Interactions are taking place or the spatial scope and structure of compatibility functions. The choice of labels for nodes in the network can be narrowed down by a classification of features in the stimuli based on the characteristic masking functions they produce. For example, a number of masking stimuli which appear to be three-dimensional show enhancement at zero delay, while masks with absolutely no three-dimensional cues never show enhancement (Figure 1) [8,11]. Stimuli with fewer free endpoints and with less overall curvature between connected segments have a minimum at about 90 msec., while totally unconnected stimuli show a minimum at 40 msec. Key structural features of masks can be varied gradually in order to ascertain exactly which features make up the subjective impression of three-dimensionality and connectedness. For example, three-dimensionality may be a function of the number of T -junctions in the scene, support cues, perspective lines, or apparent solidity. We can vary detailed structural features of the masking context in order to isolate the primitives that make up these higher-level global features. Of course, we would expect the relaxation labeling process to occur at many levels of representation. However, the spatial scope of a feature and its interactions gives some indication of where it is represented $\ln$ the hierarchy.

## 3- CONCLUSION

We have described a psychophysical method that connects two areas of vision: one which addresses issues of symbolic representation, and one which deals with their underlying implementation $\ln$ the brain. The sensory underpinnings to this method correspond closely to relaxation labeling processes from computer vision. We have a method for mapping out and characterizing symbolic processes at many levels of representation and measuring their interaction in space and time, for one general-purpose working system, the human brain. The measures of interactions between symbolic processes provide a basis for the design of compatibility functions in the relaxation labeling paradigm*
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# Visual Mapping by a Robot Rover 
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## Introduction

The real word providee potentially huge amentities of nolay data. The lower lovels of the perosption procese muat extract rellable and meeningtul measurements from this aullied wealth. Much existing work in vision ovades the bulk of the nolec probtem, elther by physloally optimizing the nature, liatiting and coloration of the viowed scene, or by starting with very midh quality digitized photography.

This paper la about a situation in which the nolee oould not be ignored. The routinee deeorbed extract very relleble three ellmenclonal information from unoonstrained soenee peroelved by en imprecise vehicie tranemitting platures whoee quality has caued some vision researchers to hold their (motaphorical) noses.

The eart's nolee problems may be unusually severe, but are preeent to some degres in all real world sencors and offectors. For this reason our solutions may be generally usoful ate pert of the solid foundations of ambitious syatems well beyond robol explorers, as computer vision moves from optimized workspaces Into the inherently dirty real worid.

The underlying theme of the work is the use of redundency (which the real world aupplies in profuelon) to counter nolse. In many cases I was forced into this by performence fallure of other epproaches.

## Setting

The Cart [1] is a rickety eamera equipped rover, computer controlted over a racto Hnk. This report deecrtbes a working program that has avecesefully used ploturee obtalned from the cart as It was diven, ungulded, through cluttered real world environmenta to obtain nevigational Information and to bulte correct three elimenatonal mape of ite aurroundinge end to plan obstaclo avoidime pathe to dealre locations. The program bullde a sperse 3D map of lis arroundings, but makes no attempt to clecsily the objecte It eees, except as obstacies or non-obetacies. Work undenway will eneble the program to actlvoly keep the cart on the planned path.

In 1977 I abendoned as unworkable an approech [2] that tried to obtain depth information from a scene excluatvely trough motion atereo palra. The matoing errors in our very nolsy pletures, combined with an uncertain baseline sef by vehicle motion, oftien caused moorrect measurements from the routine which deduced vehicte motion from the percolved ahift of featuree in the soene. The navigational modol quickly becume hopelesaly Ineocurato. Several attempts at coftwere fixes proved inultiess.

Now hardware, to extract more noloy date from the world, hae overcome the probiem. The cert is now equipped with a meothencien that uses a atepping metor to silde the TV aemera horlzontally on a 62 om track in preaice 0.26 mm stepe. The cart system ueas thit arrangement to obtain nine views of the scene at 8.4 om intervals. These provide a higily redurdant nine-eyed stereo baseline fer rellable distance measurements oven in the presence of much noles.

## Overviaw

Mapplng rune ocoasionally begm with a camere oalberation step (at other throe old callitrations ere used). The cart is pleced 3 moters in front of and polinted towards a 3 moter equare pattem of dots on a wall. A program digitizes the paftem, and automatically locatces the spots and determinee the camera's focal length as well as dilatortiona.

The oart la then placed on a clear path in a efuttered epace (environmenta have included a lerge room chutered with boxes and ofd machlnery, and an onteoor roadway with perked arrs, trece and algnponts). A navigating program is begline by reading in a callbration file. It then alides the oemera to the loft limit of its track. A TV Image is difitized, the camera then slides 0.4 cm to the right, another pleture is taken, and 80 on for a total of nime images. The cart alts immoble for about ien realtime minutes while our timeehered KL-10 worke on the pletures for 180 compute seconde. Then it lurches about a moter forward, stope, and repeats the camere motion.

As the cart moves slowly forward, meter by meter, the program generates and updates a three dimenelonal world model of featuree it has seen, and deduces the vacilele's motion through them. This model is displayed in mep form. Initially the map is blank. As thme (and the cart) proceeds more and more pointa are added. The map includes the cart's past trajectory, and a path to a desired destination that avolde all known obetacies.

The program ts beling extended to laeve steering commende, intended to koep the cart on ite plenned obstacle avolding path, before each lurch.

## D/gle/zing (Temporal Redundancy)

Olditizing images over a sometimes nolsy radio link has ita problems, but gaining adequate images is a crvelal pert of the cart aystem.

The plcture is transmitied at 624 MHz , wavelength of 67 cm . Reflections from nearby objects sometimes cancel the slgnal to a recelver. The programs are able to get their plcture through any one of 4 TV recelvers. They measure scaniline to scaniline nolse on each in tum, and then plck the one with lowest nolse. In future 1 may simply switch antennas to a single recelver.

Our decade old digitizer extracts a pleture 280 samples wide by 240 hlgh by 4 bits/sample from broadcast standard video. Four blta is only alxteen grey lovels, and somotimas the nolec lovol is high. Summing a number of frames cen increase the intensity resolution and averape out noles, but introduces now probleme. The sync detector on the digitizer sometlmes falls, eapecially when the signal is nolay, and the pleture jitters or "rolla". Adding improperly registered picturee recults in blurring. The problem has been solved by a program that digitizes a laroe number of frames (about 30), and by an efficiont ampling of the plxele Intercompares them to find the subset of pletures that are most nearly alike. These are then combined. Since most images have not suffered sync losen. the remult is almost always a tolerable alx bit picture.

## Picture Reduction (Area Redundency)

The cart vision programs meke extenalve use of reduced veraions of input Images. Digitized pletures are compressed repeatedly by linear factors of two for plxels being added to become one, untll the whole image has strunk to a alngle pixel. The original image and all of its reductions are avaliabie to all subeequent steps.


The cart before ita callbration array, and the digitized apot pattern overlayed by an deal erid dictorted by the calibrution polynomial.

## Callbration (Redundancy In Rogularity)

The cart camera's image le distorted by the detalis of lis lens, and of ite vidicon's scan. Its precision has been enthanced by an automatic focal length and distortion determining program.

The cart la parked a precise distance in front a square pattem of spota around a contral croas. The program digitizes an image of the array, locatos the spots and the cross, and conaturets a 2 D polynomial that relates the position of the epote in the image to their position in an ideal unity focal length camera, and enother polynomial that converts points from the ldeal camera to points in the imege. These polynomials are used to correct the positions of percelved objecte in later scenes.

The algorithm begins by determining its approximats spacing and orientation of the spot array. It trims the pleture to make it square, reduces it by averaging to 64 by 64, calculates the Fourler transform of the reduced lmage and takes its power spectrum, arriving at a 2 D transform symmetric about the origin, and having strong peaks at frequencles corresponding to the horizontal, vertical and half diagonal epacing, with weaker poake at the harmonlcs. It multiplles each poim $[1, j]$ in thle tranaform by point $[-j, 1]$ and points $[j-1, j+1]$ and $[1+j, j-1]$ offectively folding the primary peaks onto one another. The strongest peak in the DO degree wedge around the y axis gives the spacing and ortentation Information needed by the next part of the process.

The directional varlance interest operator desoribed later is applied to roughly locate a apot near the center of the image. A apecial operator examines a window surrounding this position, generates a hlstogram of intensity values within the window and selects a threshold for separating the black soot from the
white background. It calculates the centrold and verifies the spot's shape by measuring the first and second moment. The region of found spots is grown outward from this seed, using this operator guided by the Fourier determined orientation/spacing parameters.

The Fourier numbers are also uaed to construct a template for the expected appearance of the cross In the middle of the array. Each of the found spots is matched to this cross template, and the closest match In the central portion of the picture is declared to be the origin.

Two fourth degree least squares polynomials In two variables relating the actual positions of the spots to the Ideal positions are generated and written Into a file.

The program tolerates a wide range of spot parameters (about 3 to 12 spots across), arbitrary Image rotation, and Is very robust. It has worked without error on over 60 Images. The test pattern for the cart Is a 3 meter square painted on a wall, with 6 cm spots at 30 cm intervals. The program has also been used successfully with a small array ( $22 \times 28 \mathrm{~cm}$ ) to calibrate cameras other than the cart's.

## Choosing Features \{Redundancy in Boundaries)

The cart vision code deals with very simple primitive entitles, localized regions called features. A feature is conceptually a point In the three dimensiona world, but It Is found by examining localities larger than points In pictures. A feature is good If It can be located unambiguously In different views of a scene. A uniformly colored region or a simple edge does not make for good features because Its parts are Indistinguishable. Regions, such as comers, with high contrast In orthogonal directions are best.

New features In Images are picked by a subroutine called the Interest operator. It tries to select a relatively uniform scattering, to maximize the probability that a few features will be picked on every visible object, and tries to choose areas that can be easily found In other Images. Both goals are achieved by returning regions that are local maxima of a directional variance measure

Directional variance is measured over small square windows. Sums of squares of differences of pixels adjacent In each of four directions (horizontal vertical and two diagonals) over each window are calculated, and the window's Interest measure is the minimum of these four sums

Features are chosen where the Interest measure has local maxima. The feature Is conceptually the point at the center of the window with this locally maximal value.

The effects of noise are alleviated and the processing time Is shortened by applying the operator to a reduced Image. In the current program original Images are 240 lines high by 256 pixels wide. The Interest operator Is applied to the 120 by 128 version, on windows 3 pixels square.

Once s festure Is chosen, Its appearance Is recorded as series of excerpts from the reduced Image sequence. A $6 \times 6$ window is excised around the feature's location from each of the variously reduced pictures. Only a tiny fraction of the area of the original (unreduced) Image Is extracted. Four times as much of the x2 reduced Image Is stored, sixteen times as much of the x4 reduction, and so on until at some level we have the whole Image. The final result Is a series of 6 by 6 pictures, beginning with a very blurry rendition of the whole picture, gradually zooming in linear expansions of two to a sharp cioseup of the feature.

## Finding FemturmM AgmJn \{Redundancy in Continuity)

Deducing the 3D location of features from their projections In 2D Images requires that we know their position In two or more such Images.

The correlator Is a subroutine that takes a feature description (such as the Interest operator produces), and finds the best match In a different Image. Its search area can be an entire new picture, or a rectangular sub-window.

The search uses a coarse to fine strategy that begins In reduced versions of the pictures. Typically the first step takes place at the x16 (linear) reduction level. The 6 by 6 window at that level In the feature description, which covers about one seventh of the total area of the original picture, Is convolved with the search area In the correspondingly reduced version of the second picture. The 6 by 6 description patch Is moved pixel by pixel over the approximately 15 by 16 destination picture, and a correlation coefficient is calculated for each trial position.

The position with the best match is recorded. The $6 \times 6$ area It occupies In the second picture Is mapped to the $x 8$ reduction level, where the corresponding region is 12 pixels by 12 . The 6 by 6 window In the x8 reduced level of the feature description Is then convolved with this 12 by 12 area, and the position of best match Is recorded and used as a search area for the x 4 level.

The process continues, matching smaller and smaller, but more and more detailed windows until a 6 by 6 area is selected $\ln$ the unreduced picture

The work at each level Is about the same, finding a 6 by 6 window $\ln$ a 12 by 12 search area. It Involves 49 summations of 36 quantities. In our example there were 6 such levels.

## SI i dor StOtOO \{Spatial Redundancy)

At each pause on Its computer controlled Itinerary the cart slides Its camera from left to right on the 62 cm track, taking 0 pictures at precise 6.5 cm Intervals.

Points are chosen In the fifth (middle) of these 9 lmages, either by the correlator, to match features from previous positions, or by the Interest operator.

The camera slides parallel to the horizontal axis of the (distortion corrected) camera co-ordinate system, so the parallax Induced apparent displacement of features from frame to frame In the 9 pictures la purely In the X direction.

The correlator looks for the selected features from the central Image In each of the eight other pictures. The search Is restricted to a narrow horizontal band. This has little effect on the computation time, but It reduces the probability of Incorrect matches.

In the case of correct matches, the distance to the feature la Inversely proportional to Ita displacement from one image to another. The uncertainty In such a measurement Is the difference In distance a shift one pixel In the Image would make. The uncertainty varies Inversely with the physical separation of the camera positions where the pictures were taken (the stereo baseline)

After the correlation step the program knows a feature's position In nine Images. It considers each of the 36 possible image pairings as a stereo baseline, and records the estimated distance to the feature In a histogram of Inverse distances. Each measurement adds a little normal curve to the histogram, with mean at the estimated distance, and standard deviation Inversely proportional to the baseline, modelling the distance uncertainty. The area under the each curve Is made proportional to the product of the correlation coefficients of the matches in the two Images (In central Image this coefficient Is taken as unity), reflecting the confidence that the correlations were correct. The area Is also scaled by the normalized dot products of $X$ axis and the shift of the features $\ln$ each of the two baseline images from the central Image. That Is, a distance measurement Is penalized If there Is significant motion of the feature In the V direction.


Resulta of a nine-eyed atereo ranging on a alngle foatura. Tho amall curves are from individual lmage paira, the bonded curve it the final histograz the feature is 7.1 moters distant.

The distance to the foature is indicated by the laroest peak in the resulting nistogram, if this peak is above a certain threshold. If below, the feature is porgotion about.

This adding of normal curves and locating the peak in the sum la an efficient way of finding the strongest cluster of mutually agreoling maasurements. The distance measurements from different palings of Incorrect matches are uavally inconsiatent. When the normal curves from 36 pelirs are added up, the correct matches agree with sach other, and bulld up a large poak in the histogram, whilie incorrect matohes spread themeolves thinly. Two or three oorrect corrolatlons out of the eldht will uscually bulld a peak sufficient to offeet a larger number of errors.
in this way eloht applications of a mildly rellable operator interact to maku a very rellable distance measurement.

## Motion Sterco (Redundancy of Ricid Motiona)

The cart nevigates exclusively by vision. It deduces lis own motion from the apparent 3D shift of the features around It.

After having determined the 3D location of objects at one position, the computer dilves the cart about a moter forward.

At the now position it alldes the camera and takes nise plctures. The correlator is applied in an attempt to find all the features successfully located at the provious poaltion. Feature descriptione extrected from the central image at the last position are searched for in the central image at the new atopping place.

Slider sterco then determines the distance of the features so found from the cart's now position. The program now knows the 3D position of the features relative to lis camera at the old and the now locations. It can deduce ite own movernent by finding the 3D co-ordinate transform that relates the two.

There can be mle-matches in the correlations between the central Images at iwo positions. Before the cart motion ls deduced, the feature positions are checked for conslatency. Although it doesn't yot have the co-ordinate transform botween the old and now campra systems, the program knows the diatance beiween palrs of positions should be the same in both. It makes a matrix in which element [ $1, \mathrm{~J}$ ] is the absolute value of the difference in distances between points 1 and $J$ in the firat and second co-ordinate syatems divided by the expected erra (based on the one plxel uncertalinty of the ranging).

Each row of this matrix is summed, glving an indication of how much sach mint diamreas with the other dolnts. The ldea is that while doints in error
dearee with virtually all points, correct positione erree with all the other correct onee, and diacree only with the bad ones.

The worat point is deleted, and lis effect is removed from the remalining polnte in the row sume. This pruning is repented untll the worat error is within the error expected from the renaing uncertainty.

After the pruning, the procran has a number of polnta, typically 10 to 20 whose position error is amall and known. These are recorded in a world model.

From the 3D camere co-ordinates of these aenlized points at both poeltione, the program finde a three dimensional rotation and transiation that, If appiled to the co-ordinates of the features at the firet poation, minimizes the sum of the equares of the distances beiween the transformed pirst co-orilnates and the rew co-ordinates of the corresponding pointe at the second position, each lem divided by the equare of the a prlorl expected error.

The error expression le expanded. it becomes a function of the rotation and trenalation, with parameters that are the welghted averages of the $x, y$ and $z$ co-ordinates of the features at the two positions, and averages of thelr various croes-products. These averages need to be determined only once, at the begining of the traneform finding process.

To minimize the error expresalon, its partial derivative with reapect to each varable is set to zero. It is easy to simultaneously solve the three linear equitions the resulting for the vector offeet, getting the optimal offeet velues for a general rotation. Thle glves symbolle expreselons (linear combinatione of the rotafion matrix coefficlents) for each of the three vector components. substituting theec value into the error expression makes it a function of the rotation alone. This reduced error expression is used in all the absequent steps.

Minimizing the error expression under rotation le surprisingly difficult, mainly because of the non-lineer constralnis in the 30 rotation matrix.

The program begins by lenoring the non-linearitles. It solves for the genera 3D Ifnear trensformation, nine elements of a matrix, that minimizes the least square error. The derivatives of the error expression with respect to each of the matrix coofflciente are equated to zero, and the nine reeuliting simultaneous ilinear cquations are solved for the nine coefficlents. If the polints had undergone an error-free figld rotation and translation between the two poeltions, the result would be the deaired roiation matrlx, and the problem would be solved.

Beomuee there are errors in the determined position of the features, the readiting matrix is ueually not simply rotation, but involves stretching and ekowing. The progrem ortho-normalizes the matrix. and converta lis 9 independent ilimear elements to unavoldably non-Ilneer expressions in three paremeters that uniouoly characterlze a rotation.

This now error expreselon is differentiated with respect to each of the three rotation parameters, and the resulting expresolons aro equated to zero, glving us three non-linear equations in three unknowns. These are solved by Newton's method.

Four or flve iteratione usually binges the parameters to within our ploating polint cccuracy of the correct values. in the occasional case of non-convergence, the procram plcks a now starting point, and tutee again, up to 100 timee. The rotation with the amalleat least spure error ever encountered during auch a search le roturned as the anawer.

Since the summations over the co-ordinate crose-producte are done once and for all at the begindng of the tranaformation determination, each iseration, involving evaluation of about a dozen moderately large expressions and a 3 by 3 matrix Inversion, is rolativaly fast. The whole solving proceses, oven In cases of pathological non-convergence, takes one or iwo eeconds of computer time.


The path planner at work Potat of origin is lowor lept, destination ia apper riche. Obatacios are indicated by circioe. This flold was randomity conerated. The apparont radius of the obataclos in a real cace would be marmemted by the cart's radien.

## Path Planning

The features in the cart's 3D world model can be thougth of as fuzzy ellipeolds, whose dimenstons reflect the program's uncertainty of their position Repeated applications of the interest operator as the cart moves cause virtually
all viefble objects to be become modelled as clusters of overiapping ellipsolds.
To stmplity the probiem, the ellipeolde are approximated by apheres. Thoee spheres eufticiently above the floor and below the cart's maximum helght are projected on the floor as clicles. The cart leolf la modelled as a 3 meter sphere. The path finding problem then becomes one of maneuvering the cart's 3 meter projected clrcle between the (usually smaller) clroles of the potential obstacles to a dealred location.

It is convenient (and equivalent) to conceptually shrink the cart to a point, and add lis radius to each and every obstacie. An optimum path in ihls envtromment will conslst of elther atralgit run beiween start and finish, or a eerles of tangential segments between the cyllnders and contacting arcs (imagine loosely laying a string from start to finish beiween the cylinders, then pulling it tight).

There are four possible paths betwem-each palr of obstacles, because each tangent can approach clockwlse or counterclockwlse. The program finds a near optimal obstacle avoiding route to the desired goal in $O\left(n^{3}\right)$ ilme, using an exiension of a shortest path in a craph algorithm first glven by Dijkstra [3]. Because our tangent space cannot be modelled exactly as almple graph, because of the route dependent arc lengthe on the clrcular part of the patha, the program finds good pathe, but not always the best.

## Results

Because of a hardware problem with the afeering electronica, the program has thus far driven the cart without steering control, in nearly atralght limes only. During these runs it has bullt correct world maps, and planned (but not executed) good obetacle avoiding petha.

The longest run thus far has been for 14 nine-plcture sets, a total distance of about 10 meters. During this num, made in a large cluttered room, the program Inserted 120 features into its world model, of which-about half were potential obstacles, most of the other half belng marke on the floor. I was able to find no errors beyond the known position uncertainties in the resulting map. The parts of the room that were in the cart's fiold of vlew for the bulk of the run are densely represented, with no posslble pathe falsely seeming to be obstacie-free. Several shorter nuns gave similarly robust reaulis.

The ateering problem is beling repalred, and I expect a long outdoor run, in which the cart will maneuver around several obstacies, In the near future.

A longer description of this work la avallable from the author.


Carte world model at the and of a 14 Iurch run photo in view from final position Pectures aro maind by circien, lndications ponition ancertalnty, on the cround. 48 degree lines growing ont of circlos are helsht of fonturea abore cround. Cart's poaition io marted by blach acuare. Forward polating rara are ita flold of Fiew. Trache behtnd it are its titnerary, each otop la marhod by a ber. Graph on left ia ite estimate of own heifhe bbore fround. It abows the limiting accuracy (a fow contimators) of lif self-ponition model.
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#### Abstract

Machine-aided heuristic programming is a paradigm for incorporating domain knowledge In Intelligent teak performance programs. In this paradigm, a system interactively assimilates a natural language description of i task advice on how to perform it, and definitions of the domain concepts in terms of which the advice la expreeeed. The) system translates this input into an internal representation, operationalizes the assimilated knowledge to make It effective, integrates different pieces of advice, and applies them to the performance of *he task. A typed applicative LISP-like language is used for the internal representation of domain knowledge. Operationally lon la defined in terms of transforming well-defined but non-effective expressions Into effectively executable ones. Several techniques for performing this process mechanically are presented and applied to en example drawn from the domain of the card game Hearts. A system to operationalize Hearts advice is currently being implemented ee en Instantiation of the advocated paradigm.


## 1. Introduction

In a longer version of this paper [4], we advocate machine-aided heuristic programming as a paradigm for training computers to do new tasks, and formulate a set of research problems involved in building a machineaided heuristic programming system (hereafter abbreviated "mahps") capable of assimilating conceptually diverse knowledge and putting it to effective use. In this paradigm, an expert interactively gives the mahps advice about how to do a task, plus definitions of the concepts in terms of which that advice is expressed. For example, in training a mahps to play the card game Hearts,** the expert might advise it to avoid taking points. Such advice is parsed into a syntax tree which is interpreted into an Internal representation. Advice may then be operationaliied, either static ally - independent of a particular game state - or dynamically - exploiting current information arising from an actual game. Once operationalized, the advice can be applied to produce recommendations relevant to the decision at hand.

[^26]Diverse advice is integrated by combining these recommendations, either rationally or heuristlcally, and applied to the system's game decisions and to its interpretations of its opponents' behavior. At any point, the system can pose questions to the expert using the rule

If x is an important question which has resisted solution, explain it to the user (preferably with a small set of multiple choice answers) end ask for the answer or a piece of relevant advice.

The expert monitors the system's behavior and improves it by providing additional advice.

In this paper, we focus on the automatic operationalization of advice. We assume that the advice has been interpreted into an unambiguous internal representation of its meaning, and suggest some approaches to the problem of transforming that representation so that it can be effectively applied to the task.

## 2* Representation of Conceptual and Heuristic Knowledge

Our knowledge representation is a typed lambda-calculus combining an applicative LISP-like language [3] with a schema-like structure. The basic unit of representation ia the concept, which is a named lambda-expression. Schematic structure associated with each concept is described in [4]. Briefly, It provides type information about the concept and its lambda-variables, and defines inheritance relations between general and specific concepts

A type is simply a class concept. Since one class may be a subclass of another, an entity may belong to more than one type. For instance, ME (the machine's card-playing persona) is both a PLAYER and a COMPUTER. Two types are said to match if they overlap. Thus PLAYER matches HUMAN since it is possible to be both human and a player.

Although there is no assignment operation in this representation, every expression is implicitly a state function, i.e., its interpretation depends on the state of the world it describes. Actions are represented as functions from a state to an event. A history is an actual or hypothetical sequence of states and events. When an action is performed, the history of what happens during its execution ls recorded so it can be referred to subsequently. Thus at any point in time one can refer to the PAST - the history of events that have already occurred, the PRESENT -- the set of events that have begun and not yet ended, and the FUTURE - the as yet undetermined history about to occur.

### 2.1. Mota-functions

Our representation provides a limited number of built-in meta-functions, characterized by their lack of strict type (some of them take a type as a parameter) and their need to examine some of their arguments without evaluating them. These meta-functions include the following (optional parameturs and their defoult values appear in brackets):
(EXISTS $\times$ S P) $=$ there exists $x$ in $S$ such that $P$
(SET-OF $\times$ S P) $=$ the set of $x$ in $S$ such that $P$
(THE $\times$ S P) - the unique $x$ in $S$ such that $P$
(SOME $\times S[P]$ ) = any $x$ in $S$ [such that $P$; any expression containing this construct is potentially non-deterministic
(ALL e) = set of possible values for the non-deterministic expression e; thus (ALL (SOME $\times S$ )) $=S$ and (SOME $\times($ ALL e)) $=\bullet$
(SUM $V \times S[P]$ ) - the summation of $V(x)$ for $x$ in $S$ [such that $P(x)$ ]
(. S) - the number of elements in the sot S
(GIVEN $P x$ ) $=$ the value of $x$ given that $P$ is true
$(P R P)=$ probability that $P$ is true
(PR P Q) = conditional probability of $P$ given that $Q$ is true; thus $(P R P Q)=(P R(G I V E N Q P))=(G I V E N Q(P R P))$
(CASE $\left.\left(P_{1} V_{1}\right) \ldots\left(P_{k} V_{k}\right)[V]\right)=$ the unique (GIVEN $\left.P_{1} V_{1}\right)$ such that $P_{1}$ ts true lotherwise V]
(IF $P_{1} V_{1} \ldots P_{k} V_{k} V$ ) $=$ the first (GIVEN $P_{1} V_{i}$ ) such that $P_{1}$ is true, otherwise $V$
$\left(\operatorname{SET} x_{1} \ldots x_{k}\right)=$ the $\operatorname{set}\left\{x_{1}, \ldots, x_{k}\right\}$
(SCENARIO $x_{1} \ldots x_{k}$ ) = the event sequence $x_{1} \ldots x_{k}$ each
$x_{i}$ can be either a single event or a scenario
(EACH $\times L A)=\left(\right.$ SCENARIO $\left.A\left(x_{1}\right) \ldots A\left(x_{k}\right)\right)$ where L-(LIST $x_{1} \ldots x_{k}$ )
(DO scenario state) = simulate the effects the scenario would have on the specified state
(ACTIONS-OF agent [state = PRESENT]) - the set of possible actions the agent can do at present [or in a specified state]
(DURING history cvent ${ }_{1} \ldots$ event ${ }_{k}$ ) - true iff the scenario ovent ${ }_{1}$... event ${ }_{k}$ occurs during history
(CURRENT event) - history of the current incarnation of a generic evont such as TRICK
(CHANGE $P_{1} P_{2}$ state) = altered state produced by
making $P_{1}$ false and $P_{2}$ true
(AFTER event) = state following a specified event

### 2.2. Example concept definitions

An essential feature of this representation is its extensibility. A mahps must be able to assimilate new concepts defined by the expert in terms of existing ones. The following definitions of concepts used in later examples illustrate the representation.

CDE TRICK NIL
(SCENARIO (EACH P (ORDER-DF-PLAY)
(PLAY-CARD P))
(TAKE-TRICK (TRICK-WINNER))))
(DE PLAY-CARD (P)
(PLAY P (SOME C (LEGAL-CARDS-OF P))))
(DE CARD-OF (P)
(THE C CARDS
(DURING (CURRENT TRICK)
(PLAY P CII))
(DE LEGAL-CARDS-OF (P)
(SET-OF C CARDS (LEGAL P C)))
(DE LEGAL (P C)
(AND [HOLDS P C]
ICASE (FOLLOWING P)
(OR [VOID P (SUIT-LED)]
[= (SUIT-OF C)
(SUIT-LED)]))
( (LEADING P)
(OR [CAN-LEAD-HEARTS P]
[NEQ (SUIT-DF C) HJlll))
(DE TRICK-WINNER NIL
(THE P PLAYERS
(DURING (CURRENT TRICK)
(PLAY P (WINNING-CARD)))))
(DE TAKE-TRICK (P)
(EACH C (CARDS-IN-POT) (TAKE P C)))
(DE TAKE (PLAYER CARD)
(MOVE PLAYER CARD POT (PILE-OF PLAYER)))
(DE PLAY (PLAYER CARD)
(MOVE PLAYER CARD (HAND-DF PLAYER) POTI)
(DE MOVE (AGT OBJ ORIG DEST)
ICAUSE AGT
(CHANGE (AT OBJ ORIG)
(AT OBJ DESTIl))
(DE CAUSE (AGENT EVENT)
(SOME ACT (ACTIONS-OF ACENT)
(LEAD-TO ACT EVENT)))
(DE POINTS (CARD)
(CASE ( (= CARD OS) 13)
( ( = (SUIT-DF CARD) H) 1)
( ( - CARD JD) -18)
8) )
(DE AVOID (AGENT EVENT)
(SOME ACT (ACTIONS-OF AGENT) (SMALL (PR-LEAD-TO ACT EVENT)]))
(DE SMALL (X) (< X 0.1))
(DE PR-LEAD-TO (EVENT1 EVENT2 [H = FUTURE]) (PR (LEAD-TO EVENT1 EVENT2 H)))
(DE LEAD-TO (E:ONT1 EVENT2 [H = FUTURE])
(GIVEN (DURING PRESENT EVENTI) (DURING H EVENT2)))

Heuristics are concepts too. A goal like "avoid taking points" can be represented as a predicate to be satisfied by an agent:

```
(DE AVOID-TAKING-POINTS (P)
(AVOID P (TAKE-POINTS PI))
```


### 2.3. Discussion

A key feature of our approach is the separation of representation from implementation. The definition of a concept encodes only enough information to specify its meaning precisely. The task of converting this definition into an effective implementation is factored out into the operationalization process. Essentially we are retaining LISP-like semantics but replacing EVAL with a collection
of heuristic methods for evaluating expressions. We feel that the traditional popularity of LISP as an implementation language has obscured its potential as a powerful, concise representation of knowledge.

## 3. Operationallzation

This section suggests several methods for operationallzation, which we define as transforming well-defined but non-effective expressions to make them effectively executable. The expressions used in the examples in this section use the representation described in Section 2. An expression may be non-effective in any of several ways:

- It may depend on non-observable information that can be deduced, or on uncertain data that can be predicted only probabilistically.
- It may depend on events that have not yet occurred but can be reasoned about.
- It may be defined intensionally over an infinite or combinatorially large domain and hence infeasible to compute systematically.
- It may be defined in terms of a function which can only be computed by special-case reasoning because it has no known general formula.
- It may be too complex to evaluate exactly but may still be amenable to approximation.

Operationallzation seeks to resolve such difficulties by combining appropriate methods: means-ends rules, special-case reasoning, simplifying assumptions, search, etc. It involves two important subproblems:

1. Mapping expressions to methods: Match an expression to a suitable method for operationalizing it, and decide how to instantiate the premises of the method in terms of the expression.
2. Representation of AI methods: Represent inference methods in a form that can readily apply to novel problems. This requires formalization of techniques which, although widely used, have not previously been characterized with sufficient precision to permit automatic application to a wide range of tasks.

Given an Internal representation of what "avoid taking points" means, the mahps must operationalize that concept, i.e., figure out how to avoid taking points.

### 3.1. Goal-specific operationalization rules

The simplest way is to use some method provided by the expert, such as

To avoid taking points, play a low card.
This method can be represented by a means-end rule that essentially ignores the underlying conceptual structure of "avoid taking points" and simply treats it as a goal symbol. Such rules enable user-provided domain-specific operationalization of concepts.

### 3.2. Systematic evaluation

Systematic evaluation can be used as an operationalization technique. In this approach, concepts ere treated as functions, and expressions are systematically expanded until known quantities are reached. Functions are applied to arguments by the rule

To operationalize an expression ( $\mathrm{F} \mathrm{e}_{1} \ldots \mathrm{e}_{\mathrm{n}}$ ) where $F$ has no known operationalization, substitute $e_{1} \ldots e_{n}$ for the corresponding lambda-variables in the functional definition of F.

## Thus

## AVOID-TAKING-POINTS

- (AVOID ME (TAKE-POINTS ME))
- (SOME ACT (ACTIONS-OF ME)
(SMALL (PR-LEAD-TO ACT (TAKE-POINTS ME))I)


## The subexpression

(PR-LEAD-TO ACT (TAKE-POINTS ME))

## can be expanded to

(PR (DURING FUTURE (TAKE-POINTS ME)) (DURING PRESENI ACT))

- (GIVEN (DURING PRESENT ACT) (PR (DURING FUTURE (TAKE-POINTS ME))))

Systematic evaluation of this expression is precluded by the lack of a general definition that can be substituted for PR. In general, this approach encounters difficulties when there is inadequate knowledge to evaluate an expression, or when systematic evaluation is computationally exorbitant. Heuristics proposed elsewhere [4] for dealing with such difficulties apply special-case knowledge about partially-defined functions or introduce simplifying assumptions that permit approximate solutions.

### 3.3. General operationalization methods

(This section uses fault tree analysis as an example of a general operationalization method and shows how it can be used to operationalize "avoid taking points." The purpose of this exercise is to suggest the feasibility of performing such reasoning automatically by applying simple search and manipulation operations to a knowledge base of user-defined concepts.)

A reasonable way to operationalize "avoid taking points" is to apply knowledge about how to avoid things in general. For instance, one method for avoiding an event is fault tree analysis: figure out what conditions can cause the event, and prevent them. Analysis of the game rules shows that taking points only occurs by winning a trick in which points have been played. Fault tree analysis might suggest trying to lose the current trick if it is likely to have points.*

Note what reasoning is required to do this sort of Operationalization. The idea of using fault tree analysis can be suggested by instantiating a rule like

If your goal is (operationalize (avoid $x$ )) then find a necessary condition for $x$ and make its negation a goal.
The analysis itself might be performed as follows. (This description omits numerous fruitless branches taken along the way; the intermediate steps of the derivation given below require some search to find.) First the definition of TAKE-POINTS is expanded in terms of TAKE:
(TAKE-POINTS ME)
$=($ TAKE ME $($ SOME $X$ CARDS (HAS-POINTS X)) $)$
Next the mahps looks for EVENT concepts in which TAKE occurs. (This simply requires the ability to iterate over the set of defined concepts.) The only such concept is
(DE TAKE-TRICK (P)
(EACH C (CARDS-IN-POT) (TAKE PC)))
Thus TAKE-TRICK Is the only way the mahps knows about of taking a card. In particular,
(TAKE ME (SOME X CARDS (HAS-POINTS X») implies

```
(AND [TAKE-TRICK ME)
[EXISTS C (CARDS-IN-POT)
(HAS-POINTS CARO)))
```

[^27]The conjunct

## (EXISTS C (CAROS-IN-POT) <br> (HAS-POINTS CARD))

In this expression is the definition of TRICK-HAS-POINTS. Similarly, the only known case of TAKE-TRICK occurs in

## (DE TRICK NIL <br> (SCENARIO (EACH P (ORDER-DF-PLAY) <br> (PLAY-CARD P))

(TAKE-TRICK (TRICK-WINNER))))
so (TAKE-TRICK ME) implies (- ME (TRICK-WINNER)) In short, (TAKE-POINTS ME) occurs 191

```
(AND [- ME (TRICK-WINNER)]
    [TRICK-HAS-POINTS])
```

To avoid (TAKE-POINTS ME), the mahps can add to its goals the proposition

```
(IF (TRICK-HAS-POINTS)
    (NOT (= ME (TRICK-WINNER))))
```

Each step of this derivation can be accounted for by a simple operation, such as lambda-substitution or unification matching. It appears quite feasible to automate this sort of analysis as, say, a set of rules for when to perform each operation.

### 3.4. Weak methods

(This section uses houristic search as an example of a standard Al "weak method" [5] and applies it to the operationalization of "avoid taking points." It is argued that the reasoning involved in so doing might feasibly be performed mechanically. Some of the problems involved in applying a general method to a given problem are discussed, and some techniques for solving them are proposed.)

Al provides several weak methods applicable to the operationalization problem. One such method is heuristic search (hereafter abbreviated "HSM"), which can be used to find a sequence of eloments satisfying a given property [5]. Figure 1 shows (in quasi-SAll syntax) a generic "procedur al" for HSM which yields an effective search procedure when the underlined components are instantiated by the components of a particular search problem. Figure 2 gives a schematic description of these components. For example, it specifies "operator" as the type consisting of all functions from a node to a node.

Let us see how the mahps might operationalize "avoid taking points" in terms of heuristic search. Suppose it has encountered difficulties in operationalizing
(SMALL (PR-LEAD-TO ACT (TAKE-POINTS ME))) and applies

If you're having trouble operationalizing a predicate $P$, find a non-trivial predicate $Q$ that implies $P$, and oper ationalize $Q$ as an approximation for $P$.
with $P=$ (SMALL (PR $x)$ ) and $Q=$ (NOT $x$ ). The mahps is now left with the problem of operationalizing
(NOT (LEAD-TO ACT (TAKE-POINTS ME)))

- (NOT (GIVEN (DURING PRESENT ACT) CDURING FUTURE (TAKE-POINTS MEI)))
- (NOT (EXISTS H (ALL FUTURE)
(DURING H ACT TAKE-POINTS ME)I)

```
node sequence procedure HSM-search -
begin "search"
node n. n'
operator op:
Bearch-gpace: - (inodel;
repeat
If (n:-select-node (search-space)) = NIL
then return fallure
\(!\) search-space exhausted
- 180 if prune-test \((n)\)
    then remove \(n\) from search-space
    I prune nodes not worth considering
        else begin "consider node"
            if (op:-select-op(n)) - NIL
            then remove \(n\) from search-space
            1 no operators left to apply to \(n\)
            -lse begin "expand node"
                    \(n^{\prime}:=0 p(n)\) :
                    Link \(\left(n, n^{\prime}\right)\) :
                    if solution-test \(\left(n^{\circ}\right)\)
                    then return Path-to( \(n^{\prime}\) ); \(x^{*}\)
                    ! (inode, .... \(n^{\circ}\) ) is solution
                    If retain-test ( \(n^{\prime}\) )
                    ! prune if not worth retalning
                    then put \(n^{\prime}\) in search-spaces
                    end "expand node":
            end "consider node":
end "search":
```

Figure 1: Procedural for heuristic search

[^28]To decide whether such a scenario $H$ exists, the mahpe can use heuristic search. This method might be suggested by partial-matching the sub-expression
(EXISTS H (ALL FUTURE)
(DURING H ACT (TAKE-POINTS MEI))


Figure 2: Schema for heuristic search

[^29]"A gamorotor io e procedure that relupne on abment of lie cholee cet cech fime if is called. The choice seit may be exponded by other procesces between celle to the generator.
against the HSM problem description

## (FIND $S$ (SEQUENCES-OF node) (ADMISSIBLE S)

The facets of HSM can then be instantiated by identifying corresponding residuals in the partial match [1] using

To operationalize an expression $E$ in terms of a method M, partial-match $E$ against M's problem description and instantiate the components of M with the corresponding components of the expression.

For instance, the correspondence between (ALL FUTURE) and (SEQUENCES-OF node) suggests using game states as nodes in the search, since each future is a sequence of game states. However, additional information, not explicit in the expression, is needed to formulate an effective search. For instance, what are the operators?

The answer to this question is not explicit in the expression, but the HSM schema gives a clue: it specifies the operators as functions from a node to a node, l.e., from a state to a state. By examining the logical types of the concepts it knows about, the mahps can find that actions are functions from astate to an event. By applying the rule

To view a concept $c$ as an entity of type $X$, find anown function $F$ whose domain contains $c$ and whose range matches $X$, and view $c$ as ( Fc ).
the mahps can view any action ( $A x_{1} \ldots x_{k}$ ) as the composite function (AFTER (A $\left.x_{1} \ldots x_{k}\right)$ ) from a before state to an after state.

Next the mahps can decide which actions should be used as operators in the search. An adequate set of operators in this case is given by (PLAY (PLAYER) C) for C in (LEGAL-CARDS (PLAYER)), where (PLAYER) denotes the player whose turn it is to play in the current state. A more efficient search might use abstract operators like

## (OVERPLAY (PLAYER) ME)

- (PLAY (PLAYER)
(SOME C CAROS

$$
\begin{aligned}
& \text { (AND } \text { [HIGHER C (CARD-DF ME)] } \\
& \text { [- }(S U I T-O F ~ C) \\
& \text { (SUIT-LED)]))] }
\end{aligned}
$$

## (SLUFF-POINTS (PLAYER))

- (PLAY (PLAYER)
(SOME C CARDS
(AND [YAS-POINTS C]
[NEQ (SUIT-OF C)
(SUIT-LEDI]))
as suggested by

To reduce a search space, suppress operator details that are irrelevant to the search criterion, and use the resulting abstractions in place of the original operators.

Such abstract operators have been used to increase planning efficiency in problem-solving systems [6, 71

Other information absent in the expression includes the functions select-node and select-op. The simplest solution to this problem is to use random selection functions. However, this would result in an inefficient search. A better choice can be made by applying

When selecting nodes and operators in a search, select first those most likely to satisfy the search criterion.

Thus when assigning successive values to the non-deterministic expression (SOME C (LEGAL-CARDS P», the mahps should choose first those cards most likely to satisfy (TAKE-POINTS ME), namely cards that underplay Its own choice or that break suit. This ordering preference can be solicited from the expert by or derived by applying fault tree analysis to the search criterion. If (TAKE-POINTS ME) occurs in some plausible scenario (i.e., a scenario consistent with ME's knowledge about legal play and the distribution of unplayed cards), this would be detected early in the search. If it doesn't however, the whole combinatorial space would be searched. This could be avoided in a couple of ways First, the mahps might simply prune branches of the search considered unlikely to lead to (TAKE-POINTS ME), using

If a search node is unlikely to lead to a solution, prune it.

Second, it could apply the general rule
If you search for something and look at the most likely candidates without finding it, its probability of being there is small.

Thus an incomplete, unsuccessful heuristic search for

## (SOME H (ALL FUTURE) <br> (DURING H ACT (TAKE-POINTS ME)))

could itself serve as evidence for the hypothesis (SMALL (PR-LEAD-TO ACT (TAKE-POINTS ME))).

### 3.5. Dynamic operationalizition

(This section illustrates how information arising from an actual task situation can be used to simplify the problem of operationalizing a generally applicable concept or heuristic. A hypothetical game situation is described, and a line of reasoning a human player might use in that situation is presented. The problem of automatically generating a similar line of reasoning is examined, and some general heuristics useful in solving it are proposed.)

Let's see how a mahps might operationalize "avoid taking points" in the context of a specific game situation such as the following: The order of play is Joe, then ME (the machine), then Ann. Joe has just led the 15th trick of the round with the King of diamonds. The machine has two diamonds (the 10 and the Ace) and knows that the only outstanding diamond Is the Jack, and that the only point card still out is the Queen of spades. Clearly it behooves the machine to compare carefully the consequences of playing the 10 or the Ace.

A person in this situation might reason as follows: "I can certainly avoid taking points by playing the 10, since then Joe will take the trick. If I play the Ace and Ann has the Jack, shell have to play it, so I won't take points. But if she doesn't have the Jack and she does have the Queen of spades, she might stick me with it. Otherwise I'm safe."

Mow might a similar line of reasoning be generated automatically? To start with, the mahps expands the definition of AVOID-TAKING-POINTS to
(SOME ACT (ACTIONS-OF ME)
(SMALL (PR-LEAD-TO ACT
(TAKE-POINTS ME))))
This generates the goal of evaluating
(SMALL (PR-LEAD-TO ACT (TAKE-POINTS ME))) for each ACT in (ACTIONS-OF ME). In the situation at hand, (ACTIONS-OF ME) consists of (PLAY ME 1OD) and (PLAY ME AD). It is easy to evaluate (PR-LEAD-TO (PLAY ME 10D) (TAKE-POINTS ME)) as zero by applying fault tree analysis (3.3):
(NEQ 10D (WINNING-CARD)) follows from (LOWER 100 KD) and the definition

## IDE WINNING-CARD NIL

(HIGHEST ISET-DF C (CARDS-IN-POT)
(- (SUIT-OF C)
(SUIT-LED) ) ) )

It is trickier to evaluate
(PR-LEAD-TO (PLAY ME AD) (TAKE-VINTS ME)).
Expanding the definition of PR-LEAD-TO and substituting
(CURRENT trick) for FUTURE yields

## (PR (DURING (CURRENT TRICK) <br> (TAKE-POINTS ME)) <br> (DURING PRESENT (PLAY ME AD)))

- (PR (DURING (SCENARIO (PLAY JOE KD) (PLAY ME AD)
(PLAY ANN
ISDME C
(LEGAL-CARDS ANN)])
(TAKE-TRICK (TRICK-WINNER))) (TAKE-POINTS ME)))

Consider the sub-expression (TAKE-POINTS ME) in this expression. (TAKE-POINTS ME) occurs iff (AND (- (TRICK-WINNER) ME) (TRICK-HAS-POINTS)). (PLAY ME AD) implies (- (TRICK-WINNER) ME) since no higher card can be played, so (TAKE-POINTS ME) reduces to (TRICK-HAS-POINTS) in the case at hand. Furthermore, since (CARDS-IN-TRICK) - (SET KD AD (CARD-OF ANN)), (TRICK-HAS-POINTS) reduces to (PLAY ANN (SOME C CARDS (HAS-POINTS C)))). This expression Instantiates the definition

```
(DE UNLOAD-POINTS NIL (P)
    (PLAY P
        (SOME C CARDS
                        (AND [HAS-POINTS C]
                            [NEQ C (WINNING-CARO)]))))
```

since (- (TRICK-WINNER) ME) precludes
(PLAY ANN (WINNING-CARD)). Thus (TAKE-POINTS ME)
reduces to (UNLOAD-POINTS ANN).

Now consider the sub-expression (SCENARIO ~). Evaluating it requires determining (LEGAL-CARDS ANN). Since (NOT (LEADING ANN)), (LEGAL-CARDS ANN) simplifies to

```
(SET-OF C (HAND-OF ANN)
    (OR [VOID ANN DIAMONDS]
        [- (SUIT-OF C) DIAMONDS)))
```

Since JD is the only outstanding diamond, (- (SUIT-OF C) DIAMONDS) reduces to (- C JD) and (VOID ANN DIAMONDS) reduces to (NOT (HOLDS ANN JD)). Thus (LEGAL-CARDS ANN) reduces to (IF (HOLDS ANN JD) (SET JD) (HAND-OF ANN)).

The resulting expression
(PR
(DURING (SCENARIO (PLAY JOE KD)
(PLAY ME AD)
(PLAY ANN
(IF (HOLDS ANN JD)
JD
(SOME C (HAND-OF ANN))))
(TAKE-TRICK ME))
(UNLOAD-POINTS ANN)))
can be simplified to
(PR (DURING (PLAY ANN
(IF (HOLDS ANN JD)
JO
(SOME C (HAND-OF ANN))))
(UNLOAD-POINTS ANN)))
since (UNLOAD-POINTS ANN) can only occur as part of (PLAY ANN ...). The IF construct can be factored out of this expression, yielding
(IF (HOLDS ANN JD)
(PR (DURING (PLAY ANN JD)
(UNLOAD-POINTS ANN))
(PR (DURING (PLAY ANN
(SOME C (HANO-OF ANN)))
(UNLOAD-POINTS ANN)))))
The falsity of

```
(DURING (PLAY ANN JO)
    (UNLOAD-POINTS ANN))
```

follows from (- (POINTS JD) -10). We still have the problem of evaluating
(PR (DURING (PLAY ANN (SOME C (HANO-OF ANN))) (UNLOAD-POINTS ANN)))

This expression can be simplified by worst-case analysis using the rule
(PR (DURING (f ... (SOME x S)...) bad-event))-
(PR (EXISTS x S (DURING (f... x ...) bad-event)))
Applying this rule yields

```
(PR (EXISTS C (HAND-OF ANN)
    (DURING (PLAY ANN C)
    (UNLOAD-POINTS ANN))))
```

which reduces to

```
(PR (EXISTS C (HANO-OF ANN)
    (HAS-POINTS C)))
```

- (PR (HOLDS-POINTS ANN))

In other words, worst-case analysis assumes
(GIVEN (HOLDS-POINTS ANN)
(DURING (CURRENT TRICK)
(UNLOAD-POINTS ANN)))

Combining the above simplifications, we have (PR-LEAD-TO (PLAY ME AD) (TAKE-POINTS ME)) (IF (HOLDS ANN JD) 0 percent (PR (HOLDS-POINTS ANN))).

Of course, the rules of the game prevent the mahps from inspecting Ann's hand in order to evaluate (HOLDS ANN JD) and (HOLDS-POINTS ANN). This illustrates a particular type of operationalization problem: evaluation of well-defined expressions based on unobservable data. There are various ways to cope with this problem. Sometimes an expression can be evaluated Indirectly by deduction from data that art observable. For Instance, if the mahps remembers that Ann has shown void in diamonds, it can infer that (HOLDS ANN JD) is
false. Another way to cope with unobservable data is to treat it probabilistically. This approach is discussed in some detail in [4].

### 3.6. Mapping expressions to methods

This section has described several methods which might be used to operationalize the expression (AVOID ME (TAKE-POINTS ME)). An important issue in operationalization is mapping expressions to methods. This mapping involves not only finding a method appropriate to a given expression but also determining the correspondence between the elements of the expression and the elements of the method: the mahps must figure out how to satisfy the informational requirements of the method given the information contained in the expression or otherwise inferrable. The examples in this section involved a variety of techniques for doing this mapping. These include goal-specific means-end rules (3.1), expanding expressions in terms of lower-level concepts (3.2), instantiation of general rules (3.3), partial-matching expressions against problem descriptions associated with Known methods (3.4), viewing concepts as related concepts (3.4), and Introduction of simplifying approximations (3.5).

Intuitively, the further removed the method from the expression, the weaker the method, since it exploits less specific knowledge about the expression. Thus fault tree analysis can be expected to produce a better (more efficient) operationalization of "avoid taking points* ${ }^{* 1}$ than heuristic search, since the fault tree solution operates at the level of scenarios, while the heuristic search solution operates one conceptual step lower at the level of sequences.

## 4. Current and Future Work

The body of previous research related to this work is too large to cite here, but is discussed elsewhere [2, 4].

The first author's dissertation (in progress) focuses on operationalization. We have operationalized several examples of Hearts advice by hand and are formulating general rules to account for the derivations. A working program generates such derivations interactively. At each step it determines which rules are applicable and applies the one ranked highest according to some simple criteria. In case of a tie, the user selects from among the best-ranked candidates. In addition we have defined a procedural for heuristic search and are working towards a formalization of fault tree analysis. The representation used in this paper has been implemented, including most of the meta-functions described in Section 2.1. An interpreter capable of executing this representation has been implemented in LISP.
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[^0]:    * Presently at SONY Corporation.

[^1]:    Thia perspective ia somewhat akin to that on which are based the results of backward error analysis (aa defined in tha numerical analyaia literature), in which one asks of a matrix inversion algorithm, for example, not how accurate ara the answers that it computes, but rather how different from the fiven problem ia the problem for which the computed answers are the exact anawers

[^2]:    * Elomentary oxamples of euch problome include the B-puzzlo, The Tower of Henoi, the water jue problem, misaionaries and cannibale problem and other "loy" problema fomiliar in the literature [Nileson 1971, pp. 39-41, 77-78), (Jeckeon 1974, pp. 81-84, 110-115), (Repheol 1976, pp. 79-86]. [Wickolgren 1974, pp 49-57, 78-80 cf.). Somewhat bese frivolous examplee include cerlain algebraic manipulation problome [Doran \& Michie 1968, pp. 254-255), (Doran 1967, pp. 114-115), ond o vertion of the traveling ealosperson problem (Doran 1968), (Herrie 1974)
    ** The Graph Traverser algorithm [Doran a Michie 1980] and the HPA algorithm [Pohl 1970e] ore oscentially the seme as $A^{\circ}$.

[^3]:    * Note that the 8-puzzle zraph consists of two diajoint componente. For present purposen, we consider search within one such component. Also, we assumo that a problem sraph is specified in practice by e auccessore function SUC(a) denotos, for any node sin the graph, the sef of nodes $v_{i}$ for which there existe an edge from s to $v_{i}$ Typically SUC(s) is implemented by aet of operators, esch of which fransforme a siven state into another state $v_{i}$, provided the operetor'e precondition is entisfied. In the 8-puzzle contoxt, one such operator might hove the effect of moving the hole upward if it in not in the lop row of the bourd.
    ** To echieve this bound, one musi be caroful in eolecting e etretogy for resolving ties among nodes for which equal values wore assitened.

[^4]:    * $A^{*}$ is onalyzed mathomatically in [Hart, of al. 1978], [Pohl 1970a), [Pohl 1970b], [Nilason 1971], [Harris 1974], (Vanderbru: 1976), (Munyer 1978]. [Munyer \& Pohl 1976]. [Ibaraki 1977] [Pohl 1977] [Gelperin 1977], (Martolli 1977), [Gaechnis 1979], and olsowhere. Altompting to apply such analytic rosulte is not amajor concern here; in Section 3.3 we mengure heuriatic performance experimentally.

[^5]:    If tha number of edges in 9MAXSWAP were close to the number in the) 8-puzzle we could infer that the distance function of the former ia a close approximation of (hat of the latter, but such ia not the case Tha 8-puzzle, 9MAXSWAP and 9SWAP each has 9'• 362,880 mades Tha 9MAXSWAP graph haa 4.9'. 1,451,520 adfaa (Tha number of edges in the $N$-MAXSWAP graph is $N^{\prime}(N-D / 2)$ Nodaa in tha 8-puzzle graph are incident to 2 , 3 , or 4 adfaa, in tha proportion 4.4.I, respectively Hence the number of edges •• 9 '2.4/9 + 3-4/9 4.1/9)/2-9>=4/3 - 483,840, a factor of 3 fawar than in 9MAXSWAP By companion, tha 9SWAP graph haa 18.9' • 6,531,840 adfaa, a factor of 3375 mora than in 9MAXSWAP (Tha number of edges in N-SWAP ,e $N$ ! $N(N-I) / 4$ )

[^6]:    * The general behovior of MAXSORT for 4 MAXSWAP can be depicted sraphically as follows Since the oxecution of MAXSORT for an arbilrary 4 element permutation corresponds to ath in the MMAXSWAP graph (see Figure 2), the union over all 4 -element permutalion of the execution pathe of MAXSORT (ie, to sort into ascending order) is subgroph of 4MAXSWAP. In fact this subgraph ie e epenning troe of $4 M A X S W A P$ (soe Figure 3)

[^7]:    * $A s$ a matior of convenience, we sometimes write $K(s)$ inatosd of $K(s, t)$ when $t$ is understood implicitly. For example, in any siven $A^{d}$ eearch node $t$ is understood to be the gool node.
    ** $K_{2}$ computes the number of liles out of place, each woighted by the orthogonal distance the life must move 10 its desired spot, assuming no other tiles block the path; $K_{3}$ equale $K_{2}$ plue another form measuring the degree to which the outer tiles in agree in rotational order to those in the gool node. See [Doran \& Michio 1966), [Nilason 1971), (Gaschnis 1977], or [Gaachnis 1979] for additional de tails.

[^8]:    * This work was performed under NASA contract NASW-2916 and the Defense Advanced Research Projects Agency contract MDA905-76-C-0206.

[^9]:    However, all the above approaches limit, to a greater or lesser degree, the additivity and

[^10]:    We are grateful to the researchers of the IMAG

[^11]:    * Order is not significant

[^12]:    V. GENERALIZATION OF THE KNUTH-BFNDIX ALGORITHM It is not our purpose to present the

[^13]:    Hhis ropint deserithes research clone at the Ar tifirial latelligence Lahoratory of the
     frir thr latich alory's artificial intelligence rer.arrh i $\cdot$ providred in part hy the Advance Prifires Agrency of ther Department of Defence under fiffrer rif Naval fiesearch contract N00014-75-C orr.3.

[^14]:    * If $A$ and $B$ are fuzzy subsets defined by $A=\sum_{i} \mu_{A}\left(a_{i}\right) / a_{i}, \quad B=\sum_{j} \mu_{B}\left(b_{j}\right) /\left(b_{j}\right)$, then

[^15]:    * Partly supported by IRIA-SESORI.

[^16]:    * a 4*1 column vector whose elements are the four Stokes parameters

[^17]:    "This research was supported in part by Grant HES75-22021 from the National Science Foundation, in part by NIMH Grant MHO7722, and in part by ARPA Grant F44620-73-C0074. I would like to thank H. A. Simon, Eric Johnson, Marshall Allas, Marilyn Mantoi, Doug Lenat, and Robert Neches for discussions bading to the ldeas in Ihis papee

[^18]:    This work was carried out under contract IRIA/SKSORT $\mathrm{n}^{\circ} 77052$

[^19]:    * Brachman, Rons "Theoretical Studies in Natural Language Understanding." BBN Report M3888, Cambridge, Mass., September, 1978, p. 25.

[^20]:    ${ }^{1}$ This research wot supported in part by the National Science Foundation under grant. MCS77-04440 and MCS77-03373.

[^21]:    -This research wes sponsored in part by the Defense Advanced Research Projecte Asency (DOD), ARPA Order No 3597, monitored by the Air Force Avionics Leborotory Under Contract F33615-78-C-1551.
    *"The Ph.D. Thesie thet this paper is based on [6] considere these same questione in erester detait, plue the questions of exploiting perallolism on multiprocessors and of decomposing a eystem to run on processors with - emall addroes apece.

[^22]:    "By edeavecy we do not moen theoretical adequacy (which is trivislly prosent), but rather comething we might call "ropposentational practicality". We aleo do not moen to include time efficiency, since thal ia conaiderod eoperutoly.

[^23]:    -These procedure facillties ere puraly for apace efficiency. A production using them beheves oxactly os if all ite elemente wore explicitly wrifton out, oxcept for a amall time afficiency lose in assignimy peramptors to varinbles.

[^24]:    Thia raaaarch waa aponaorad by tha Dafanaa Advanced Raaaarch Projacts Agancy (DOD), ARPA Ordar No 3597, tod monitored by tha Air Forca Avionica Laboratory under Contract F33615-7S-C-1151 Tha viawa and conclusion! containad in this documant ara those of the author and should not ba intarpratad aa rapraaantinf tha official policies, either expressed-6 or implied, of tha Oafanaa Advancad Rasearch Projacta Agancy or tha US Government.
    ${ }^{2}$ For a general diacussion of tha iaauaa that faca anyona dasigning a system with essmition a accommodation capabilities, - [6]

[^25]:    *This work was supported in part by the Office of Energy Research of the U.S. Department of Energy under contract No. W-7405-ENG-48.

[^26]:    This work was elipported in part by the National Science Foundetion, RCN 6889, Grant No MCS77-03273 to the Rand Corporstion, in part by the Graduate Followahip prosram eupport to the first author, and in part by the Defense Advanced Research Proiecto Agency (DOD), ARPA Order No. 3597, monitored by the Air Force Avionice Laboratory under Contrect F33815-78-C-1551. The views and conclusions contained in this document are those of the euthore and should not be interpeted se representing the official policies, oither expreased or implied, of the Defonse Advenced Research Projecto Agency or the U.S. Government.
    "The card game Hoarts is used throughout this paper for purpoces of llluetrations the rube of the game are given in (4].

[^27]:    -A sophisticeted ployer will eave low corde to use during the bittor pert of the gome, when the riek of taking pointe normally incroases. It woutd be rether difficult for a mehpe to infor thie actith tactic from the advice "ovoid takine points"i it ie much more resconeble for the oxpert to avereat it exdicilily.

[^28]:     cetebNahed by Limin(man').

[^29]:    ${ }^{\text {© Defined by }}$
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