
COMBINATION AND PROPAGATION OF UNCERTAINTY WITH BELIEF FUNCTIONS 
- A REEXAMINATION -

Didier Dubois Henri Prade 

Universite Paul Sabatier 
Laboratoire Langages et Sysiemes Informatiques 

118 route de Narbonne, 31062 TOULOUSE CEDEX - FRANCE 

ABSTRACT 
The behavior of Dempster's rule of combination in 

typical situations is examined. Particularly, it is shown 
that assessing a zero value or a very small value may 
lead to very different results. Moreover a comparison 
with a possibility theory-based approach in case of con
f l ict ing information is provided. The general problem of 
representing uncertainty with one or several numbers is 
addressed. Lastly, the propagation of uncertainty from a 
fact and "if . . . then..." rule is discussed in the framework 
of belief functions. 

I - INTRODUCTION 
The treatment of uncertain information in knowled

ge engineering has encountered an increasing interest a-
mong AI researchers in the recent years. Roughly spea
king, there are at least two basic problems when reaso
ning with uncertain facts or rules ; namely the combina
tion problem and the propagation problem. The combina
tion problem refers to the aggregation of uncertain pieces 
of information issued from different sources dealing with 
the same matter. The propagation problem deals with the 
aggregation of the uncertainty concerning the satisfaction 
of the condi t ion-part of a rule with the uncertainty of 
the rule itself in order to deduce the uncertainty perva
ding the conclusion of the rule. Two theoretical frame
works have recently emerged for discussing these pro
blems : the Dempster-Shafer theory of evidence [ 4 ] and 
Zadeh's possibility theory ; see Prade [ 3 ] for a 
comparative overview. In the following we examine how 
Dempster's rule of combination behaves in typical situa
tions and how the result given by this rule may depend on 
the assessment of the values of the basic assignment. Then 
the propagation problem is briefly discussed in Shafer's 
framework.Comparisons are made with the possibilistic ap
proach as well as with the treatment of uncertainty in in
ference systems such as MYCIN. The key question of the 
representation of the uncertainty of a fact or of a rule by 
more than one number is discussed throughout the whole 
paper. 

II - COMBINATION PROBLEM 
In Shafer's approach an uncertain body of evidence 

is represented by a so-called basic probability assignment 
m which is a set-function from the set of possible ele
mentary events to the real interval [0,1] such that 

(1) 

The quantity m(A) is supposed to represent our part of 
belief in the occurrence of A exactly. See Garvey et al. 
( IJCAI-81, pp 319-325) for an application-oriented presen
tat ion. Dempster's rule combines two probability assign
ments m1 and m2 pertaining to two sources of informa
tion, and obtains a new basic probability assignment m 

Moreover this rule is associative. 

1) The case of two alternatives 
In the following we completely investigate the case 

where only contains two known alternatives, each one 
being regarded as opposite to the other one, i.e. 
This case is interesting in the scope of expert systems be
cause it is found when general rules enable the same con
clusion a to be derived with various levels of uncertainty, 
and as such, is often encountered in applications. In this 
case a basic probability assignment m is defined by the 
three numbers which have to satisfy 
the constraint (1). Then the degree of belief in the alter
native a is given by Bel(a) = m(a) while the plausibility of 
a is computed as from the ge
neral formulas [ 4] 

(3) 

where the overbar denotes the set-complementation. A l 
ternative a may be regarded as probable to a degree 
which belongs to the interval 

while the probability of the opposite al ternat iveia 
lies in the interval The quantity 

corresponds to the amount of ignorance. Note that 
in general we need two numbers, m(a) and for ex
pressing the uncertainty pertaining to alternative a. How
ever if , the uncertainty of a is expressed by a 
single number, its probability ; when or when 
m(a)=0, the useful information about an alternative lies in 
its degree of belief or in the degree of belief attached to 
the opposite alternative, respectively. In that case, the 
plausibility function is a possibility measure in the sense 
of Zadeh [ 6 ]. 
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