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Abstract. Hybrid architectures have been used in 
several recent knowledge representation systems. This 
paper explores some distinctions between various 
hybrid representation architectures, focusing in 
particular on systems built around restricted 
representation languages This restricted language 
architecture is illustrated by describing KL-TWO, a 
hybrid reasoner based on the restricted representation 
facility RUP. The bulk of this paper discusses KL-
TWO, its subcomponents, and the techniques used to 
interface them. 

Many recen t knowledge representa t ion systems have 
been based on h y b r i d a rch i tec tu res . These systems are 
hybr ids in t h a t they do not at tempt the en t i re 
knowledge rep resen ta t i on task w i th a single i n fe ren t i a l 
component. Ins tead, they combine several reasoners 
i n to a complex whole. The advantages to be gained by 
th i s h y b r i d approach vary from system to system, bu t 
o f ten inc lude increases in the system's computa t iona l 
e f f ic iency, the coverage of i ts rep resen ta t ion language, 
or the ease of expressing knowledge w i th the system. 

The top ic of th i s paper is a new l og i c -based hyb r i d 
r ep resen ta t i on system. This system, cal led KL-TWO, is 
one wh ich I have been developing w i th my colleagues 
over the past two years. Al though KL-TWO has 
fea tu res in common w i th other hyb r i d reasoners, i t 
d i f fe rs ve ry s ign i f i can t l y from other systems in the way 
the common fea tures are used. The purpose of th i s 
paper is t hus twofo ld , to describe the features t h a t 
KL-TWO possesses, and to stress the di f ferences in 
approach between KL-TWO and other hyb r i d reasoners. 

Hybrid Representation 
Architectures 

The h y b r i d rep resen ta t ion scheme most fami l iar to the 
genera l AI audience is t ha t embodied by such systems 
as KRYPTON (Brachman, Fikes, & Levesque, 1983) or the 
t h e o r e m - p r o v i n g system of Schubert and his col leagues 
(Schuber t , Papalaskar is , & Taugher, 1983). These 
systems s t a r t w i th a theorem prover for f i r s t - o r d e r 
logic (FOL), and augment i t w i th spec ia l -pu rpose 
in fe rence systems. These spec ia l -pu rpose components 
are designed to per form ef f ic ient ly ce r ta in forms of 
reason ing t h a t would be computat iona l ly expensive fo r 
the theorem prover to per form by i tsel f . In essence, 
f o r t h e i r r e s t r i c t e d domains, these augmentat ions 
bypass the normal proof procedure of the theorem 
p rover , and cu t out some of i t s combinator ia l search. 

For example, KRYPTON augments St ickel 's connec t ion 
graph theorem prover w i t h a device fo r te rm ino log ica l 
reasoning. Schuber t and his colleagues added to t h e i r 
theorem prover components to reason about types, 
p a r t - w h o l e re la t ionsh ips , tempora l o rde r ing , and co lor . 
In th is paper, I wi l l re fer to systems such as these as 
theorem prover-based hybrid reasoners. 

One impor tan t cha rac te r i s t i c of these theorem 
p r o v e r - b a s e d hybr ids i s t h a t the h y b r i d a r c h i t e c t u r e 
may enhance the overa l l ef f ic iency of the system, b u t 
wi l l not change i ts overa l l expressiveness. Any th ing 
which can be represen ted in the spec ia l - pu rpose 
augmentat ions could also be represented in the 
unadorned theorem prover (a lbei t less conven ien t ly or 
e f f ic ient ly ) . The augmentat ions don ' t ex tend the 
expressive power of the theorem prover as much as 
they c i rcumvent i t s computa t iona l inef f ic ienc ies. 

KL-TWO has a subs tan t ia l l y d i f fe ren t a r c h i t e c t u r e 
f rom t h a t of theorem p r o v e r - b a s e d systems. This 
a l te rna t i ve a r c h i t e c t u r e was f i r s t suggested by 
McAllester (1980, 1982). He argued t h a t one need no t 
base a rep resen ta t ion system on a f u l l in ference system 
for the pred ica te ca lcu lus. Indeed, given t h a t f u l l 
f i r s t - o r d e r logic is only semi -dec idab le , and t h a t even 
the best t h e o r e m - p r o v e r s are prone to t ime -consum ing 
search, the re is good reason to consider a l t e rna t i ve 
rep resen ta t i on schemes. McAllester proposed bu i l d ing 
knowledge rep resen ta t i on systems a round a f a i r l y 
simple r e s t r i c t e d device, his Reasoning U t i l i t y Package 
(RUP for shor t ) . RUP provides only a subset of t he 
i n fe ren t i a l power of a f i r s t - o r d e r theorem p rover , 
( rough ly the p ropos i t i ona l subset) b u t is 
computa t iona l ly much more ef f ic ient . To res to re some 
of the missing rep resen ta t i ona l power, one extends RUP 
w i th spec ia l - pu rpose reasoners t a i l o red to one's 
app l ica t ion . 

Other r e s t r i c t e d languages have been proposed fo r 
th is k i nd of h y b r i d system ( for example, the re levance 
vers ions of p ropos i t i ona l logic and FOL proposed by 
Levesque (1984) and Pa te l -Schne ide r (1985)). I use t h e 
te rm restricted language hybrid reasoners to re fe r to 
hybr ids bu i l t a round r e s t r i c t e d systems such as those 
of McAllester, Levesque, or Pa te l -Schne ide r . 

The advantages of the r e s t r i c t e d language approach 
become apparent i f the subcomponents t h a t ex tend the 
c e n t r a l reasoner are themselves r e s t r i c t e d b u t 
e f f ic ient . The resu l t i ng system wi l l no t have the f u l l 
r ep resen ta t i ona l expressiveness of a f i r s t - o r d e r 
language, bu t in exchange i t w i l l have the p o t e n t i a l f o r 
reasoning e f f ic ien t ly . This approach has a ve ry 
a t t r a c t i v e promise: i f one can make do w i t h t h e 
expressive l im i ta t ions of a r e s t r i c t e d language h y b r i d , 
one may have a very e f f i c ien t system indeed. 

1This restorer, wot tupporttd by the Advonct Rt t torch 
Projact Agency of th t Dtportment of D t f t n t t . Under Contract 
No. NO0014-77-C-6378. 
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KLrTWO 
KL-TWO i t an exper iment w i t h the r e s t r i c t e d language 

approach to h y b r i d reason ing. The KL-TWO h y b r i d is 
composed of two subreasoners : PENNI, a modi f ied 
ve rs ion of RUP, and NIKL, a te rmino log ica l reasoner 
t h a t descended f rom KL-ONE. In the pages t h a t fo l low 
I w i l l descr ibe b o t h PENNI and NIKL in some de ta i l , and 
w i l l exp la in how the two systems are i n te r faced . But 
f i r s t le t me give a genera l desc r i p t i on of KL-TWO fo r 
t he reader to keep in mind t h r o u g h the d iscuss ion 
ahead. 

KL-TWO'a subcomponents, PENNI and NIKL, are 
compl imentary reasoners . The rep resen ta t i on task is 
d iv ided up between them, rough ly as fol lows. 

PENNI conta ins a database of p r o p o s i t i o n s asser t ions. 
The language of PENNI is essent ia l ly the p ropos i t i ona l 
subset of f i r s t o rde r p red i ca te ca lcu lus (a more prec ise 
de f i n i t i on fo l lows). This language does no t con ta i n any 
quan t i f i ca t i on . 

PENNI's simple p ropos i t i ona l f ramework is ex tended by 
KL-TWO's second subreasoner , NIKL. NIKL is a 
te rm ino log ica l reasoner s imi lar to KL-ONE (Brachman & 
Schmolze, 1985) or the te rm ino log ica l component of 
KRYPTON (Brachman et a l . . 1983). As I w i l l exp la in 
below, the te rm ino log ica l s ta tements one can make in 
NIKL def ine a simple class of un ive rsa l l y quan t i f i ed 
sentences. These sentences can be appl ied in PENNI to 
ex tend PENNI's p ropos i t i ona l language w i t h a l im i ted 
form of quan t i f i ca t i on . 

This language doesn ' t con ta in any quan t i f i e rs , I w i l l say 
more about t h i s below. 

The database permi ts i nc remen ta l asser t ions and 
r e t r a c t i o n s . Propos i t ions can be added in any o rder ; 
fo l lowing each add i t i on a number of deduct ions w i l l be 
made. Re t rac t ions can also be pe r fo rmed at any t ime. 
The RUP database is bu i l t as a t r u t h maintenance 
system (or TMS), and permi ts a l l the usefu l opera t ions 
t h a t have been associated w i t h such systems. These 
inc lude the ab i l i t y to j u s t i f y a deduc t ion by r e t u r n i n g 
the exact set o f u s e r - a s s e r t e d p ropos i t i ons t h a t en ta i l 
i t , t he ab i l i t y t o r e t r a c t e f f i c ien t l y the log ica l 
consequences of a p ropos i t i on when t h a t p ropos i t i on is 
i t se l f r e t r a c t e d , and the ab i l i t y to per fo rm fast 
d e p e n d e n c y - d i r e c t e d b a c k t r a c k i n g . These fea tu res are 
e x t r a o r d i n a r i l y usefu l : e loquent arguments for them 
have been made by McAl lester (1980; 1982), Doyle 
(1978), and o the rs . 

I ment ioned above t h a t the language of PENNI does 
no t inc lude quan t i f i ca t i on . The dec is ion no t to inc lude 
quan t i f i e rs was made by McAl lester when he designed 
RUP. and fo l lows f rom his view of log ica l reasoning as 
cons is t ing of two separate processes, deduc t ion and 
i n s t a n t i a t i o n . Deduct ion is the process of der iv ing the 
consequences of a set of p ropos i t i ons , whereas 
i n s t a n t i a t i o n is the process of app ly ing quan t i f i ed 
sentences to p roduce new p ropos i t i ons . McAl lester 
(1980) argues t h a t w i t h i n c e r t a i n cons t ra i n t s deduc t ion 
can be per fo rmed re la t i ve l y e f f i c ien t l y . I ns tan t i a t i on , 
on the o the r hand , is ve ry d i f f i cu l t : o f ten the choice of 
wh ich sentences to i n s t a n t i a t e , and when to do so, can 
on ly be de te rmined e f f i c ien t l y on the basis of the 
speci f ic reason ing domain. The approach embodied by 
RUP (and hence by PENNI) is to focus on p rov id ing a 
good e f f i c ien t mechanism fo r deduc t i on , 2 and to remain 
uncommi t ted as to how to per fo rm i n s t a n t i a t i o n . 

In RUP, the choice of how to i ns tan t i a t e quan t i f i ed 
sentences is le f t up to the user. This is f ac i l i t a t ed by 
p rov id ing " h o o k s " i n t o t he database t h a t al low the user 
to augment i t s language. The hooks are rea l ized by 
the mechanism of demon i nvoca t i on ; RUP prov ides 
severa l va r ie t i es of IF-ADDED and IF-NEEDED demons. 
The ve rs ion of RUP used in KL-TWO conta ins 
McAl lester 's demon i nvoca t i on mechanisms. However, as 
I ment ioned above, KL-TWO can prov ide a class of 
quan t i f i ed in fe rences e f f i c i en t l y and automat ica l l y , 
w i t hou t r e q u i r i n g the use of demons. These in fe rences 
are pe r fo rmed by NIKL, KL-TWO's second subreasoner . 

The a r c h i t e c t u r e of KL-TWO can be summarized in 
t h i s way: PENNI prov ides p ropos i t i ona l reason ing and 
NIKL prov ides l im i ted quan t i f i ca t i ona l reason ing . This 
is i l l u s t r a t e d by F igure 1. 

PENNI 
PENNI is a modi f ied ve rs ion of McAl lester 's RUP (1980; 

1982). The fea tu res of PENNI I w i l l descr ibe in t h i s 
sec t ion are t h u s o r i g i na l l y f ea tu res of RUP. 

At t h e h e a r t of PENNI is a database of p ropos i t i ons . 
The language of t h i s database is the q u a n t i f i e r - f r e e 
p red i ca te ca lcu lus w i t h equa l i ty . This language is 
de f ined as con ta in ing : 

1. Express ions of t h e f o rm (P a), (Q a b),. . . at in 
(MAN John) or (OFFSPRING John Mary) ; 

2. Express ions of the form (= a b) , as in 
(= (grade Bi l l ) B+ ) , 

3. Boolean combinat ions of (1) and (2), art in 
( - > (FATHER John) (PERSON John)) . 

NIKL 
NIKL3 is a t e rm ino log i ca l reasoner t h a t descends f rom 

KL-ONE (Brachman & Schmolze 1985). As w i t h KL-ONE, 
NIKL allows one to make s ta tements about the terms 
t h a t descr ibe a domain. 

NIKL d is t ingu ishes two k inds of te rms, Concepts and 
Roles. Semant ical ly . these co r respond respec t i ve ly to 
1 -p lace and 2 - p l a c e re la t i ons . For example, t he NIKL 
Concept PERSON cor responds to the p red ica te t h a t is 
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t r u e of a l l en t i t ies which are persons The NIKL Role 
OFFSPRING corresponds to the re la t ion t ha t holds 
between any ind iv idua l and i ts ch i ld ren 

Pr imi t i ve and Complex Terms 
NIKL f u r t h e r d ist inguishes between pr imi t ive and 

complex terms. Pr imi t ive terms are simply terms for 
wh ich no de f in i t i on can be given. PERSON, for example, 
is a p r im i t i ve Concept, since the c r i t e r i a for being a 
person defy complete descr ip t ion . Similarly, OFFSPRING 
is a p r im i t i ve Role. 

In NIKL, complex terms are bu i l t out of o ther terms 
(which themselves can be simple or complex). To 
c rea te complex terms, NIKL provides a set of te rm 
c o n s t r u c t o r s which combine Concepts and Roles to 
p roduce new Concepts and new Roles. Several of these 
cons t r uc to r s , along wi th the i r in tended semantics are 
summarized in Figure 2. 

cor responds to the 2 - p l a c e abs t rac ted re l a t i on 

(OFFSPRING x y) & (MALE y) 

This r e l a t i on holds between something and any of i t s 
OFFSPRING which are MALE (e.g., between something and 
i ts sons). 

Naming terms 
To make complex terms more convenient , NIKL allows 

them to be assigned names. For example, the complex 
terms I have jus t descr ibed ( formulas 1 and 2) can be 
assigned the i r r i g h t f u l names by means of the fo l lowing 
NIKL statements. 

(Let FATHER (CMeet PARENT MAN)) 
(Let SON (VRDiff OFFSPRING MALE)) 

(3) 
(4) 

For example, consider the complex Concept 

(CMeet PARENT MAN) ( l ) 

This Concept corresponds in t u r n to a complex 
p red ica te wh ich can be nota ted w i th the -exp ress ion 

This complex pred ica te holds t r u e of every th ing fo r 
wh ich the PARENT and MAN predicates hold t r u e (e.g., i t 
holds t r u e of fa thers ) . Similar ly, the complex Role 

Note t h a t assigning a name to a complex te rm is 
tan tamount to giv ing a de f in i t i on to t h a t name. This 
de f in i t i on can be i n t e r p r e t e d as a f i r s t - o r d e r sentence. 
For example, the assignments in formulas 3 and 
4 cor respond to the fo l lowing def in i t ions . 

For more examples of NIKL def in i t ions , see Figure 3. 

Subsumpt ion and Class i f icat ion 
The semantics of NIKL lead na tu ra l l y to a r e l a t i on 

t h a t holds between NIKL terms, t ha t of subsumption. A 
term subsumes another term i f the meaning of the 
second enta i ls the meaning of the f i r s t . More 
prec ise ly , in the case of Concepts, we say t h a t a 
Concept C1 subsumes a Concept C2 i f f 

(VRDiff OFFSPRING MALE) (2) 

Subsumption between Roles has a s imi lar de f in i t i on . 
Consider ing the examples f rom f igure 3, we can see 

t h a t the Concept ANIMAL d i rec t l y subsumes the 
Concepts HERBIVORE, CARNIVORE, and BIG-ANIMAL. 
There are o ther Concepts t h a t ANIMAL subsumes in a 
der ived way, fo r example BIG-CARNIVORE, or t he 
Concept 

(CMeet HERBIVORE CARNIVORE) 
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which would app rop r i a te l y be named OMNIVORE. Stat ing 
these subsumpt ion re la t i ons in terms o f f i r s t - o r d e r 
sentences, we have 

Subsumpt ion re la t ions in NIKL are computed in an 
ope ra t i on known as c lass i f i ca t ion . Given a NIKL te rm 
To and a database of ( p r e - c l a s s i f i e d ) NIKL te rms, the 
c lass i f ie r locates a l l t he database te rms wh ich subsume 
To. This computa t ion e f fec t ive ly ins ta l l s To in the NIKL 
database; to al low fo r e f f i c ien t subsumpt ion quer ies , 
the computa t ion is t h e n cached. 

For example, c lass i fy ing t he OMNIVORE Concept ( i .e. 
(CMeet HERBIVORE CARNIVORE)) w i t h respec t to the 
database in F igure 3 would i n s t a l l OMNIVORE in the 
database. I t would be given as subsumers the Concepts 
HERBIVORE, CARNIVORE, ANIMAL, and a l l o t h e r Concepts 
t h a t subsume these. 

In add i t i on to comput ing subsumpt ion re la t i ons , the 
c lass i f ie r per fo rms a canon ica l i za t i on ope ra t i on on the 
te rm i t is c lass i fy ing. For example, the Concept 

(CMeet ANIMAL (CRestr ic t SIZE BIG) 
(CMin (VRDiff EATS ANIMAL) 1)) 

would canonica l ize to the p r e - e x i s t i n g Concept 

(CMeet BIG-ANIMAL CARNIVORE) 

wh ich is the Concept t h a t has been named 
BIG-CARNIVORE. 

The subsumpt ion r e l a t i o n and the ope ra t i on of 
c lass i f i ca t ion p rov ide NIKL w i t h much of i t s 
r e p r e s e n t a t i o n a l s t r e n g t h . In KL-TWO, they also p lay a 
c r u c i a l ro le in t he i n te r face between NIKL and PENNI. 

Interfacing PENNI and N I K L 
As I descr ibed above, PENNI ho lds a database of 

g rounded p ropos i t i ons , and NIKL con ta ins de f in i t i ons 
wh ich can be read as un ive rsa l l y quan t i f i ed sentences. 
Terms in NIKL (such as t he Concept HERBIVORE) 
co r respond to t he p red i ca te names o f p ropos i t i ons in 
PENNI (such as HERBIVORE in (HERBIVORE r a b b i t - 1 ) ) . 
The KL-TWO in te r face exp lo i ts t h i s cor respondence : i t 
opera tes by app ly ing in PENNI sentences f rom NIKL. 

Consider f o r example t he database in F igure 3. 
Among the sentences der ivab le f rom t h a t database is 

(5) 

I f (HERBIVORE r a b b i t - 1 ) were asser ted in PENNI, t h e n 
by app ly ing fo rmu la 5 in PENNI, KL-TWO cou ld i n fe r 
au tomat i ca l l y (ANIMAL r a b b i t - 1 ) . 

The key issue here is de te rm in ing wh i ch NIKL 
sentences shou ld be i n s t a n t i a t e d in PENNI, and when 
t h i s i n s t a n t i a t i o n shou ld t ake p lace. In KL-TWO, these 
decis ions are a r r i v e d at us ing a ca re fu l l y c o n t r o l l e d 
mixed regimen of f o r w a r d and backward reason ing . The 
f o r w a r d reason ing takes p lace when a new p ropos i t i on 
is asser ted of an i nd i v idua l : t he f o r w a r d reasoner is 
i nvoked to de termine wh ich NIKL sentences may as a 
r e s u l t be app l ied to t he i nd i v i dua l . The backward 
reasoner is i nvoked to answer a query : i t w i l l apply 
sentences t h a t have been se lec ted as a p p r o p r i a t e by 
t he ope ra t i on o f t he f o r w a r d reasoner . 

The Forward Reasoner 
The fo rward reasoner is b rough t i n to ac t i on when new 

p ropos i t i ons are asser ted of some PENNI ind iv idua l I. I ts 
job is to combine a l l t h a t has been asser ted of I , and 
determine f rom th i s wh ich sentences can be appl ied to 
I (w i thou t ac tua l l y apply ing them). It does so by 
c rea t i ng fo r I a NIKL Concept ca l led the MSG of I ( for 
Most Specif ic Genera l iza t ion of I). This Concept 
cap tu res an a b s t r a c t i o n of t h a t wh ich is known of I , 
and in t u r n determines wh ich NIKL sentences can be 
appl ied to I . These sentences are simply those t ha t 
encode the subsumpt ion re la t ions between the MSG of I 
and o the r Concepts in the NIKL database. 

This is best c l a r i f i ed by an example. Consider again 
the NIKL database of F igure 3. Let 's say now t h a t the 
fo l lowing p ropos i t i ons were added to PENNI. 

(BIG-ANIMAL a l ) 
(ANIMAL a2) 
(EATS al a2) 

This might co r respond to the s i t u a t i o n where you ' re in 
the A f r i can p la ins , and you've j us t no t i ced near you 
some b ig animal eat ing ano ther animal 

The f o r w a r d reasoner abs t rac t s these propos i t ions 
i n t o the Concept Caf , the MSG for a l : 

(CMeet BIG-ANIMAL 
(CMin (VRDiff EATS ANIMAL) 1)) 

To see t h a t th i s a b s t r a c t i o n is va l i d , note t ha t 
semant ica l ly i t co r responds to 

Apply ing th i s - e x p r e s s i o n to a l y ie lds the va l id 
p ropos i t i on 

(BIG-ANIMAL a l ) & 3 y (EATS al y) 
& (ANIMAL y) 

By c o n s t r u c t i n g Ca1, the i n te r f ace has ef fect ive ly 
abs t rac ted what is known of a l . To determine which 
sentences may be appl ied to a l , the i n te r face next 
c lassi f ies Caf . The c lass i f ie r in t u r n locates every 
ex is t ing Concept wh ich subsumes Caf , in t h i s case 
CARNIVORE. BIG-ANIMAL, ANIMAL (and any o ther 
subsumers of these Concepts no t i nd i ca ted in Figure 3). 
These subsumpt ion re la t i ons encode the sentences 

There is ac tua l l y one more sentence wh ich is 
appl icab le he re , and i t is de te rm ined by v i r t u e o f the 
c lass i f ie r ' s canon ica l i z ing Caf . Indeed, g iven the Figure 
3 database, Caf canonica l izes to 

(CMeet CARNIVORE BIG-ANIMAL) 

wh ich is t he Concept named BIG-CARNIVORE. In essence 
the canon ica l i za t i on ope ra t i on revea led 

The f o r w a r d reasoner has now d iscovered a l l NIKL 
sentences app l icab le to a l . A t t h i s po in t i t chooses to 
i n s t a n t i a t e on ly one of these, t he one der ived by 
canon ica l i za t i on . This is done by asser t ing in PENNI 

((BIG-ANIMAL a l ) & (EATS al a2) & (ANIMAL a2)) 
- -> (BIG-CARNIVORE a l ) 
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From th i s , the PENNI TMS wi l l automat ica l ly in fe r 

(BIG-CARNIVORE a l ) 

We ca l l t h i s p ropos i t i on the MSG pred ica t ion of a l . 
Because the c lassi f ier caches subsumpt ion re la t ions , 

a l l o the r NIKL sentences appl icable to al wi l l be 
re t r i evab le l a te r (as needed), and need not be 
i n s t a n t i a t e d now. Addi t ional ly , the MSG pred ica t ion 
being t r u e in PENNI wi l l allow demons tha t are indexed 
by the p ropos i t i on ' s pred icate name to f i re ( Inc lud ing, 
f o r example, a demon encoding the ru le t ha t you ought 
to r u n away f rom a big carnivore!) Final ly, asser t ing 
the MSG p red i ca t i on fac i l i ta tes subsequent TMS 
deduc t ions which are of importance to the backward 
reasoner . 

The Backward Reasoner 
The backward reasoning operation is used to answer 

queries, propositions for which a t ruth assignment is 
being sought. To determine the t ruth of a query about 
an individual I, the backward reasoner will t ry to 
determine whether any NIKL sentences applicable to I 
entail the t ru th of the queried proposition. 

I will assume here that the query has form (C I), 
where the predicate name C corresponds to a Concept 
of the same name 4 To determine the t ru th of (C I), the 
backward reasoner compares the Concept C to Cl, the 
MSG of I. If C subsumes CI, then the backward reasoner 
may infer (C I). 

To see how this works, consider again our example 
from the African plains. Say the forward reasoner has 
found the MSG of the individual a1 to be BIG-
CARNIVORE, and say we query 

(CARNIVORE al ) 

To determine the t ru th of this query, the backward 
reasoner checks whether CARNIVORE subsumes BIG-
CARNIVORE. Given the database in Figure 3. this 
subsumption relation does indeed hold, which 
establishes that 

This is precisely the NIKL sentence that is needed to 
answer the query, and the interface instantiates it by 
asserting 

(BIG-CARNIVORE al ) --> (CARNIVORE al ) 

In tu rn the PENNI TMS will infer 

(CARNIVORE al ) 

Conclusions 
In t h e view of KL-TWO I have given here , KL-TWO's 

p r i n c i p a l achievement can be seen as having extended 
RUP w i t h some form of quan t i f i ca t ion . However, the 
k i n d of quan t i f i ca t i on t ha t KL-TWO provides is l im i ted , 
t he scope of NIKL's quan t i f i ca t iona l language is the 
class of te rmino log ica l s tatements t h a t are 
c h a r a c t e r i s t i c of KL-ONE and i t s var ious descendants. 

Many quant i f ied statements can not be hand led in th is 
way. In KL-TWO, these statements t h a t c a n ' t , be 
expressed in NIKL must be encoded w i t h demons 
a t tached to the PENNI database. This observa t ion also 
appl ies to o ther r e s t r i c t e d language hyb r i ds bu i l t on 
RUP, in p a r t i c u l a r the CAKE system of Rich (1982). 

So how wel l does KL-TWO measure up to the promise 
of the r e s t r i c t e d language approach to h y b r i d 
reasoning? Can i t be bo th computa t iona l ly e f f ic ient 
and represen ta t iona l l y suf f ic ient? The answer 
un fo r t una te l y is yes and no. Yes, the system is 
e f f ic ient (a l though i t re l ies on some incomplete 
a lgor i thms) , and yes, i t is more expressive t h a n RUP 
alone. But, as might be p red ic ted , KL-TWO s t i l l i sn ' t 
su f f ic ient un to i tsel f . As RUP before i t . KL-TWO m u t t 
be extended fo r pa r t i cu l a r app l ica t ions , a lbe i t to a 
lesser ex ten t t h a n RUP. 

However, th i s s tate of af fa i rs is represen ta t i ve of the 
i nhe ren t t r a d e - o f f between expressiveness and 
ef f ic iency t ha t is common to a l l knowledge 
rep resen ta t i on systems. Out of the many possible ways 
of hand l ing th i s t r a d e - o f f , KL-TWO makes one 
p a r t i c u l a r choice, one which I t h i n k has been 
successful . 
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