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A B S T R A C T 

An impor tan t subproblem of scientific discovery is 
quantitative discovery, finding formulas tha t relate some set 
(or subset) of a collection of numerical parameters. Cur ren t 
work in quant i ta t ive discovery suffers f rom a lack of 
efficiency and general i ty. Th is paper discusses methods tha t 
are efficient and yet general for discovering equations which 
t ry to avoid exponential search. Impor tan t ly , these methods 
can derive equations tha t cover subsets of the data and 
derive expl ic i t descriptions of when the equations are 
applicable. These methods are fu l ly implemented in a system 
named ABACUS which is described and some of its results 
are presented. 

1 . I N T R O D U C T I O N 

A goal of quant i ta t ive scientific discovery is to create 
systems which wi l l be able to propose, more or less on their 
own, various types of empir ical laws which hold for some 
domain . Such systems should be both general and efficient, 
should be able to handle i rrelevant variables, and should 
describe, where possible, the l imi ts of appl icabi l i ty for their 
conclusions. Whi le some progress had been made, most 
notably the BACON series [Langley 83], existing systems have 
severe drawbacks. These systems tend to make various 
assumptions which only enable them to discover laws tha t 
hold for roughly all of the given data. They assume tha t all 
variables are relevant and also require the user to specify 
which variables should be treated as independent and which 
as dependent. Th is is par t icu lar ly l imi t ing since in 
interest ing cases we seldom know much about the variables 
involved. 

Th is paper presents several methods to help overcome 
these l imi tat ions. First , two methods of constraining the 
search, proportionality graphs and units analysis, are 
discussed. Second, a method for der iv ing several empir ical 
laws t ha t cover dif ferent port ions of a dataset is int roduced 
tha t produces a descript ion of when the empir ical law is 
appl icable. Final ly , some results generated by the program 
ABACUS are shown. 

S . C O N S T R A I N I N G 8 E A R C H 

The search for empir ical laws can be roughly 
characterized as searching th rough the space of equations 
which can be generated f rom the variables given in the 

dataset, stopping whenever a law that accounts for a 
signif icant amount of the dataset is found. T w o problems 
confound this search. First , the presence of i rrelevant 
variables in the data can tend to confuse the search process. 
Second, the process of combin ing existing terms to form new 
terms is inherent ly combinator ia l . A t tempts have been made 
to constrain the process using "expectat ion-dr iven heuristics" 
which may use desired formula templates, knowledge about 
the units of measurement being used, or the domain of the 
problem in general. An approach which makes no 
assumptions would be of more value. 

2 .1 . P ropo r t i ona l i t y Graphs 

T w o variables, x and y, may be said to be qualitatively 
proportional if, when other variables are held constant, x 
rises monotonical ly as y rises. They are said to be inversely 
qualitatively proportional if x decreases monotonical ly as y 
rises. There are four assertions possible as the result of a 
qual i tat ive propor t ional i ty measurement: 

prop+(x,y) - x and y are qualitatively proportional 
p rop - ( x , y ) - x and y arc inversely qualitatively proportional 
noprop(x.y) - x and y are unrelated 
prop? (x. y) - insufficient data to determine if x and y are related 

Once all existing variables have been so related, an 
undirected graph, called the proportionality graph, is 
constructed where nodes represent variables and an edge 
indicates the existence of a propor t iona l i ty relat ion ( + or -) 
between two variables. It is postulated tha t , for formulas 
consisting solely of mul t ip l ica t ion and divis ion, the relevant 
variables in the formula wi l l appear in a cycle in the 
propor t iona l i ty graph. Th is is due to the fact tha t for 
formulas of the fo rm (xyz/abc = constant), each variable's 
value wi l l appear to be dependent upon the other 5. For 
other fo rmula types, which may or may not adhere to the 
cycle rule, the most promising area for search would be the 
largest connected component of the graph. 

For example, given data of 6 variables (P, V, N, T, M, 
Y) where the ideal gas law is the intended relat ion 
( P V / N T = 8.32), the propor t iona l i ty graph might look l ike: 
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A simple depth-f irst search on the relations existing 
among the set of variables in the cycle {P, V, N, T} produces 
the desired relat ion*. No further examination of M or Y are 
needed for this example. If the quick depth-first search 
fai led, then variables corresponding to edges prop+N.M) and 
prop±(V,Y) would have been created and search would have 
cont inued. This procedure removes irrelevant variables 
whenever possible and directs the search towards the most 
promising relations in the data. 

2.2. Un i t s Analys is 

Once it has been decided to create new variables for the 
relat ion p r o p - ( x . y ) , ABACUS tries to form both sum 
relations (e.g. x + y ) and a product relation (xXy) in an effort 
to create a variable w i th a constant value. Wi thou t fur ther 
constraint , creating two or more new variables for each 
propor t ional i ty assertion might cause the number of 
variables in the system to grow exponentially w i th the search 
depth . A simple physical constraint drastically reduces the 
number of combinations that must be considered. For two 
entities to be added or subtracted, they must be the same 
type of ent i ty , tha t is, they must be in the same units. One 
may divide meters by seconds, but not subtract seconds f rom 
meters. Thus, when an attempt is made to form x + y , the 
units of x and y are examined for compatibi l i ty. If x and y 
have the same units, x+y and x 2 +y 2 are created (a need for 
higher powers has not presented itself as yet). If the units of 
x are a power of y's units, then y is raised to the appropriate 
power (e.g. x + y2 ) . Notice we are only testing ident i ty of 
units and no semantic interpretat ion is done to guide the 
search. 

3 . G E N E R A L I Z I N G T H E DISCOVERIES 

One of the goals of scientific discovery so far overlooked 
by past systems is characterizing the domain in which the 
laws generated are relevant. Only one law could be found 
for each data set - unlike real life, these programs have not 
been tested on data sets which include several independent 
or semi-independent relationships. The abi l i ty to classify 
data according to what mathematical formulae best describes 
it w i l l be very impor tant as more realistic problems are 
under taken. 

In the ABACUS system, when the best relation found 
describes only a port ion of the given data, the events covered 
by this relat ion are removed from the data and placed in a 
unique set. The search process begins again to find 
relationships tha t describe the remaining events. Ent irely 
new relations may be found this t ime since the removed 
variables may have been dominat ing the relation finding 
process dur ing the first pass. This process repeats unt i l all of 
the data has been funct ional ly described or a set of events 
remains for which no rule can be found. Once all the events 
are so analyzed, the system attempts to discover what factors 
present in the data caused seti to be different f rom set j by 
using an a lgor i thm known as Aq [Michalski 83]. Given event 
sets such as those created above, Aq wi l l generate a 
descript ion for each set which covers the examples of tha t set 

* The correct term here is biconnected component [Aho 76] which 
refers to all nodes forming a cycle - thus {P V N T} rather than merely 
{ V N T } . 

and none of the examples in any other class. Th is is called a 
discriminant description in tha t it may be used to determine 
to which class a given event belongs. (Aq is described in 
greater detai l in [Michalski 83]) 

An example wi l l make the role of Aq in the discovery 
process clearer. 

Data corresponding to the above graph was presented 
to ABACUS. Af ter fai l ing to locate a relat ion which held for 
all of the given data, search terminated w i t h y = x2 being 
the equation which held for the largest percentage of the 
data . A l l data covered by this formula was removed f rom 
the dataset and search began again. This t ime the equation 
describing the line was discovered and found to hold 
universally for all of the current data. W i t h relations found 
for the entire dataset, Aq was then called to discr iminate 
between the two sets of events. The results are shown below: 

4 . I M P L E M E N T A T I O N 

The concepts presented above are implemented in the 
ABACUS system, which is wr i t ten in FranzLisp. ABACUS 
operates in two stages. First , the given data is examined for 
empir ical rules which hold over different subsets of the 
events. Once all of the data has been separated into dis jo int 
classes corresponding to each empir ical rule, the second 
phase begins. This stage applies the Aq algor i thm to the 
classes to create discriminate descriptions of the class sets. 
The class description and empir ical rule which describes tha t 
class are then combined to form the if-then rules i l lustrated 
above. 

Since we have already described the role of Aq in some 
detai l , we now describe how the first stage works. First the 
system searches through the data and produces all possible 
proport ional i ty assertions. A simple graph traversal rout ine 
is then called to re turn an ordered list of the cycles and 
connected components of the proport ional i ty graph. A 
depth-f irst search is performed on each set in t u r n , where the 

It should be pointed out that the problem of conflicting propor­
tionalities has not been solved here. For the curve, prop*(x,y) holds, 
while prop-(x,y) holds for the line.. In this example, there were 16 points 
given for the curve and 7 given for the line. ABACUS is able to solve prob­
lems having conflicting proportionalities if one dominates the other, as in 
this example. 
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depth of the search for a set is given by the cardinal i ty of the 
set. Variables, once created, are added to the events list and 
are never ret racted. If a relat ionship tha t describes all the 
data is not found, search proceeds in a best-first manner 
unt i l such a universal relat ion is found or a cutoff parameter 
is reached. If no universal relat ion is found, the events 
covered by the relat ion which summarizes the most events 
are removed f rom the data, placed in a unique class set, and 
all generated variables are t h rown out . The process repeats 
on the remaining data. 

4 . 1 . A F e w R e s u l t s 

One law which has been discovered by the current 
ABACUS system is Newton's conservation of linear kinetic 
energy in a perfectly elastic coll ision. Th is law states tha t 
the to ta l t ranslat ional kinetic energy of two bodies remains 
the same before and after an elastic coll ision: 

In this example, ABACUS was presented w i t h data consisting 
of the eight variables shown above and a nominal coll ision-
type variable which took on values of ' 'elastic" and 
" inelast ic" . As can be seen below, the system was able to 
discover the fo rmula for conservation of kinetic energy. 
Since this relat ion only held for about half of the data, 
fur ther search was at tempted on the remaining half, bu t to 
no avai l . A domain constraint was therefore provided to 
discr iminate the two halves of the data. 

class-b: If [collision-type = inelastic] 
then No fo rmula holds 

Another interest ing example which helps to show the 
usefulness of the domain constraint concept involves 
Coulomb's law of electrical force. The electrical force 
between two charged objects is given by 

where c is the electrical permi t t i v i t y of the surrounding 
med ium. ABACUS was presented w i t h data consisting of the 
force, the two charges, the distance between the objects, and 
the name of the surrounding medium. The results are given 
here, where the constant term in each of the Coulomb 
relations is equal to for t ha t substance. 

5 . C O N C L U S I O N 

The ABACUS system is a very useful exercise in 
s imulat ing a par t of the scientific discovery process. It has 
been designed to be efficient and general and has been shown 
to be applicable to a var iety of chemical and physical laws. 

Th is combinat ion of two completely separate algori thms 
(the relat ion finding process and Aq) shows how different 
approaches to learning can be combined to enable tasks 
neither could do alone. In exper imentat ion, the pert inent 
variables are often mixed in w i th many completely irrelevant 
variables. W i t h this design, a wide variety of variables may 
be int roduced and decisions of pertinence may be left to the 
program. W i t h Aq acting as a post-processor, the data can 
then be examined to answer questions concerning the 
applicable domain of the results and postulate the reasons 
for discovered differences in the data. 

There are sti l l a number of unresolved problems in 
quant i tat ive discovery. ABACUS is unable to find laws 
involv ing logari thmic or t r igonometr ic relations unless these 
funct ions are direct ly introduced into the data by the user. 
Also unanswered is the problem of discovering polynomials 
w i th coefficients. Whi le a great many laws of physics and 
chemistry do not contain coefficients in their equations, many 
impor tant laws do, par t icu lar ly Newton's laws of mot ion. 
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