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A b s t r a c t 
The semantics of revising knowledge bases re­
presented by sets of proposi t ional sentences is 
analyzed f r om a model-theoretic point of view. 
A character izat ion of a l l revision schemes that 
satisfy the Gardenfors ra t iona l i ty postulates is 
given in terms of an order ing among interpre­
tat ions. Propert ies of the contract ion operator 
tha t can be defined in terms of revision are also 
studied. T w o new update operators, elimina­
tion and recovery, are introduced. E l im inat ion 
discards a l l previous preconceptions on a set of 
proposi t ional letters; recovery undoes the effect 
of the last update. I t is shown tha t el imina­
t ion cannot be expressed as a contract ion, and 
tha t recovery is in general impossible. The ex­
istence of an invar iant par t of the knowledge 
base compris ing a set of in tegr i ty constraints 
is considered and the def in i t ion of revision and 
contract ion are modif ied to take integr i ty con­
straints in to account. 

1 Introduction 
Consider a knowledge base ( K B ) represented by a set of 
sentences in a language L. As our perception of the world 
described by the knowledge base changes, the knowledge 
base must be revised. Several kinds of revisions may oc­
cur. If we s imply acquire add i t iona l knowledge about 
the wor ld , and the new knowledge does not conflict w i th 
the current be l ie fs 1 of the K B , there seems to be no dif­
f icul ty — at least in theory — in incorporat ing the new 
knowledge in the fo rm of new sentences. If, however, the 
new knowledge is inconsistent w i t h the old beliefs, and 
we want the KB to be always consistent, we must resolve 
the confl ict somehow; th is operat ion w i l l be called revi­
s ion. A different k ind of change occurs when a sentence 
previously believed becomes questionable; we call the 
operat ion tha t makes this change a contraction. A th i rd 
operat ion erases a l l knowledge tha t involves a part icular 
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fact; we call this elimination. E l im ina t ing p w i l l result 
not only in uncertainty over whether p is true or false, 
but we w i l l also have to give up a belief that , say, q = p. 
The four th k ind of change we consider is retraction: it 
involves undoing the effect of a previous operat ion. 

Foundational work on knowledge base revision was 
done by Gardenfors and his colleagues [Gardenfors, 1984, 
Alchourron et a/., 1985, Gardenfors and Makinson, 
1988]. They propose, on philosophical grounds, a set 
of rationality postulates that the operations of contrac­
t ion and revision must satisfy and explore the impl ica­
tions of these postulates. The Gardenfors postulates do 
not assume any concrete representation of the K B ; in 
fact, KB 's are modeled as deductively closed sets of sen­
tences in some unspecified language. When we consider 
computer-based KB 's , we need to fix a formal ism and 
a f inite syntactic representation of a K B . In this pa­
per, we wi l l assume the KB is represented by a finite 
set of proposit ional sentences. For this case, the both 
AI and database l i teratures contain several proposals on 
the appropriate definit ions for some of the update op­
erators [Dalai , 1988a, Dala i , 1988b, Fagin et a/., 1983, 
Weber, 1986, Wins le t t , 1987, Wins le t t , 1988, Borgida, 
1985, Satoh, 1988]. The question now arises of whether 
the result of an update wi l l depend on the part icular 
set of sentences in the K B , or only on the worlds de­
scribed by them. We are interested in methods that 
satisfy Dalal 's Principle of Irrelevance of Syntax, that 
is, the meaning of the KB that results f rom an update 
must be independent of the syntax of the or ig inal K B , 
as well as independent of the syntax of the update itself. 

Dalai [1988b] was the first one to relate his approach 
to the Gardenfors postulates, po in t ing out that his pro­
posal for the revision operator satisfies them. He did 
not analyze contract ion, e l iminat ion, or retract ion. In 
this paper, we go further by g iv ing a model-theoretic 
chara' terization of al l revision operators tha t satisfy the 
postulates. Our main theorem, in Section 3, shows that 
these operators are precisely the ones that accomplish an 
update w i th min ima l change to the set of models of the 
K B . Dalal 's method is seen to be a special case; we also 
discuss how the methods of Borgida, Wins le t t , Satoh, 
Weber, and Fagin, U l lman and Vardi f i t in to this frame­
work. 

Gardenfors et al . show that the def ini t ion of a revision 
operator satisfying the rat ional i ty postulates uniquely 
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determines a contract ion operator tha t satisfies the cor­
responding postulates for contract ion; conversely, rev i ­
sion can be defined in terms of contract ion. In Section 
4, we translate th is def in i t ion to the case where the KB is 
a finite set of proposi t ional sentences and show tha t con­
t rac t ion amounts to add ing to the models of the KB the 
models of the KB revised w i t h We jus t i f y the defi­
n i t i on fur ther by showing tha t i t is a sufficient condi t ion 
for guaranteeing tha t old knowledge is not unnecessarily 
discarded. 

I t is generally recognized tha t not a l l sentences in a KB 
w i l l have the same epistemic status. For example, an i n ­
tegr i ty constraint , or a def in i t ion of a concept in terms of 
others, should probably be treated dif ferently than a fact 
about the domain . Gardenfors and Mak inson [1988] and 
Fagin, U l l rnan, and Vard i [1983] approach the problem 
in a s imi lar way: rank the sentences in the KB accord­
ing to their impor tance or "epistemic entrenchment" and 
take this in to account when m in im iz ing change f r om the 
old KB to the new one. In Section 5, we fol low a dif­
ferent route. We dist inguish between the KB and a set 
of in tegr i ty constraints IC and show how to modi fy the 
revision and contract ion operators to ensure tha t the 
constraints are satisfied. 

F inal ly , in Section 6 we treat a new operat ion, e l imi ­
nat ion, and show tha t i t cannot in general be simulated 
by contract ion, and in Section 7, we show tha t retract ion 
is in general not achievable. 

2 P re l im ina r i es 

Throughout this paper, we consider the language L of 
proposi t ional logic, and we denote the set consisting of 
al l the proposi t ional letters in We represent a 
knowledge base by a proposi t ional formula 

We use the standard terminology of proposi t ional logic 
except for the def ini t ions given below. 

An in terpreta t ion of L is a funct ion f rom 
We often denote a in terpre ta t ion by a tuple representing 
each proposi t ional let ter 's value, e.g., if = {a ,6 , c , r f } 
then < T, F, T, F > is the in terpretat ion which maps a, b, 
c, d to T, F, T, F respectively. A model of a proposi t ional 
fo rmula is an in terpre ta t ion tha t makes true in the 
usual sense. Mod denotes the set of al l the models of 

Let M be a set of in terpretat ions of L. Then , 
form(M) denotes a formula whose set of models is equal 
to M. 
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3 Rev is ion 
Given a knowledge base and a sentence de­
notes the revision of by tha t is, the new knowledge 
base obtained by adding new knowledge to the old 
knowledge base 

3 .1 T h e G a r d e n f o r s P o s t u l a t e s f o r R e v i s i o n 

Gardenfors and his colleagues propose the fo l lowing pos­
tulates which they argue must be satisfied by any reason­
able revision funct ion. These postulates are formulated 
in a very general sett ing, but we restr ict the discussion 
here to the proposi t ional logic case. Instead of a finite 
K B , they consider a knowledge set, t ha t is, a deductively 
closed set of formulas. Given knowledge set K and sen­
tence is the revision of A' by is the 
smallest deductively closed set conta in ing K and 
is the set consisting of al l the proposi t ional formulas. 

If we fix a way of representing any knowledge set A' by 
a proposi t ional formula such tha t v w e 
can establish a direct correspondence between and 

The fo l lowing lemma characterizes revision oper­
ators that satisfy the first six postulates, 

L e m m a 3 .1 Let * be a revision operator on knowledge 
sets and o its corresponding operator on KB's. Then * 
satisfies if and only o satisfies conditions 

below. 

Th is Lemma gives us a good grasp of the meaning of 
the first six postulates: new knowledge is retained 
in the updated KB ( I I I ) , his Pr inc ip le of Irrelevance of 
Syntax (R4) , a guarantee tha t the obvious pa th w i l l be 
taken when there is no confl ict (R2) , and a condi t ion 
preventing a revision f rom in t roduc ing unwarranted in­
consistency (R3) . W h a t about the remain ing two postu­
lates? The fo l lowing lemma rephrases them in terms of 
o. 

L e m m a 3.2 (G*7) and (G*8) are equivalent to (R5) 
and (R6) respectively in the same sense as Lemma S.l. 



To grasp the in tu i t i ve meaning of (R5) and (R6) , con­
sider the set of models of the K B , Mod Suppose 
tha t there is some metr ic for measuring the "distance" 
between Mod and any in terpretat ion I. We want our 
revision operator to effect m in ima l change, that is, we 
want the models of to be those models of which 
are closest to Mod w i t h respect to our distance met­
ric. 

Rule (R5) says tha t our not ion of closeness is well-
behaved in the sense tha t if we pick any interpretat ion 
/ which is closest to Mod in a certain set, namely 
Mod and / also belongs to a smaller set, 
then / must also be closest to Mod w i t h in the smaller 
set Mod 

A v io la t ion of rule (R6) would imp ly that an interpre­
ta t ion / may be closer to the KB than J w i th in a certain 
set, whi le J is closer than I w i t h i n some other set. To 
see this, consider a model / of tha t is, a model 
of tha t is closest to Mod Suppose / is not a 
model of The precondi t ion of (R6) says that 
there is some interpretat ion J tha t is a model of 
and also of . T h a t is, J is a model of that is closest 
to Mod Bu t then J is closer to Mod w i th in the 
set Mod than I, whi le I is closer to Mod than J 
wi th i n the set Mod In the next section we for­
malize the not ion of an interpretat ion being closer to the 
KB than another one and relate i t to the postulates. 

3.2 O r d e r s b e t w e e n I n t e r p r e t a t i o n s 

The postulates (G*7 ) and (G*8 ) represent the condit ion 
tha t revision be accomplished w i t h m in ima l change. In 
this Subsection, we give a model theoretic characteriza­
t ion of m in ima l change. 

Let 2 be the set of al l the interpretat ions of L. A pre-
order over J is a reflexive and transi t ive relation on 
2. Consider a funct ion tha t assigns to each proposit ional 
fo rmula a pre-order over X. We say this assignment 
is persistent if the fo l lowing three condit ions hold: 

T h a t is, every model of is less than or equal to every 
other model and no non-model can be less than or equal 
to a model . We define as I V if and only if 

Let M be a subset of J. An interpretat ion I is min imal 
in M w i t h respect to if / and there is no 
such tha t 

T h e o r e m 3.1 Revision operator o satisfies Conditions 
(R1)~(R6) if and only if there exists a persistent assign­
ment that maps each KB to a total pre-order such 
that Mod 

The persistent assignment of the Theorem maps KB 's 
to total pre-orders. If we al low two interpretat ions to be 
incomparable under some pre-order, then existence of 
the pre-order is no longer sufficient to guarantee condi­
t ion (R6). Instead of (R6) , two weaker condit ions char­
acterize the existence of a persistent assignment to par­
t ia l pre-orders. A later version of this paper w i l l provide 
the details. 

3.3 R e v i e w o f P r o p o s a l s f r o m t h e L i t e r a t u r e 

3.3.1 D a l a i ' s R e v i s i o n 
Dalai [1988a, 1988b] uses the number of proposit ional 

letters on which two interpretat ions differ as a mea­
sure of "distance" between them. Th is distance measure 
induces an ordering among interpretat ions as follows. 
First , define the distance between two interpretat ions 
I and J, dist(I, J ) , as the to ta l number of proposit ional 
letters whose interpretat ion is different in I and J. Next, 
define the distance between Mod and 1 as 

Then, we can define a persistent assignment of a to ta l 
pre-order J if and only if 

And DalaI's revision operator oD can be defined by: 

Thus, i t follows f rom Theorem 3.1 that Dalal 's revision 
operator oD satisfies Condi t ions ( R 1 ) ~ ( R 6 ) . 

E x a m p l e 3.1 Let L have only four proposi t ional let­
ters, a, b, c, d. Consider the fo l lowing five interpreta­
tions: 

3.3.2 B o r g i d a ' s R e v i s i o n 
Let oB be the revision operator proposed by Borgida 

[1985] and extended in [Dalai , 1988a]. He concentrates 
on sets of proposit ional letters on which a model of Ψ 
and a model of // differ. 

We say that two interpretat ions, / and J, differ on a 
set of proposit ional letters, is the set of propo­
sit ional letters a such that the t r u t h value of a in / is 
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different f rom its t ru th value in J. is the col­
lection of al l the sets of proposit ional letters on which / 
and some model of differ. Then, Borgida's revision op­
erator oB is defined as follows. If is inconsistent w i th 

then an interpretat ion J is a model of u if and 
only if J is a model of and there is some model / of 
such that the set of proposit ional letters on which I and 
J differ is a min imal element of Diff . Otherwise, 
i.e., if is consistent w i th then is defined as 

If has only one model /, we can represent the models 
of OB as the set of min imal elements of the part ia l 
order defined by if and only if the set on 
which / and J1 differ is a subset of the set on which / and 
J2 differ. This fact makes us expect that oB might be 
defined in terms of a persistent assignment of a part ia l 
pre-order to each K B . However, the fol lowing example 
shows that oB cannot be defined in this way. 

E x a m p l e 3.2 Consider Example 3.1 again. We add the 
fol lowing two interpretations: 

3.3.3 W i n s l e t t ' s R e v i s i o n 
Winslet t [1988] proposes a revision operator which is 

suitable for reasoning about action. Her revision opera­
tor is defined for the first order calculus case and called 
the possible models approach. We restrict this operator 
to the proposit ional case and denote it by opma. 

If the new knowledge is inconsistent w i th the old 
knowledge base then Winslett 's operator o p m o coin­
cides w i th Borgida's operator oB. However, even if is 
consistent w i th Winslet t defi nes Opma in the same way 
as the inconsistent case. This means that opma violates 
Condi t ion (R2), i.e., when is consistent, 
may not be equivalent to 

E x a m p l e 3.3 Let L have only two propositional letters, 
a and b. Let Then, 
we obtain 
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To interpret this example in the context of [Winslett , 
1988], suppose a represents the fact that a book is on the 
floor and 6 means that a magazine is on the floor. Then, 

states that either the book or the magazine is on the 
floor, but not both. Now, we order a robot to put the 
book on the floor. The result of this action should be 
represented by the revision of w i th a. After the robot 
puts the book on the floor, we know a, but we do not 
know whether 6 is true or not. Hence, the new state of 
the world should be described not as (Borgida's 
revision), but as a (Winslet t 's revision). 

In terms of Condit ions (R1 )~ (R6 ) , the following 
holds. 

L e m m a 3.4 Assume that is consistent. Then, 
Winslett's revision operator opma satisfies (R1) and 
(R3)~(R5), but violates (R2) and (R6). 

3.3.4 Sa toh ' s R e v i s i o n 
Satoh [1988] proposed a revision operator for first or­

der knowledge bases by using the not ion of circumscrip­
t ion. If we apply his revision operator to the propo-
sit ional logic case, we obtain the revision operator oS 
which corresponds to a global version of Borgida's revi­
sion operator. 

Satoh considers the min imal elements of 
where 

He defines an interpretat ion J to be a model of 
if and only if J is a model of and there is some model 
/ of such that the set on which / and J differ is a 
min imal set of 

This definit ion makes the closeness between models of 
and models of depend on both and Hence, 

we cannot expect os to be defined in terms of a persis­
tent assignment of a pre-order to each K B . The following 
example shows that this expectation is correct. 

E x a m p l e 3.4 Consider Example 3.1 again. We obtain 

Suppose there is some persistent assignment of a pre-
order that captures the os operator. Then, os 

= form(J2, J3) implies either 
However, 1 follows f rom 
J1 follows from a contradict ion. 

In terms of Condit ions (R1 )~ (R6 ) , the following 
holds. 

L e m m a 3.5 Assume that is consistent. Then, 
Satoh's revision operator os satisfies (R1)~(R5), but 
does not satisfy (R6). 

3.3.5 W e b e r ' s R e v i s i o n 
Weber [1986] also concentrates on sets of proposit ional 

letters on which a model of and a model of differ. His 
revision operator ow can be easily defined by elimina­
t ion, which we discus in Section 6. Thus, we only point 
out that ow cannot be defined in terms of a persistent 
assignment of a pre-order to each K B , since oD yields 
the same results as os in the case of Example 3.4. 

In terms of Condit ions (R1 )~ (R6 ) , the fol lowing 
holds. 



L e m m a 3.6 Assume that both and consis­
tent. Then, Weber's revision operator ow satisfies 
(R1)~(R5), but does not satisfy (R6). 

3.3.6 F a g i n , U l l m a n a n d V a r d i ' s R e v i s i o n 
The approach of Fagin, U l lman and Vard i [1983], when 

appl ied to deduct ively closed sets of sentences, yields a 
revision operator oF such tha t , if and are inconsis­
tent, is equivalent to Hence, oF can be defined 
by the persistent assignment tha t maps each to the 
pre-order such tha t if and only if either / is 
a model of or neither / nor /' is a model of 

Because it is not very satisfactory to throw away al l 
the old knowledge each t ime an inconsistent update is 
a t tempted , these authors favour sets of sentences that 
are not deduct ively closed; however, in this case their 
method produces a result which depends on the syntax of 
the K B , v io la t ing the Pr inc ip le of Irrelevance of Syntax. 

4 C o n t r a c t i o n 
When a sentence tha t was previously believed be­
comes uncer ta in, we apply a contract ion operator to 
the KB to ensure tha t is not impl ied by the up­
dated K B . Note tha t this is different f rom revising the 
KB w i t h Given a K B a n d a sentence 
denotes the new knowledge base obtained by contract­
ing f r om Gardenfors and his colleagues have an­
alyzed contract ion carefully [Alchourron et a/., 1985, 
Gardenfors and Mak inson, 1988], but the database and 
Al l i terature has concentrated much more on revision. 

4 . 1 C o n n e c t i o n b e t w e e n C o n t r a c t i o n a n d 
R e v i s i o n 

A lchour ron , Gardenfors, and Makinson [1985] also pro­
pose ra t iona l i t y postulates for contract ion, (G-1)~(G-8) . 
Accord ing to their no ta t ion , K~ u is the new knowledge 
set obtained f rom the old knowledge set K by contract­
ing / i . 

We refer to [Makinson, 1985] for the justif ication of 
these postulates. If we represent each knowledge set by 
a proposit ional formula, as we did in Section 3.1, the 
fol lowing properties easily follow from (G- l )~ (G-6 ) . 

( C - 1 ) If Ψ implies and is not a tautology, then 
does not imply and implies otherwise, 

is equivalent to 

( C - 2 ) 

( C - l ) shows that realizes contraction if is implied 
by and that otherwise does not influence the KB. 

(C-2) shows that the contraction of f rom Ψ is strong 
enough to recover, when conjoined w i th al l the facts 
in the original KB 

Alchourron et al. [1985] showed that contraction and 
revision are closely related and can in fact be defined in 
terms of each other. They proved that, given a revision 
operator * that satisfies ( G * 1 ) ~ ( G * 8 ) , if we define the 
contraction operator — by 

then contract ion operat ion — satisfies ( G - l ) ~ ( G - 8 ) . 
Conversely, given a contract ion operator — that satis­
fies ( G - l ) ~ ( G - 8 ) , if we define revision * by 

then this revision operator satisfies ( G * 1 ) ~ ( G * 8 ) . 
If we rewrite (R —> C) in our terminology, we get 

because the set consisting of both 
and ' is inconsistent when implies This 

means that the result of contract ing µ can be obtained 
by adding some models of ¬µ to the models of the old 
knowledge base. Add ing some models of ¬µ is necessary 
to guarantee that does not imp ly µ. However, we 
might th ink it wise to also add some models of or 
delete some models of The fo l lowing Theorem shows 
this is not desirable; the requirement that the new KB 
be obtained by adding only models of to the models 
of Ψ is necessary and sufficient for guaranteeing that old 
knowledge is recoverable f rom together w i th / i . 

T h e o r e m 4 .1 The following conditions are equivalent. 

4.2 C o m p l e x C o n t r a c t i o n 

It is not hard to imagine using compound sentences in a 
revision, e.g. " i t w i l l rain or snow tomorrow." I t might 
be harder, at first glance, to imagine a need to contract 
a complex sentence. However, consider the fo l lowing ex­
ample. 

E x a m p l e 4 .1 Let a represent the fact that roads are 
covered w i th snow, let b represent the fact that roads are 
frozen. Suppose that we know roads are sl ippery if and 
only if they are covered w i t h snow or frozen. Suppose 
we know there have been no accidents al l day, casting 
doubt on our belief that roads are slippery. The way to 
update the knowledge base is precisely to contract a V b 

N o t e 4 .1 Example 4.1 brings out an interesting point . 
Let c represent the fact that roads are slippery. Sup­
pose that we have the knowledge base defined by 

Tha t is, we know that roads are sl ippery 
if and only if they are covered w i t h snow or ice. If we 
use the contraction funct ion defined f rom Dalal 's re­
vision funct ion, is equivalent to Hence, by 
contract ing the knowledge that the roads are slippery, 
we also lose the not ion of what "s l ippery" means. This 
example suggests that we are not qui te model l ing things 
in the r ight way. The next section shows how to do it 
right. 
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5 In teg r i t y Constra in ts 
Knowledge bases contain not only sentences of fact about 
the wor ld , bu t also integrity constraints tha t are in­
tended to ensure tha t the KB is an appropr iate repre­
sentat ion of the wor ld . In the deductive database l i tera­
ture, it is common to regard constraints as sentences ex­
pressed in the same language as the K B . Reiter [1988] ar­
gues tha t i t is more appropr iate to represent constraints 
in an epistemic modal logic when the KB is a set of 
f irst-order sentences. We adopt a different point of view 
here; we express knowledge and constraints in the same 
language, but t reat them differently under update. In ­
tegr i ty constraints are considered invar iant , and updates 
are restricted to produce K B ' s which are consistent w i t h 
the constraints. Wins le t t [1988] and Satoh [1988] take a 
s imi lar approach. We present a modi f icat ion of revision 
and contract ion tha t accomplishes this and avoids the 
un in tu i t i ve results of Note 4 .1 . 

Let IC be a proposi t ional formula which represents 
an update- invar iant component of the knowledge base. 
T h a t is, we want the KB to imp ly IC at al l t imes. (Note 
this is not the only possible way to model in tegr i ty con­
straints; see [Reiter, 1988] for a discussion of other ways.) 
For each revision funct ion o and each contract ion func­
t ion we define and by 

and 

In tu i t ive ly , when revising the KB w i t h we make sure 
that the constraints w i l l hold in the result by at taching 
IC to When cont ract ing we avoid an accidental 
contract ion of IC by replacing w i t h 

The fo l lowing theorem shows tha t and inher i t 
desirable properties about o and respectively. We 
consider the fo l lowing condi t ion corresponding to (R3) . 

( R 3 ' ) if is satisfiable then is also satis-
fiable. 

T h e o r e m 5 .1 

1. If o satisfies conditions (R1)~(R6), then oIC does 
(R1), (R2), (R3'), (R4)~(R6). In particular, if 
implies IC then implies both u and IC. 

2. Similarly, inherits properties of In partic­
ular, if satisfies the conditions corresponding to 
(G-1)~(G-6), then 
(a)implies and IC does not imply then 

does not imply u. 
(b)does not imply then is equivalent 

(c) implies IC t h e n a l s o implies IC. 

Before this section, we have abided by what Dalai 
calls the Principle of Primacy of Update: after revis­
ing KB w i t h sentence the new KB must imp ly u. 
Th is assumption is almost universal in the l i terature. In 
practice, i t is of course unreasonable to expect the KB 
to b l ind ly assimilate any new fact w i thou t questioning 
i t . I t is much more l ikely that a KB manager w i l l se­
riously object to incorporat ing a sentence that violates 
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an integr i ty constraint. Now tha t we consider integr i ty 
constraints expl ic i t ly , we see tha t pr imacy of update no 
longer holds; i f is inconsistent w i t h IC, then o / c is 
undefined (or produces the inconsistent K B ) . Simi lar ly, 
i f IC implies it is impossible to contract by using 

6 E l im ina t ion 
El im ina t ion is used to discard al l the knowledge con­
cerning where is a set of proposi t ional letters. We 
denote the new knowledge base obtained by e l iminat ion 
as Then, the new knowledge base should have 
the fo l lowing properties. 

( E 1 ) Let T be the set of a l l proposi t ional formulas, 
such that is impl ied by and tha t no letter in 
occurs in . Let be a formula in which some letter 
in occurs. Then, T implies i f and only i f 
impl ies 

( E 2 ) Let be a formula in which no letter in occurs. 
Then implies i f and only i f implies 

In tu i t ive ly , (E1) means tha t loses al l the non-
t r i v i a l in fo rmat ion about (E2) means tha t does 
not lose any in format ion about 

The fo l lowing theorem shows tha t Condi t ions (E1) 
and (E2) uniquely determine the e l iminat ion funct ion. 

T h e o r e m 6.1 satisfies Conditions (E1) and (E2) 
if and only if 

Weber's revision operator ow we referred to in Sec­
t ion 3.3.5 is now defined as follows. If neither nor 
is unsatisfiable, then is defined by 
where is the union of the m in ima l sets of D i f f 
I f either i s unsatisfiable, t h e n i s defined 
as 

Wins le t t [1987] proposes another revision operator oM 

defined by the set consist­
ing of al l the proposi t ional letters which occur in The 
revision operator violates the Pr inc ip le of Irrevalence of 
Syntax because depends on the syntactic representa­
t ion of She tries to represent contract ion by revising 
the knowledge base w i t h a tautology, e.g., a is rep­
resented by 

The fo l lowing theorem shows tha t e l iminat ion cannot 
be represented by contract ion in general. 

T h e o r e m 6.2 Let o be a update operator defined by a 
persistent assignment of total pre-order to each KB 

be the contraction operator defined by 
corresponding to the equation (R —> C). Let 

be a set of propositional letters. Then, the following 
two conditions are equivalent. 

1. There is no u such that 
2. There are two interpretations, I and I', such that 



7 Recove ry 

Suppose we change our mind about an update we just 
performed and want to take it back; this is what we call 
the recovery operat ion. How can it be implemented? 

Fi rs t , consider the recovery of revision. Let o be a 
revision funct ion tha t retains complete new knowledge. 
Suppose tha t Ψ is any formula and u is a formula that has 
exactly one model . Then , it is easy to show Ψ o = u. 
In this case, the new knowledge base depends only on 
the added new knowledge and is independent of the old 
knowledge base. Therefore, we cannot in general recover 
the old knowledge base Ψ f r om the added new knowledge 
and the updated knowledge base. 

On the other hand, i f a contract ion funct ion satisfies 
( G - l ) ~ ( G - G ) then the fo l lowing holds. 

Hence, we can recover the previous contract ion only if 
we know whether was impl ied by the old knowledge or 
not. 

8 C o n c l u s i o n 

Our ma in result is a model-theoretic characterization of 
revision schemes tha t satisfy Gardenfors' rat ional i ty pos­
tulates in the proposi t ional case. Future research direc­
t ions include extending these results to the first order 
predicate calculus and app ly ing the results about revi­
sion to areas such as diagnosis f rom first principles, ab-
duct ive reasoning, and database updates. 

We have also presented some basic properties of con­
t rac t ion and introduced the operations of el iminat ion 
and recovery. We have shown that recovery is in gen­
eral unachievable; a fu ture research direct ion is how to 
carry along syntact ic in fo rmat ion in the knowledge base 
in order to make recovery possible. 
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