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A b s t r a c t 

Recent research in real-t ime Art i f ic ia l Intel l i ­
gence has focussed upon the design of situated 
agents and, in part icular, how to achieve effec­
tive and robust behaviour w i th l imi ted compu­
tat ional resources. A range of architectures and 
design principles has been proposed to solve 
this problem. This has led to the development 
of simulated worlds that can serve as testbeds 
in which the effectiveness of different agents can 
be evaluated. We report here an experimental 
program that aimed to investigate how com­
mitment to goals contributes to effective be­
haviour and to compare the properties of dif­
ferent strategies for reacting to change. Our 
results demonstrate the feasibil ity of develop­
ing systems for empir ical measurement of agent 
performance that are stable, sensitive, and ca­
pable of revealing the effect of "high-level" 
agent characteristics such as commitment. 

1 I n t r o d u c t i o n 

The crucial problem facing designers of situated agents -
art i f icial systems capable of effective, rat ional behaviour 
in dynamic and unpredictable environments - is to en­
sure that the agent's responses to important changes in 
its environment are both appropriate and timely. These 
requirements appear to conflict, since the reasoning that 
seems to be needed to choose appropriate actions could 
require an arbi t rar i ly large amount of t ime to perform. 
Somehow this reasoning must be l imi ted and controlled 
- there must be a rational balance between reasoning 
and acting. 

Designs and architectures that address this problem 
can be placed on a spectrum according to the amount of 
reasoning they perform. At one end are reactive systems 
[Agre and Chapman, 1987; Schoppers, 1987] that min i ­
mize the need for run- t ime computat ion by precompil ing 
appropriate responses to situations into a form that can 
be uti l ized wi thout reasoning. At the other extreme are 
real-time reasoning systems [Georgeff and Ingrand, 1989; 
Fehling and Wi lber , 1989] that at tempt to achieve rat io-
nal balance by reasoning based upon explicit representa­
tions of their beliefs, goals, and intentions. Purely reac­

tive systems are capable of effective behaviour in some 
dynamic environments, but cannot guarantee it in the 
unanticipated situations that are inevitable in real-world 
domains. Real-t ime reasoning systems can behave more 
robustly in such situations because of their abil i ty to rea­
son about mul t ip le confl icting goals, how best to achieve 
them, their relative value and urgency, etc. 

Recent theoretical work has clarified the role of goals, 
intentions, and commitment in constraining the reason­
ing that an agent performs [Cohen and Levesque, 1990; 
Rao and Georgeff, 199l] and has examined the trade-off 
between reaction and deliberation [Bratman et a/., 1988]. 
However, these theories are quite general, and say l i t t le 
about specific real-t ime reasoning strategies and their ef­
fect on agent behaviour. To evaluate the effect of such 
strategies, we require ( in the absence of a comprehen­
sive theory) a controlled environment in which we can 
conduct experiments, and appropriate measures of agent 
performance so that different strategies can be meaning­
ful ly compared. Such an environment, called a simulated 
world, should ideally capture the essential features of 
real-world domains while permi t t ing flexible, accurate, 
and reproducible control of the world's characteristics. 
A number of such worlds have been developed [Cohen et 
al., 1989; Pollack and Ringuette, 1990], but there have 
been few published reports of the results of experimental 
evaluation of agent performance. 

This paper describes the experimental work we have 
been doing in this direct ion. The main aims of the work 
were to: 

• Assess the feasibil ity of experimentally measuring 
agent effectiveness in a simulated environment. 

• Investigate how commitment to goals contributes to 
effective agent behaviour. 

• Compare the properties of different strategies for 
reacting to change. 

The experimental system was based upon the PRS 
real-time reasoning system [Georgeff and Ingrand, 1989] 
operating w i th in the Ti lewor ld environment [Pollack and 
Ringuette, 1990]. In the next section we briefly review 
the essential features of the experimental system and 
introduce the terminology used in our analysis. We then 
present and analyze the results of several sequences of 
experiments. 
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2 T h e E x p e r i m e n t a l System 

2.1 T h e E n v i r o n m e n t 

The Ti leworld [Pollack and Ringuette, 1990] is a compre­
hensive testbed for experimental evaluation of agent per­
formance. The number of independent control parame­
ters is large, and the problems an agent needs to solve 
in order to function effectively in this domain are non-
t r iv ia l . However, such a testbed was considered too rich 
for the in i t ia l investigative experiments we had planned. 
Therefore, to reduce the complexity of the object-level 
reasoning required of our agent, we employed a simplified 
Ti leworld w i th no tiles. 

In essence, our Ti leworld is a 2-dimensional gr id on 
which an agent scores points by moving to targets, 
known as holes. When the agent reaches a hole, the 
hole is filled, and disappears. The task is complicated 
by the presence of fixed obstacles. The Ti leworld is 4-
connected; the agent can move horizontally or vertically, 
but not diagonally. A lower bound on the shortest path 
length between two points is thus given by the the Man-
hattan distance  

Holes appear in randomly selected empty squares, and 
exist for a length of t ime known as their life expectancy, 
unless they disappear prematurely due to the agents 
actions. The actual t ime for which a hole exists is its 
lifetime. The interval between the appearance of one 
hole and the next is known as the gestation period. Each 
hole has a specific value, its score. Life-expectancies, 
gestation periods, and scores are taken f rom independent 
random distr ibutions. 

2.2 T h e A g e n t 

We chose to use the PRS real-t ime reasoning system 
[Georgeff and Ingrand, 1989] to construct a simple but 
adequately competent agent in which the effects of differ­
ent object-level and meta-level strategies could be quan­
tif ied. Accordingly, we made a number of s impl i fy ing 
assumptions in its design: 

• The agent has perfect, zero-cost knowledge of the 
current state of the wor ld, but no knowledge of its 
future. We ignored issues of uncertainty. 

• The agent forms only correct and complete plans. 
We did not at tempt to explore part ial planning, any­
t ime algorithms [Dean an d ael Boddy, 1988], etc. 

• The agent plans only at a single level, forming plans 
consisting of a sequence of steps to a single hole, 
rather than mult ip le hole tours. 

Our agent is based upon a simple plan/act cycle. In 
the planning phase, it uses a path planner to produce 
a (shortest path) plan for each current option (hole), 
and a plan selection strategy to select one of these plans. 
In the action phase, part or all of the chosen plan is 
executed. Various attr ibutes of this process are param­
eterized, al lowing a range of different agent behaviours 
to be produced. The t ime cost of planning, known as 
the planning time, is also a controlled parameter. (The 
actual computat ional cost of planning is immaterial .) 

Plan selection strategies choose between plans on the 
basis of the distance, score, and age of the target hole. 

A ut i l i ty function applied to these attributes produces 
an integer-valued measure of the value of the plan, and 
the plan wi th the maximum value is selected. We im­
plemented a number of u t i l i ty functions that selected 
among plans on the basis of different weightings of these 
attr ibutes. 

2.3 Deg ree o f C o m m i t m e n t a n d R e a c t i v i t y 

One of the pr imary aims of our work was to investigate 
different aspects of agent commitment and its effect on 
performance. First, we wished to examine the effect of 
an agent's degree of commitment to its current plan, in­
dependent of events in the world. Pollack and Ringuette 
[1990] define a bold agent as one that never reconsiders 
its options before the current plan is executed in its en­
tirety, and a cautious agent as one that reconsiders every 
new opt ion. We use the same terminology here, but in 
a restricted sense. 

Our agent is potential ly faced wi th a new set of options 
after each step it takes, both because the world changes 
and because its plan u t i l i t y funct ion can be position sen­
sitive. We implemented a crude parameterization of its 
degree of boldness by specifying the maximum number 
of plan steps that the agent executes before replanning. 
A value of 1 produces a cautious agent that replans af­
ter every step, while a sufficiently large value produces 
a bold agent. 

Second, we wished to investigate how sensitivity to 
change could affect agent behaviour. Such change could 
potential ly trigger replanning, but in dynamic domains 
replanning must be l imi ted or action wi l l not be suffi­
ciently t imely. The key is to decide cheaply using some 
simple estimate of u t i l i ty whether an event warrants 
more expensive deliberation [Russell and Wefald, 1989]. 
PRS is part icular ly well-suited for the implementation of 
such event filters [Pollack and Ringuette, 1990] because 
of its reactive meta-level processing capability. By ap­
propriately specifying the meta-level invocation criteria 
[Georgeff and Ingrand, 1989], a range of sensitivities to 
external change can be bui l t into the agent's reflective 
strategies. In this way, we implemented several different 
reaction strategies to control what events would trigger 
replanning, and so explored a number of types of ratio­
nal commitment, as opposed to the blind commitment 
of an agent that continues to execute its plans without 
regard to external events. 

2.4 P e r f o r m a n c e M e a s u r e m e n t 

The Ti leworld and our agent both measure t ime by an 
abstract clock. They execute synchronously, w i th the 
rat io of their clock rates set by a parameter 7 called 
the rate of world change. This parameter allows the 
dynamism of the wor ld, as perceived by the agent, to be 
varied over a wide range. 

The natural not ion of how well an agent performs in 
the Ti lewor ld is its score, or rather the sum of the scores 
of the holes it has filled. Absolute score is of l i t t le use as 
a measure of effectiveness, as hole scores are taken from 
random distr ibut ions whose characteristics are parame­
terized, experiment lengths vary, and worlds can have 
different characteristics and speeds. 
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Previous experimental results [Pollack and Ringuette, 
1990] had revealed the undesirabil i ty of using perfor­
mance measures based on CPU-t ime or elapsed t ime, and 
our abstract t ime uni t was arbitrary. Accordingly, we 
defined an agent's effectiveness S to be its score divided 
by the max imum possible score1 it could have achieved. 
This gave a measure of performance that was largely in­
dependent of game length, and proved to be stable and 
reproducible. 

2.5 E x p e r i m e n t a l P r o c e d u r e s 

Dur ing the course of a single Ti lewor ld game, an agent's 
effectiveness fluctuates, due to random variations in hole 
scores and positions and the fact that the agent scores 
by increments rather than continuously. An indiv idual 
game had to be sufficiently long for the agent's effec­
tiveness to converge to a stable value. By p lo t t ing the 
effectiveness e as a funct ion of game length, we could 
determine what this length should be. 

Across different, but stat ist ical ly similar games, we ob­
served small variations in agent effectiveness whose mag­
nitude declined as game length increased. This led us to 
define a standard experiment consisting of 5 games w i th 
identical in i t ia l configurations, but differing in the ran­
dom seed that determined their evolut ion. The variat ion 
in effectiveness was recorded and served as a confidence 
l im i t on the mean effectiveness value. Each such experi­
ment produced one point on a graph. A characterization 
of an agent consisted in running such an experiment at 
up to 15 points spanning a 25 range of values in 7. This 
produced a curve such as that shown in Figure 1. The 
error bars indicate the measured variation in £. We wi l l 
usually omi t them for clarity. Their magnitude is typical 
of our standard experiments. 

The stabi l i ty of the results of such standard experi­
ments was excellent. Each required about 30 minutes of 
CPU- t ime on a Sun Sparcstation, w i th a characteriza­
t ion taking up to 8 hours. 

1The sum of the scores of all holes appearing in the trial. 
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3 Resul ts and Ana lys is 

In this section we present the results of several sequences 
of experiments aimed at investigating how agent effec­
tiveness changes as some world or agent parameter is 
varied. The parameters selected for investigation were: 

• Rate of world change 

• Agent planning t ime 

• Degree of commitment 

• Reaction strategy 

The results that follow all use a plan selection strategy 
that maximizes hole score divided by distance, which is 
arguably " ra t iona l " since this is a measure of the rate 
at which the agent can hope to score. It is similar to 
the subjective expected utility of Pollack and Ringuette 
[1990]. Experiments comparing different plan selection 
strategies are reported elsewhere [Kinny, 1990]. 
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Figure 4 shows the performance curves for a cautious 
agent w i th p equal to 0.5, 1, 2, and 4. Again we observe a 
fami ly of simi lar curves differing by a scale factor, but the 
falloff in performance as p rises is far more pronounced, 
w i th the curves being more widely separated. The fi l l­
ing t ime / is more sensitive to p, since replanning occurs 
after every step. The other noticeable difference is the 
reduced rate of decline in E as 7 increases. This is at­
t r ibutable to the fact that , al l other things being equal, 
/ is higher for a cautious agent than a bold agent, hence 
the point at which E begins to decline occurs earlier. The 
decline is slower, however, because the proport ion of / 
contributed by p is independent of distance, whereas for 
a bold agent it increases for shorter path lengths. An ­
other contr ibut ing factor is the abi l i ty of the cautious 
agent to be opportunist ic. This is discussed in the next 
section. 

3.3 D e g r e e o f B o l d n e s s 

We have seen differences between bold and cautious 
agents as planning t ime is varied. In this section we 
consider in more detail the effect of boldness on perfor­
mance, also examining agents that are intermediate in 
boldness in that they commit to executing several steps 
of a plan before reconsidering their options. 

Figure 5 shows the performance curves of 3 agents 
differing only in the length of the plans to which they 
commit . The cautious agent replans after 1 step, the 
"normal" agent after 4, and the bold agent after the 
entire plan has been executed. A l l have planning t ime 
p = 4. In this case the bold agent is superior to the nor­
mal agent, which is superior to the cautious agent. The 
performance curves exhibi t the differing slopes that were 
noted in section 3.2, the normal agent being intermediate 
between the other two. 

An interesting phenomenon appears as we continue 
to make this comparison while decreasing the planning 
t ime p (Figures 6 and 7). As p decreases two things 
happen: the gap between the cautious and the bolder 
agents becomes narrower, and the normal agent becomes 
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superior to the bold agent in more dynamic worlds. In 
the final graph the cautious agent is as effective as the 
bold agent at high rates of change. 

We can explain this behaviour fair ly natural ly by con­
sidering the tradeoff between the costs and benefits of 
replanning. In a world where things change slowly, fre­
quent replanning is not advantageous. On the contrary, 
the increased t ime spent planning may be an onerous 
burden. As the degree of dynamism increases, however, 
boldness becomes a less successful strategy, as it contin­
ues to pursue vanished targets or fails to notice better 
opportunit ies that have arisen. More cautious agents 
can be opportunist ic and take advantage of serendipi­
tous change, as well as dropping plans that have become 
fut i le. In highly dynamic worlds only a small fraction 
of the agent's plans are successful, and the advantages 
of opportunism and plan execution monitor ing outweigh 
those of commitment, provided that p is not too great. 

3.4 R e a c t i o n S t ra teg ies 

Unt i l now, all commit ted agents that we have been con­
sidering have been bl ind in their commitment, in that 
they ignore changes in the world that occur during plan 
execution. As we saw above, this brings disadvantages 
as the dynamism of the world increases. Different strate­
gies for reacting to change in the world can improve upon 
this bl ind or fanatical commitment. 

The appropriate response to an event is sometimes to 
ignore it and other times to deliberate, depending on 
the agent's current plans, the nature of the event, and 
the state of the world. The key to effective control of 
deliberation is to have a reaction strategy that is sensi­
tive to the r ight environmental cues, producing rational 
commitment. 

We implemented and assessed a range of reaction 
strategies, including replanning 

• when the target disappears, 

• when the target disappears or any hole appears, and 

• when the target disappears or a nearer hole appears. 

The performance curves for these strategies, for a bold 
agent w i th p — 2, appear in Figure 8. We observe that 
reacting to the disappearance of the target improves per­
formance significantly. Combining this w i th replanning 
when a nearer hole appears is better s t i l l . On the other 
hand, reacting to any new hole is worse than bl ind com­
mitment , except for high values of 7. In Figure 9 we see 
a similar set of results for a bold agent wi th p — 1. As 
may have been anticipated, the strategy of reacting to 
every new hole has improved relative to bl ind commit­
ment, due to the decreased cost of planning. 

In the previous section we saw that a more cautious 
agent was superior to a bold agent in highly dynamic 
worlds. We investigated whether this st i l l held for more 
rat ional types of commitment. In Figure 10 we see the 
effect of degree of boldness for an agent that replans 
whenever its target disappears. Comparing these results 
wi th Figure 7, it is seen that the simple change in com­
mitment f rom bl ind to reactive results in the bold agent 
being everywhere superior to the more cautious ones. 
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4 Conclus ions 
By combining the PRS real-t ime reasoning system and 
the Ti lewor ld simulated environment we have been able 
to construct a highly parameterized class of agents and 
environments. The combined system allows the dynamic 
characteristics of the agent and environment to be varied 
over a wide range and enables characterization and com­
parison over a large space of agent/environment combi­
nations. We have investigated a small part of that space. 

The use of simulated environments to compare the 
performance of agents and architectures is a technique 
st i l l in its infancy. However, we have been able to show 
that , w i th the appropriate system design and choice 
of measurement techniques, empirical measurement of 
agent performance can be stable and sensitive, capable 
of revealing subtle differences arising f rom small varia­
tions in the agent's control parameters and strategies. 
Changes in "high-level" characteristics such as commit­
ment have clearly visible effects. These experimental sys­
tems are likely to have an increasing role to play in guid­
ing the design of situated agents for specific domains, 
and in contr ibut ing to a better understanding of how 
the characteristics of agents and environments interact. 

Despite the simple nature of our agent's planning and 
control mechanisms, our results underline the impor­
tance of reactive meta-level control of deliberation for 
resource-bounded agents situated in dynamic domains. 
For the domains and agents we have explored, the com­
binat ion of commitment w i th intell igent reactive replan-
n i g was observed to result in opt imal behaviour. 
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