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Abstract 
In many formalizations of a changing world things 
do not change all the t ime but are persistent 
thoughout a time interval. Often this persistency is 
represented by facts refering to intervals int which 
are still valid if int is replaced by any subinterval 
i n t ' Approaches l ike episode propagat ion or 
Penberthy's temporal unification try to employ this 
property for efficient reasoning. However these 
approaches lack formality. In this paper their way of 
reasoning about persistency is reconstructed as 
inference rules that combine appropriate t ime-
boxes wi th standard resolution. In many cases 
Burckert's Constrained Resolution may be used. 
More complex examples may be handled by a new 
inference rule, called Persistency Resolution. An 
analysis of this rule leads to a more general notion 
of persistency. 

1 Introduction 

During the last decade temporal reasoning has 
turned out to be crucial for intell igent systems 
acting in the real world. This resulted in a lot of 
work on how to represent temporal knowledge and 
how to reason with it. With respect to reasoning 
one may distinguish at least four levels on which 
work has been done: 
- Reasoning about the temporal structure is 
concerned w i t h the handl ing of constraints 
between time points or intervals by so called time-
boxes (e. g. [Allen, 1983; van Beek, 1989]) 
- Temporal Data Base Management explores 
efficient techniques for storage of facts like "She 
was at home between 2 and 4 o 'c lock" and 
answering questions l ike "Was she at home 
between 3 and 3.30?" (e. g. [Kahn and Gorry, 1977]; 
Dean and McDermott, 1987]). 
- Temporal Elaboration tries to infer monotonically 
new facts by applying general knowledge about a 
domain to facts from a temporal data base (e g. 
[Decker 88]). 

- Temporal Extension uses additional heuristics like 
the Closed World Assumption or the Persistency-by-
default Assumption to infer facts that are not 
implied monotonically by the knowledge base (e g. 
[Dean and McDermott, 1987; Shoham, 1987], 
traditional discrete-event simulation). 
This paper is concerned with temporal elaboration 
of statements that incorporate something like 
TRUE (O,int) to express that some property Oholds 
throughout some t ime interval int. I w i l l use 
TRUE(O,o), if int is the single element set {to}. The 
semantics of such facts, which have been popular in 
Al since the work of McDermott [1982] and Allen 
[1983], has been clarified e. g. by [Galton, 1990]. To 
distinguish them from general facts in a knowledge 
base they wil l be called persistence facts in the 
sequel. 
A l though this representation is adequate and 
intuitive in many domains, it cannot be handled 
efficiently by standard inference procedures. The 
combination of a time-box and resolution is more 
adequate, as demonstrated in the next section. 

2 Problems with Persistent Facts 

Consider e. g. the f o l l ow ing ru le f rom the 
description of an AND-gate: 
(1) TRUE ( i n 1 1 ,T) A TRUE(in2 = 1 ,T) 

=> TRUE (out = I ,T ) 
If we know the persistence facts 
(2) TRUE ( in 1 = 1 , [ 0 , 100]) 
(3) TRUE( in 2= 1 , [ 5 0 , 200]) 
about the inputs, we would like to infer 
(4) TRUE (out = 1 , [ 5 0 , 100]). 
Hyperresolution using standard unification does not 
work , since the matchers { T < - [ 0 , 1 0 0 ] } and 
{T<- [50 , 200]} arising f rom matching the t w o 
conditions to (2) and (3) resp. are inconsistent. 
A first order approach might handle the problem 
representing persistency by some axiom 
(PA) i n t ' Q int A TRUE (o , int) => TRUE (O , int ') 
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Then knowledge about set-inclusion may be used to 
apply th is ax iom to (2) and (3) , i n f e r i n g 
TRUE (in1 = 1 , [50 , 100]) a n d TRUE ( in2 = 1 , [ 50 , 100]). 
Finally the reasoning system may apply (1) to these 
new facts to infer (4). But how does it get to know 
that inf in (PA) should be instantiated to [50,100] and 
not to some other interval? In particular, there is an 
infinite set of possible instantiations which satisfy 
both conditions of (1). 
It is not clear to us if Time Map Management System 
like that of Dean can handle such problems. 
Following the examples given in [Dean and 
McDermott, 1987], Dean's TMM seems to proceed as 
follows: while matching the first condition to (2), it 
unifies T with [0 ,100]. Then it looks for a fact that 
satisfies the second condit ion throughout this 
interval. Hence it would not be able to use (3) and 
infer (4). 
There have been more informal approaches capable 
to do the desired reasoning, e. g Episode 
Propagation (c. f. [Williams, 1986; Decker, 1988]) 
and Temporal Unification (c. f. [Penberthy, 1987]). 
An episode propagator is a constraint propagator 
where the values of constraint variables are 
interpreted as sets of episodes from the history of 
an attribute. An attribute a is a function on time 
points, and an episode may be represented as a 
persistence fact TRUE(a= v,int). Single episodes are 
propagated between histories and constraints 
which, like (1), relate different episode patterns. 
[Penberthy, 1987] proposed Temporal Unification, a 
special purpose unification procedure for atoms 
containing intervals as arguments. If the atom is 
persistent with respect to this argument, Penberthy 
calls it a fact interval and the atom a fact. Otherwise 
it is called an event interval and the atom an event. 
Temporal Unification of intervals int1 and int2 yields 
their intersection if both are fact intervals or the 
same event interval. If only one of them, say intL, is a 
fact interval and int2 c int1, the unifier is int2. In all 
other cases the intervals are ununifiable 
This paper extracts the key ideas behind these ad 
hoc approaches and casts them in to formal 
inference rules that combine standard resolution 
with appropriate constraint reasoners For instance 
Constrained Resolution [Burckert, 1990] may be 
used in the first example. More complex examples 
may be handled by a new inference rule called 
Persistency Resolution. A closer look at this rule 
reveals that it is not restricted to persistence facts 
but may also be used w i th statements about 
processes like "The car is mov ing" and even 
nontemporal statements like "It rained throughout 
the country". 
After giving some notation, section 4 presents a 
special formalization of Persistence facts, on which 
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sections 5 and 6 base Constrained Resolution and 
Persistency Resolution. A discussion of a more 
general notion of persistency closes the paper. 

3 Notation 

In contrast to tense logical languages (c. f. [Rescher 
and Urquhar t , 1971]), which conta in modal 
operators like G' or ' H ' , variable and constant 
symbols wi l l be used to denote time-points and 
intervals as well as functions and relations on them 
explicitly. Only such interpretations are allowed that 
give these symbols their natural extension. As 
syntactical variables for expressions of our language 
'trm' represents an arbitrary term, symbols starting 
with capital letters denote variables, while constants 
start with lower case letters. In particular 'T'denotes 
a time-point, 'x' may denote an interval or a time-
point, Y symbolizes a time-point constant and 'int' 
an interval constant. Small greek letters Ei are used 
for atoms with a nontemporal topsymbol and large 
greek letters for arbitrary formulae. Small greek 
letters o represent substitutions, expr[ Xj ,..., xn] 
symbolizes that expr contains at most the pairwise 
different temporal variables x1 xn (though there 
may be other nontemporal ones). All variables are 
assumed to be universally quantified, and renaming 
of variables will be avoided if possible. 

4 Qualified Formulae 

A closer look at the example from section 2 reveals 
that standard inference techniques are inefficient 
because standard unification is unable to process 
the information implicit in statements TRUE (O, int): 
that O holds in all time points T contained in int and 
therefore TRUE (O, int' ) is also t rue for every 
subinterval inf of int. Matching the first condition of 
(1) to (2) constrains the valid assignments to T to 
elements of [0,100], while matching the second 
condition to (3) further constrains them to elements 
of [50,200]. Our informal reasoning joins both 
constraints to derive (4). 
Therefore I propose to make the in format ion 
implicit in TRUE(O,trm) explicit by formalizing this 
expression as 
(5) V T: ( T 6 t rm => O[T]) , if t rm denotes an interval 
(6) {T<- t rm} * [ T ] , if t rm denotes a time point 
where T is a new variable and <t> modifies *' to mirror 
its dependency on time (e. g. by additional temporal 
arguments). 
For instance we may formalize our example from 
section 2 as 
(V) - ^ ( i n l ( T ) = l ) V -»< in 2 (T )= l ) v < o u t ( T ) = l ) 
(2') T ' 6 [ 0 , 1 0 0 ] => i n 1 ( T , ) = l 
(31) T ' € [ 5 0 , 2 0 0 ] => i n 2 ( T ' ) = l 
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(Notice that a predicate like moving basically 
refers to intervals instead of time-points and 
hence corresponds to a process instead of a 
persistence fact. The reason is that we cannot 
decide a proposition like "The car is moving" by 
observation of the world at a single time point, 
e. g. represented by a photography. We have to 
look at a fi lm, that represents the world during 
a t ime interval. We may however def ine 
predicates like in-a-move refering to time points 
a n d d e r i v e in-a-move(car , t0) f r o m moving (car , in t ) 
and to € int.) 
"We always go swimming on mondays." (such 
propositions have been studied by [Ladkin, 
1986]) 
"It rains throughout the country". 
"Birds are studied by ornithologists". 

By analyzing these examples and comparing them 
to a persistence fact like TRUE (O, int), we may 
recognize the following similarities: 
Firstly, all of them talk about collections of entities: 
e. g. intervals (viewed as sets of time-points or 
collection of their subintervals), sets of days, areas 
(viewed as sets of their subareas), classes (viewed as 
sets of their subclasses). 
Secondly, all propositions remain true, if this 
collection is replaced by a subcollection: if we 
always go swimming on mondays, we always go 
swimming on every first monday of a month; if it 
rains th roughou t the country , i t also rains 
throughout the north or south of the country; if 
ornithologists study birds, they also study robins 
(although perhaps not every particular one). 
And finally, if the propositions are true for two 
collections, then they are also true for their union. 
Notice that we only talked about the concept of 
membership in the collection, but not about any 
other properties, like order, density or whatever. 
And looking at (PR) we see tha t Persistency 
Resolution as well only requires the concepts 
membership and subset. It is the time box that 
needs additional knowledge about the structure of 
time to decide on the satisfiability of constraints. 
Hence we may use (PR) for reasoning about areas in 
space, about classes or about other kinds of 
collections, if we can provide for an appropriate 
constraint reasoner. This leads to the fo l lowing 
definitions: 
A persistency structure S is a t r i p l e 
((POS U COL), PFUNC , ( {C , €} U PREL)), with 

POS is a set of objects, called positions; 
- COL is a set of objects, called collections, 

containing elements C0 (the empty collection) 
and Cpos (the collection of all positions). 
PFUNC is a set of n-ary f u n c t i o n s on 
(POS U COL); 

8 Conclusion 

Reasoning with persistence facts like TRUE (O,int) is 
crucial for temporal reasoning, but d i f f icu l t for 
standard f irst order inference procedures. The 
problem is that they do not account for the implicit 
informat ion about subintervals of int. Wil l iams' 
episode propagation and Penberthy's Temporal 
unification attempt to implement our intuitive style 
of reasoning about persistency. They use special 
inference procedures whose integration wi th more 
general techniques appears rather ad hoc. To 
analyze the prerequisites and potential of these 
approaches a more formal discussion of how to 
combine time-boxes w i t h general resolut ion is 
necessary. 
It turned out that for many examples of informal 
reasoning about persistency Burckert's Constrained 
Resolution is an adequate model. However if some 
formula contains multiple literals TRUE(O , trm), of 
which at least one is negative and refers to an 
interval, Constrained Resolution breaks down. Such 
formulae can be resolved by a new inference rule, 
called Persistency Resolution. Analysis of the basic 
elements of this rule finally led to a more general 
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notion of persistency that is not restricted to time-
points and intervals. 
[Guckenbiehl, 1990] characterizes the functionality 
of a constraint reasoner wh ich enables the 
integration of Persistency Resolution into a forward 
chaining product ion system. Fur thermore, i t 
describes the implementation of this functionality 
for certain forms of constraints on points and open, 
closed and halfopen intervals on the reals. This 
constraint-reasoner has been used in the Extended 
Episode Propagator (c. f. [Guckenbiehl, 1991]). 
I am not aware of any other formal treatment of 
how to combine temporal and general inference 
techniques for efficient elaboration of persistence 
facts, although a lot is currently done on the more 
ambitious task of using additional assumptions like 
persistency-by-default or Closed-world. Further
more ther is some work on exploi t ing theory 
unification for temporal reasoning (e. g. [Ohlbach, 
1989] that may be important for reasoning wi th 
persistence facts. 
Persistency Resolution is just a first step towards 
formal reasoning wi th persistence facts, and as 
always much remains to be done. On the formal 
level the properties of Qualification and Persistency 
Resolution, particularly completeness, have to be 
elaborated in more detail. On the conceptual level 
other interpretations of persistency, e. g. persistency 
in space, shou ld be e x p l o r e d On the 
implementational level this requires the design of 
appropriate constraint-reasoners. 
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