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Abst ract 

Our a im is to clari fy which nonmonotonic con
sequence relat ion  given by a set 
of "supernormal " defaults, i.e. defaults of the 
fo rm 

There are in fact a number of proposals for 
(e.g. the skeptical and the credulous semantics). 
In this paper we look at the space of all possible 
default semantics and t r y to characterize the 
known ones by their propert ies, especially the 
val id deduct ion rules. 

For instance, it seems reasonable to require tha t 
any useful semantics should coincide w i th the 
or ig inal C W A i f this is consistent. We migh t 
also want to al low proofs by case analysis. Then 
we get the skeptical semantics (assuming some 
other very natura l deduct ion rules). 

Our results are in fact completeness proofs for 
"na tura l deduct ion systems" based on different 
default semantics. 

1 In t roduc t ion 

In this paper, we consider "supernormal " [Brewka, 199l] 
defaults, i.e. defaults of the form (true : 

these are R K I T E R ' S CWA-defau l ts which 
formal ize the common imp l i c i t assumption of negations. 
But we allow any quantif ier-free fo rmu la for e.g. 

The in tu i t i ve semantics is tha t this rule should be as
sumed for as many X as possible. A l though these 
defaults are very simple compared to the fu l l default 
logic [Reiter, 1980], surpr is ingly many examples can be 
formal ized w i th them. Th is restr ict ion was suggested 
and investigated in [Poole, 1988; Brass and Lipeck, 1989, 
Brewka, 1991; Delgrande and Jackson, 1991; D ix , 1992). 
The advantages are tha t the def ini t ions are much s im
pler, certain abnormal i t ies can be avoided, and there 
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are reasonably efficient theorem provers [Przymusin-
sk i , 1989; Ginsberg, 1989; Baker and Ginsberg, 1989; 
Brass, 1992a; Brass and Lipeck, 1992]. 

Of course, it is also possible to specify axioms φ, 
i.e. formulae which have to be fu l ly satisfied (and usually 
there are many more axioms than defaul ts). In the f ly ing 
ab i l i ty example, the fo l lowing axioms could be used: 

Given defaults and axioms one can answer 
queries In the classical example the query could be 

( "which birds can f l y?" ) . Now a correct answer is a sub
s t i t u t i on for the variables of the query, e.g. 
such tha t the corresponding instance of the query follows 
f rom the axioms and the defaults, i.e. 

Of course, the consequence re lat ion respecting the 
defaults s t i l l has to be defined. 

In the above example, it seems clear tha t any rea-
sonable semantics should allow to conclude flies(tweeiy) 
and not flies(polly). Bu t as soon as we have conflicts be
tween defaults, e.g. because of d is junct ive or incomplete 
in fo rmat ion , there are different solut ions. Probably ev
erybody knows the credulous and the skeptical seman
tics, but there are other possible def ini t ions of (see 
section 2). A n d , of course, we have to ask whether there 
are reasonable semantics which we do not know yet. 

Therefore we t ry to approach th is prob lem in a more 
abstract way, and look at the space of all possible de
faul t semantics. We can classify them by means of the 
val id deduct ion rules (and other propert ies, such as the 
preservation of consistency). There is a rich l i terature on 
nonmonotonic consequence relat ions (e.g. [Gabbay, 1985; 
Shoham, 1987; Mak inson, 1989; Kraus et al, 1990; 
Brass, 1990; D ix , 1991; Mak inson, 1992]), but our way of 
der iv ing a default semantics f rom given propert ies seems 
to be novel. 

Of course, the soundness of certain deduct ion rules has 
been proved or disproved for the known default seman
tics. The a im of this paper is to show the completeness 
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of deduct ion systems for different default semantics. For 
automated theorem provers, the a lgor i thms in the above 
cited l i tera ture may be better sui ted. Bu t for proofs "by 
hand" the rules discussed here al low a much higher level 
w i t h far less steps. 

Add i t i ona l l y , our results show tha t if we require cer
ta in na tu ra l propert ies, the corresponding default se
mant ics is uniquely determined. So the default semantics 
tha t we know are not as casual as it may seem at f irst. 
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Table 1: Validity of deduction rules 
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So the properties REF, RW, AND, CWA, and IMD are 
only satisfied by or a stronger semantics. But 

already destroys the consistency, so in effect we 
cannot require all these properties together. 

5 Conclusions 

In this paper we considered different semantics for super
normal defaults and their properties as nonmonotonic 
consequence relations. Our main results are complete
ness proofs for certain deduction systems. On the one 
hand, this should help to better understand and motivate 
these semantics, and on the other hand, the deduction 
systems have some practical use for proofs "by hand". 

Of course, we are still at the beginning of a general 
theory of default semantics. Many interesting extensions 
remain to be explored. 

For instance, defaults with priorities are practically 
very important. If we use a prioritized CWA as basis, the 
characterizations of the skeptical and the careful seman
tics can be generalized [Brass, 1992b]. But the extension 
of the CWA to partially ordered defaults is not as clear 
as it might seem at first: We noted in [Brass, 1992a] that 
the constructive semantics proposed in [Brewka, 199l] is 
in fact different from any "preferential model" approach. 
So there are at least two incompatible notions of "ex
tension" in this setting, and we should study properties 
formalizing the prioritization. 

Of course, one should also try to generalize our results 
to full default logic. 

Another direction for future work is to find previously 
unknown semantics by requiring certain properties. For 
instance, the rationality or rational monotonicity 

is not satisfied by the skeptical and the careful semantics. 
So what happens if we require this rule in addition? 



Note tha t here reference is made to so we cannot 
s imp ly take the set of derivable formulae as the stan
dard semantics. Other propert ies require tha t something 
should not be derivable (e.g., fa lse), or give more indefi
n i te i n fo rma t ion about the derivable formulae (e.g., the 
expansion proper ty [Brass, 1990]). W i t h such properties 
it m igh t be possible to show tha t there is only a unique 
default semantics sat isfy ing them - or none at a l l . 
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