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Abstract 
There has been a tradition of combining differ­
ent knowledge sources in Artificial Intelligence 
research. We apply this methodology to word 
sense disambiguation (WSD), a long-standing 
problem in Computational Linguistics. We re­
port on an implemented sense tagger which uses 
a machine readable dictionary to provide both 
a set of senses and associated forms of informa­
tion on which to base disambiguation decisions. 
The system is based on an architecture which 
makes use of different sources of lexical know­
ledge in two ways and optimises their combin­
ation using a learning algorithm. Tested ac­
curacy of our approach on a general corpus ex­
ceeds 94%, demonstrating the viability of all-
word disambiguation as opposed to restricting 
oneself to a small sample. 

1 Introduction 
The methodology and evaluation of word sense disambig­
uation (WSD) as a distinct task are somewhat different 
from those of others in NLP, and one can distinguish 
three aspects of this difference, all of which come down 
to evaluation problems, as does so much in NLP these 
days. First, researchers are divided over using a general 
method (one that attempts to apply WSD to all the con­
tent words of texts, the large vocabulary approach taken 
in this paper) versus one that is applied to only a small 
trial selection of words (for example [Schutze, 1992] and 
[Yarowsky, 1995]). The latter researchers have obtained 
very high levels of success: Yarowsky quotes 97% cor­
rect disambiguation for the small vocabulary over which 
his system operates, results close to the figures for other 
"solved" NLP tasks, such as part of speech taggers. The 
issue is whether these small word sample methods and 
techniques will transfer to general WSD over a more 
complete vocabulary. 

Others, besides ourselves (for example [Mahesh et al., 
1997] and [Harley and Glennon, 1997]) have pursued the 
general option on the grounds that it is the real task and 
should be tackled directly, even with rather lower suc­
cess rates. The division between the approaches prob­

ably comes down to no more than the availability of 
gold standard text in sufficient quantities, which is more 
costly to obtain for WSD than other tasks. In this paper 
we describe a method we have used for obtaining more 
test material by transforming one resource into another, 
an advance we believe is unique and helpful in this im­
passe. 

Secondly, there have also been deeper problems about 
evaluation, which led sceptics like [Kilgarriff, 1993] to 
question the whole WSD enterprise, because it is harder 
for subjects to assign one and only one sense to a word in 
context (and hence produce the test material itself) than 
to perform other NLP related tasks. One of the present 
authors has discussed Kilgarriff's arguments elsewhere 
[Wilks, 1997] and argued that they are not, in fact, as 
gloomy as he suggests. Again, this is probably an area 
where there is an "expertise effect": some subjects can 
almost certainly make finer, more inter-subjective, sense 
distinctions than others in a reliable way, just as lexico­
graphers do [Jorgensen, 1990][Felbaum et al., 1997]. 

But there is a third, quite different, source of un­
ease about the evaluation base: everyone agrees that 
new senses appear in corpora that cannot be assigned 
to any existing dictionary sense, and this is an issue of 
novelty, not just one about the difficulty of discrimina­
tion. If that is the case, it tends to undermine the stand­
ard mark-up-model-and-test methodology of most recent 
empirical NLP, since it will not then be possible to mark 
up sense assignment in advance against a dictionary if 
new senses are present. We shall not tackle this difficult 
issue further here, but press on towards experiment. 

One further issue must be mentioned, because it is 
unique to WSD as a task and at the core of our ap­
proach. Unlike other well-known NLP modules, WSD 
seems to draw upon a number of apparently different 
information sources. All the following have been im­
plemented as the basis of experimental WSD at various 
times: part of speech, semantic preferences, collocating 
items or classes, thesaural or subject areas, dictionary 
definitions, synonym lists, among others (including bi­
lingual equivalents in parallel texts). These linguistic 
phenomena seem different, so how can they all be, sep­
arately or in combination, informational clues to a single 
phenomenon, WSD? This is a situation quite unlike syn-
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tactic parsing or part of speech tagging: in the latter 
case, for example, one can write a Cherry-style rule tag-
ger or an HMM learning model, but there is no reason 
the believe these represent different types of information, 
rather than different ways of conceptualising and encod­
ing it. That seems not to be the case, at first sight, with 
the many forms of information for WSD. 

2 The Methodology of Combining 
Knowledge Sources 

In our work we adopted the methodology first explicitly 
proposed for WSD by [McRoy, 1992], and more recently 
[Ng and Lee, 1996] and [Wilks and Stevenson, 1998b], 
namely that of bringing together a number of partial 
sources of information about a phenomenon and com­
bining them in a principled manner. This is in the AI 
tradition of combining "weak" methods for strong res­
ults (usually ascribed to [Newell, 1973]) and used in the 
CRL-NMSU lexical work on the Eighties [Wilks et al, 
1990]. We shall present a system that combines three 
of the types of information listed above (together with 
part of speech filtering) and, more importantly, applies 
a learning algorithm to determine the optimal combin­
ation of such modules for a given word distribution; it 
being obvious, for example, that thesaurai methods work 
better for nouns than for verbs, and so on. 

We shall use the machine readable version of 
the Longman Dictionary of Contemporary English 
(LDOCE) [Procter, 1978] for our experiments. This is 
a learners' dictionary, designed for students of English, 
which contains around 36,000 word types. LDOCE was 
innovative in its use of a defining vocabulary of 2,000 
word from which the textual definitions were written, if 
a learner of English could master this small core then, in 
theory, they could understand every entry in the dic­
tionary. In LDOCE, the senses for each word type 
are grouped into homographs, sets of senses with re­
lated meanings. For example, one of the homographs 
of "bank" means roughly 'things piled up', the differ­
ent senses distinguishing exactly what is piled up. It 
should be noted that the granularity of sense distinc­
tions at the LDOCE homograph level (eg. "bank" as 
'edge of river' or 'financial institution') is comparable 
to the distinctions made by small-scale WSD algorithms 
(eg. [Schutze, 1992] and [Yarowsky, 1995]). 

It seems that there is a difference in the way in which 
different lexical knowledge sources can be useful for WSD 
in different ways. In experiments with LDOCE part of 
speech codes and the Brill tagger [Wilks and Stevenson, 
1998a] suggest that this source can be used to discrimin­
ate between senses, or homographs, which are possibly 
correct in context, and those which are very likely not to 
be. This source could then be used to remove, or filter, 
senses from the set of possibilities for ambiguous words. 
However, this strategy can only be used for knowledge 
sources which we have confidence in since, if the correct 
sense is removed from consideration, then the tagger can 
never correctly disambiguate that word. We propose a 

framework in which separate knowledge sources can be 
used for WSD either to remove senses which are very 
unlikely or to suggest senses which may be correct. The 
first type of module shall be dubbed as a filter and the 
second type will be partial taggers. 

3 A Sense Tagger 
We now go on to describe and evaluate a sense tagger 
implemented within this methodology. Our sense tagger 
makes use of several modules which perform disambig­
uation, each being a filter or partial tagger. LDOCE is 
used to provide a set of senses and as a knowledge base 
to provide information upon which disambiguation de­
cisions can be made. The architecture of the system is 
represented in Figure 1, we now go on to describe each 
component in detail. 

3.1 Preprocessing 
Before the filters or partial taggers are applied the text 
is tokenised, lemmatised, split into sentences and part 
of speech tagged using the Brill syntactic tagger [Brill, 
1992]. A named entity identifier is then run over the 
text to mark and categorise proper names. These pre-
processing stages are carried out by modules from Shef­
field University's Information Extraction system, LaSIE 
[Gaizauskas et oi., 1996]. 

Our system disambiguates only the content words in 
the text, the part of speech tags assigned by Brill's tagger 
are used to decide which are content words, and does not 
attempt to disambiguate any of the words identified as 
part of a named entity. 

3-2 Part of Speech 
Our first module makes use of part of speech tags. We 
take the part of speech tags assigned by the Brill tagger 
and use a manually created mapping to translate these to 
the corresponding LDOCE grammatical category. Any 
senses which do not correspond to the category returned 
are removed from consideration. In practice the part of 
speech filtering is carried out at the same time as the 
lexical lookup phase and the senses whose grammatical 
category does not correspond to the tag assigned are 
never attached to the ambiguous word. This avoids at­
taching senses which will be immediately removed by the 
filter. There is also an option to turn off filtering so that 
all senses are attached regardless of the part of speech 
tag. 

It could be reasonably argued that removing senses is 
a dangerous strategy since, if the part of speech tagger 
made an error, the correct sense could be removed from 
consideration. As a precaution against this we have de­
signed our system so that if none of the dictionary senses 
for a given word agree with the part of speech tag then 
all are kept. There is also good evidence from [Wilks and 
Stevenson, 1997] that this approach works well despite 
part of speech tagging errors. 
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3.3 Dictionary Definitions 
A method was proposed by [Lesk, 1986] for carrying out 
sense disambiguation which used an overlap count of con­
tent words in dictionary definitions as a measure of se­
mantic closeness. In this way it is possible, at least in 
theory, to tag each word in a sentence with its sense from 
any dictionary which contains textual definitions for its 
senses. However, it was found that the computations 
which would be necessary to test every combination of 
senses, even for a sentence of modest length, was prohib­
itive. 

The approach was made practical by [Cowie et al., 
1992] who computed the overlap using the simulated 
annealing optimisation algorithm which eliminated the 
need to calculate all possible combinations of senses. An 
initial guess at the solution to a given problem is made 
and the algorithm gradually moves towards an optimal 
solution by generating permutations of the current solu­
tion, and evaluating which of these are improvements. 
As with all hill-climbing algorithms, there is the danger 
that the algorithm will converge on a locally optimal 
solution rather than the desired optimal global' solu­
tion. Simulated annealing avoids this by introducing a 
stochastic random element dependent on the temperat­
ure of the system, when the temperature is high there 
is a high probability that the algorithm will choose a 
solution that is worse than the current solution, with the 
probability of this happening reducing when the temper­
ature is low. The temperature is high when the process 
begins and is gradually reduced as the algorithm pro­
ceeds. This random element allows the search to jump 
away from local minima and find the true global solution. 
This approach correctly disambiguated 47% of words to 
the sense level, and 72% to the homograph level. 

In the Cowie et. al. implementation the optimisation 
was carried out over a simple count of definition words 
in common, however this meant that longer definitions 
were preferred (since they have more words which can 

contribute to the overlap) and short definitions or defin­
itions by synonym were correspondingly penalised. We 
attempted to solve this problem by computing the over­
lap in a different way. Instead of each word contribut­
ing one we normalised its contribution by the number of 
words in the definition it came from. The Cowie et. al. 
implementation returned one sense for each ambiguous 
word in the sentence, without any indication of the sys­
tem's confidence in its choice, but we adapted the system 
to return a set of suggested senses for each ambiguous 
word in the sentence. We found that our changes led to 
an improvement in the algorithm's effectiveness and 65% 
of senses are correctly disambiguated by this module. 

3.4 Selectional Restrictions 
LDOCE senses contain simple selectional restrictions for 
each content word in the dictionary. A set of 35 semantic 
classes are used, such as H = Human, M = Human male, 
P = Plant, S = Solid and so on. Each word sense for 
a noun is given one of these semantic types; senses for 
adjectives list the type which they expect for the noun 
they modify; senses for adverbs the type they expect 
of their modifier and verbs list between one and three 
types, depending on their transitivity, which are the ex­
pected semantic types of the verb's subject, direct object 
and indirect object. Grammatical links between verbs, 
adjectives and adverbs and the head noun of their argu­
ments are identified using a specially constructed shallow 
syntactic analyser [Stevenson, 1998]. 

The semantic classes in LDOCE are not formed into a 
hierarchy, but [Bruce and Guthrie, 1992] manually iden­
tified hierarchical relations between the semantic classes, 
placing them in a hierarchy which we use to resolve the 
restrictions. We resolve the restrictions by returning, for 
each word, the set of senses which do not break the con­
straints (that is, those whose semantic category is at the 
same level, or lower, in the hierarchy). 

The selectional restriction resolution algorithm makes 
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use of the information provided by the named entity 
identifier (Section 3.1), Although we are not disambig­
uating named entities they are still useful to help dis­
ambiguate other words: for example, if a verb has two 
senses one of which places the restriction H (=Human) 
on its object, the other I (=Inanimate) and the object 
was a named entity marked PERSON then we would prefer 
the first sense for that verb. 

We implemented another voting system for this par­
tial tagger and found that 44% of words were correctly 
disambiguated by this module. 

3.5 Subject Codes 
Our final partial tagger is a reverse engineering of the 
broad context algorithm developed by [Yarowsky, 1992]. 
This algorithm is dependent upon a categorisation of 
words in the lexicon into subject areas, Yarowsky used 
Roget large categories. In LDOCE pragmatic codes in­
dicate the subject area of senses and, since primary codes 
have a wider coverage, we chose them as our subject cat­
egories. Since Roget is a thesaurus each entry in the 
lexicon belongs to a large category, however not every 
LDOCE sense has a primary pragmatic code. In order 
to counter this we created a dummy category, denoted 
by —, used to indicate a sense which is not associated 
with any specific subject area and this category is as­
signed to all senses without a pragmatic code. The dif­
ferences between the structures of LDOCE and Roget 
meant that we had to adapt the original algorithm re­
ported in [Yarowsky, 1992]. Space restrictions prevent 
us from reporting this in detail, however a detailed ac­
count is provided in [Stevenson, 1999]. After this partial 
tagger has computed the most likely pragmatic code, the 
set of senses marked with that code are returned for each 
ambiguous word. We also implemented a voting system 
for this partial tagger and found that it was the most 
effective, disambiguating 79% of senses. 

3.6 Combining Knowledge Sources 
Each partial tagger can only suggests possible senses for 
each word and so it is necessary to have some method 
to combine the results. We decided that the most effect­
ive way to carry this out would be to make use of the 
algorithms produced by the machine learning research 
community. Consequently we experimented with several 
of the publicly available algorithms and examined three 
main approaches: inductive logic programming (ILP), 
rule induction and memory-based learning. ILP and rule 
induction approaches operate by representing data as a 
set of rules abstracted from training data. Memory based 
learning stores training examples and classifies new in­
stances by identifying the closest one. We examined the 
PROGOL algorithm [Muggleton, 1995] as a representative 
of ILP approaches, the CN2 algorithm [Clark and Nib-
lett, 1989] for rule induction approaches and the TiMBL 
algorithm [Daelemans et al., 1998] for memory based 
learning. We found that the TiMBL algorithm was most 
suitable for our purposes since it carried out the required 

processing in a reasonable time as well as producing good 
results. 

We presented the learning algorithm with a number 
of training words for which the correct sense is known. 
The senses for each training word are represented in a 
feature vector format, with a vector for each sense, apart 
from those removed by the part of speech filter (Section 
3.2). The vector consists of the results from each of the 
partial taggers, frequency information and 10 basic col­
locations (first noun/verb/preposition to the left/right 
and first/second word to the left/right). (A simple mod­
ule, the Collocation Extractor, is used to identify these 
from the source text.) Each sense is marked as either 
appropriate (if it is the correct sense given the con­
text) or inappropriate. The learning algorithm stores 
each of the example senses according to its classification 
(appropriate/inappropriate). 

To disambiguate un-tagged text, the partial taggers 
and filters are run and the learning algorithm used to 
identify the training instance which is most similar to 
the new, unclassified, example. If the memory based 
learner suggests that more than one sense is appropriate 
for any given word then the first of those is chosen as a 
tie-breaker. 

Although the system is trained on a fixed vocabulary it 
is restricted to these. If a word is encountered which was 
not in the training data then the results of the partial 
taggers and frequency information can be used to make 
the disambiguation decision. 

4 Producing an Evaluation Corpus 
Since our system is designed to disambiguate all content 
words in text the most appropriate evaluation proced­
ure will be to compare the output of the system against 
some "gold standard1' texts, but these are very labour-
intensive to obtain. Lexical semantic markup is gen­
erally accepted as a more difficult and time-consuming 
task than part of speech markup. Rather than expend a 
vast amount of effort on manual tagging we decided to 
adapt two existing resources to our purposes. We took 
SEMCOR [Landes et of., 1998], a 200,000 word corpus 
with the content words manually tagged as part of the 
WordNet project. The semantic tagging was carried out 
under disciplined conditions using trained lexicograph­
ers with tagging inconsistencies between manual annot-
ators controlled. SENSUS [Knight and Luk, 1994] is 
a large-scale ontology designed for machine-translation 
and was produced by merging the ontological hierarch­
ies of WordNet and LDOCE {Bruce and Guthrie, 1992]. 
To facilitate this merging it was necessary to derive a 
mapping between the senses in the two lexical resources. 
We used this mapping to translate the WordNet-tagged 
content words in SEMCOR to LDOCE tags. 

The mapping is not one-to-one, and some WordNet 
senses are mapped onto two or three LDOCE senses 
when the WordNet sense does not distinguish between 
them. The mapping also contained significant gaps 
(words and senses not in the translation). SEMCOR 
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contains 91,808 words tagged with WordNet synsets, 
6,071 of which are proper names which we ignore, leav­
ing 85,737 words which could potentially be translated. 
The translation contains only 36,869 words tagged with 
LDOCE senses, although this is a reasonable size for an 
evaluation corpus for this type of task; it is several orders 
of magnitude larger than those used by other researchers 
working in large vocabulary WSD, for example [Cowie 
et al., 1992], [Harley and Glennon, 1997] and [Mahesh et 
a/., 1997]. This corpus was also constructed without the 
excessive cost of additional hand-tagging and does not 
introduce any inconsistencies may occur with a poorly 
controlled tagging strategy. 

5 Results 
Our system was tested using a technique known as 10-
fold cross validation. This process is carried out by split­
ting the available data into ten roughly equal subsets. 
(This is done by randomly selecting the first tenth, then 
choosing another from the remaining data and so on un­
t i l only one tenth remains.) One of the subsets is chosen 
as the test data with the TiMBL algorithm being trained 
on the remainder. This is repeated ten times, so that 
each subset is used as test data exactly once, and results 
are averaged across each of the test runs. This tech­
nique provides two advantages; firstly, the best use can 
be made of the available data and, secondly, the com­
puted results are more statistically reliable than those 
which would be obtained by simply setting aside a single 
portion of the data for testing. 

We found that the system correctly disambiguated 
90% of the ambiguous instances to the fine grained sense 
level and in excess of 94% to the homograph level. We 
also analysed the performance of our system over each 
of the four different grammatical categories it analysed 
and these results are shown in Table 1. [Yarowsky, 1995] 
comments that nouns tend to be disambiguated by broad 
contextual considerations while adjectives, adverbs and 
verbs are more affected by the words acting as their argu­
ments. This would suggest that our partial taggers may 
have different effects over the four grammatical categor­
ies on which they operate. Future research is planned to 
investigate this in detail. 

6 Conclusion 
These experimental results show that it is possible to dis­
ambiguate a large vocabulary of content words to high 
levels of accuracy at both the rough-grained homograph 
and fine-grained sense levels. Our system uses an op­
timised combination of diverse lexical knowledge sources 
and this appears to be a successful strategy for this prob­
lem. Although the results reported here are slightly 
lower than those reported for systems which disambigu­
ate a very restricted vocabulary, such as [Yarowsky, 1995] 
who quotes 97% for a test set of 12 words, our figure is 
far greater than has been achieved so far by other large 
vocabulary disambiguation systems such as [Harley and 
Glennon, 1997]. 

The fact that the optimised figure from the module 
learning (90%) is so much larger than that from the in-
dividual modules (which range between 44% and 79%) 
shows that the information content of the different mod­
ules must be different (i.e. are not notational variants 
of each other) or else the higher, optimised, figure would 
not be possible. 
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All words Nouns Verbs Adjectives "Adverbs 
Homograph 

Sense 
94.34% 
90.09% 

94.72% 
91.16% 

93.30% 
88.54% 

94.40% 
90.60% 

90.67% 
68.63% 


