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Abstract
Recognizing human actions represented by 3D trajectories of skeleton joints is a challenging machine learning task. In this paper, the 3D skeleton sequences are regarded as multivariate time series, and their dynamics and multiscale features are efficiently learned from action echo states. Specifically, first the skeleton data from the limbs and trunk are projected into five high dimensional nonlinear spaces, that are randomly generated by five dynamic, training-free recurrent networks, i.e., the reservoirs of echo state networks (ESNs). In this way, the history of the time series is represented as nonlinear echo states of actions. We then use a single multiscale convolutional layer to extract multiscale features from the echo states, and maintain multiscale temporal invariance by a max-over-time pooling layer. We propose two multi-step fusion strategies to integrate the spatial information over the five parts of the human physical structure. Finally, we learn the label distribution using softmax. With one training-free recurrent layer and only layer of convolution, our Convolutional Echo State Network (ConvESN) is a very efficient end-to-end model, and achieves state-of-the-art performance on four skeleton benchmark data sets.

1 Introduction
Human action recognition is an active research branch in machine learning, with a wide range of applications in smart home scenes, human motion analysis and human-computer interaction, etc. In the past decades, most work on action recognition has focused on the analysis of 2D camera-based RGB video sequences. However, there are many difficulties with this modality, including illumination changes, viewpoint variations, and occlusions, etc. In other words, 2D cameras do not fully capture the human motion in 3D space. Currently, human 3D-skeleton positions can be accurately and easily extracted from a single depth image [Shotton et al., 2013], greatly accelerating the progress in action recognition. Compared with 2D video-based images, 3D human skeleton points are more appropriate for representing the natures of human actions.

3D skeleton-based action recognition is still a challenging task. One of the biggest challenges is that semantically similar motions may not necessarily be numerically similar [Presti and Cascia, 2016]. The approaches to this problem can be broadly divided into two categories: feature-based and dynamics-based. Feature-based methods extract pose representations or discriminative joint subsets from the skeletons to capture the correlation of body joints, and evaluate the similarity of different actions using a suitable metric [Devanee et al., 2013; Hussein et al., 2013; Vemulapalli et al., 2014; Gong et al., 2014; Zhang et al., 2016]. While feature-based approaches are efficient to some extent, designing representative features and selecting the appropriate metric is time-consuming and error-prone.

On the other hand, dynamics-based methods treat skeleton data as 3D trajectories of body joints [Lo Presti et al., 2015; Slama et al., 2015]. From the view of physical structure, the human body is a skeleton-based articulated system with five parts (two arms, two legs and a center trunk), and human actions are time-varying combinations of these parts (ignoring head movements). In this sense, the skeleton sequences can be regarded as multivariate time series, and recognizing human actions can be seen as a time series classification (TSC) problem [Gong et al., 2014]. Popular dynamics-based methods include: Hidden Markov Models (HMMs) [Xia et al., 2012; Wu and Shao, 2014], Long-Short Term Memory networks (LSTM) [Du et al., 2015; Zhu et al., 2016; Song et al., 2016]. However, for the TSC problem, it is crucial to identify dynamical patterns in their temporal context, as many patterns are locally similar, but correspond to different actions depending on previous actions. HMMs lack the ability to maintain the long-term temporal history of a movement. Although LSTMs can learn contextual information for given sequences, they must be trained, which is very time-consuming. Moreover, it is known that time series often have features at different time scales, and LSTMs are poor at capturing multiscale features in time series. Hence, it is a challenge to simultaneously and efficiently model the dynamics and capture multiscale temporal features of 3D skeleton sequences.

To address these problems, we regard the 3D skeleton sequences as multivariate time series and propose a novel neural network approach called the Convolutional Echo State Network (ConvESN) for the skeleton-based action recognition.
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Figure 1: (a) Illustration of the proposed Convolutional Echo State Network (ConvESN) approach. Note that we drive five separated reservoirs using five parts of the skeleton inputs; only one is shown for simplicity. The upper-right representations feed into the fusion schema (see Figure 2). (b) Heat map of left arm trajectories of a person waving his two hands (54 frames) and the corresponding action echo states (echo-state representations). Note the representation of the same pose differs depending on the context.

task. ConvESN can automatically learn the dynamics and multiple time-scale features of time series from action echo states. The general architecture of the ConvESN is illustrated in Figure 1(a). It includes an encoding part and decoding part. In the encoding part, the skeleton data are projected into a high dimensional nonlinear space, which is randomly generated by a dynamic training-free recurrent net, i.e., the reservoir of an echo state network (ESN) [Jaeger and Haas, 2004]. In this high-dimensional space, the skeleton sequences are encoded into action echo states (we call “echo-state representations”, ESRs) which contain actions’ history information due to the short-term memory property of ESNs. In the decoding part, we use a layer of multiscale convolution and a max-over-time pooling to decode the ESRs (Figure 3). Furthermore, we give an illustrative example in Figure 1(b) with a visualization of the ESR activations over time. We can see that there are two very similar poses, 15 and 35, but the corresponding ESRs are very different. The ESRs distinguish the similar poses in the same action according to their different preceding pose sequences. Pose 15 is preceded by quite different poses (i.e., from 10 to 14) than those preceding pose 35 (i.e., from 30 to 34), part of a static pose. This can be attributed to the short-term memory property. Therefore, action echo states are very suitable and efficient in representing and capturing the temporal dynamics in 3D skeleton time series. However, only using linear combinations of action echo states and simple regression, as original ESNs used, are unable to decode complex ESRs (we’ve tried). Hence we use the CNN to understand action echo states.

Our main contributions can be summarized as follows. 1) We propose an efficient and effective end-to-end action recognition model learning from action echo states, which are well-suited to represent 3D skeleton-based action sequences. 2) Integrating the efficiency of the ESN in dealing with time series and the CNN for multiscale feature extraction into a unified framework, ConvESN bridges the gap between the reservoir computing paradigm [Lukoševičius and Jaeger, 2009] and the deep learning paradigm. 3) ConvESN can be easily generalized by plugging in other powerful deep learning decoders. 4) We achieve state-of-the-art performance on 3D-skeleton-based action recognition benchmarks, including the MSR-Action 3D dataset [Li et al., 2010], the Motion Capture Dataset HDM05 [Müller et al., 2007], the Florence3D-Action [Seidenari et al., 2013] and the UTKinect-Action dataset [Xia et al., 2012].

2 Proposed Method

To explain our model, we first briefly review the Echo State Network paradigm. Then we propose our ConvESN for 3D-skeleton-based action recognition.

2.1 Review of Echo State Networks

An Echo State Network (ESN) consists of three basic components: an input layer, a large recurrent hidden layer (called the reservoir) and an output layer. An ESN’s input weights and reservoir weights are randomly initialized and fixed during all the stages. In particular, the reservoir contains very sparse connections, which encourages multiple oscillatory dynamics. The only adaptable parameters are the output weights, which usually can be obtained by linear regression. To more clearly understand the difference between ESN with other RNN/LSTM, their general architectures are illustrated in Figure 2.

Given \( \mathbf{u} = (\mathbf{u}(0), \mathbf{u}(1), \ldots, \mathbf{u}(T - 1)) \) a \( K \)-dimensional input series, \( N \)-dimensional initial state \( \mathbf{x}(0) \in \mathbb{R}^N \) in the reservoir and the \( L \)-dimensional output series \( \mathbf{y} = (\mathbf{y}(0), \mathbf{y}(1), \ldots, \mathbf{y}(T - 1)) \), the update equations of entire system are as follows:

\[
\mathbf{x}(t + 1) = f(W^{res}\mathbf{x}(t) + W^{in}\mathbf{u}(t + 1))
\]  

(1)
\[ \mathbf{y}(t + 1) = f^{\text{out}}(W^{\text{out}} \mathbf{x}(t + 1)) \] (2)

where \( W^{\text{in}}, W^{\text{res}}, W^{\text{out}} \) denote the connection weights from the input layer to the reservoir layer, the reservoir to itself and the reservoir to the output layer, respectively. \( W^{\text{in}}, W^{\text{res}} \) are initialized randomly and fixed. Only \( W^{\text{out}} \) is adaptable. \( f \) is the activation function in reservoir (usually \( \tanh(\cdot) \)) and \( f^{\text{out}} \) is the activation function in output layer (usually \( \text{identity}(\cdot) \)).

An ESN has two core properties for dynamical system identification:

1) **Temporal Kernel**: Input time series drive the large reservoir and produce echo responses in a high-dimensional state space, which enables reservoir to play a similar role as the kernel in kernel-based methods. That is, a reservoir can be regarded as a temporal kernel and the echo states are non-linear high-dimensional representations of the input time series.

2) **Echo-State Property (ESP)** [Jaeger and Haas, 2004]: The ESP means that inputs with more similar short-term history will evoke closer echo states, which ensure the dynamical stability of reservoir. ESP also provides the ESN an important capability called “fading memory” or “short-term memory”. With this short-term memory, the input history information from some time past will not easily fade away. In practice, the ESP is guaranteed by keeping the spectral radius of the recurrent weight matrix below 1.

Therefore, if skeleton sequences are regarded as multivariate time series generated from an implicit dynamical system, we can take advantage of ESNs in representing their dynamics.

**Hyper-parameters and Initializations** There are three hyperparameters used for an ESN initialization, including IS: Input Scaling, \( Sr \)-Spectral Radius and \( \alpha \)-Sparsity.

1) **IS** is used for the initialization of the matrix \( W^{\text{in}} \): the elements of \( W^{\text{in}} \) obey the uniform distribution of \(-\text{IS} \) to \( \text{IS} \). We set \( \text{IS} \) to 0.1.

2) **\( Sr \)** is the spectral radius of \( W^{\text{res}} \), given by

\[ W^{\text{res}} = Sr \cdot \frac{W}{\lambda_{\text{max}}(W)} \] (3)

where \( \lambda_{\text{max}}(W) \) is the largest eigenvalue of matrix \( W \) and elements of \( W \) are generated randomly in \([-0.5, 0.5] \). To satisfy the Echo State Property, \( Sr \) should be less than one; we use \( Sr=0.99 \).

3) \( \alpha \) denotes the proportion of the non-zero elements in \( W^{\text{res}} \). We set \( \alpha \) to 0.01.

**2.2 Convolutional Echo State Network**

Combining the benefits of Echo State Networks (temporal kernel, ESP) and Convolutional Neural Networks (multiscale feature learning, temporal shift-invariance), we propose an end-to-end deep neural network we call a Convolutional Echo State Network (ConvESN) for skeleton-based action recognition. The general structure is illustrated in Figure 1(a).

In the first stage, we divide the human skeleton data into five parts: left arm (LA), right arm (RA), left leg (LL), right leg (RL) and center trunk (CT). A simple action may be performed by one segment (e.g., kicking forward only depends on one leg) while complex actions require the coordination of several parts (e.g., running needs the cooperation of arms and legs).

In the second stage, we input trajectories of skeleton joints of each part to five separated reservoirs over time and obtain five parts of echo-state representations. The definition of the echo-state representation is given by Def.1.

**Definition 1 (Echo-State Representation)** Assume an \( N \)-neuron reservoir satisfies the ESP, given a \( K \)-dimensional input denoted as \( \mathbf{u}(t) \) at time step \( t \), then according to Eq.1 (update equation), we have a response of \( N \)-dimensional echo-state vector \( \mathbf{x}(t) \) at time step \( t \), where \( \mathbf{x}(t) = (x_1(t), x_2(t), \ldots, x_N(t)) \). For a \( T \)-length input series \( \mathbf{u} \), we call a matrix \( \mathbf{X} \) the echo-state representation of \( \mathbf{u} \), if \( \mathbf{X} \) satisfies the following equation:

\[ \mathbf{X} = \mathcal{F}(\mathbf{u}) = \mathcal{F}((\mathbf{u}(0), \mathbf{u}(1), \ldots, \mathbf{u}(T-1))^T) \] (4)

\[ = (x(0), x(1), \ldots, x(T-1))^T \] (5)

\[ = \begin{pmatrix}
  x_1(0) & x_2(0) & \ldots & x_N(0) \\
  x_1(1) & x_2(1) & \ldots & x_N(1) \\
  \vdots & \vdots & \ddots & \vdots \\
  x_1(T-1) & x_2(T-1) & \ldots & x_N(T-1)
\end{pmatrix} \] (6)

where \( \mathcal{F} \) denotes the reservoir update operator (Eqn. 1), \( \mathbf{x}(t) \in \mathbb{R}^N \) denotes \( t \)-th row of \( \mathbf{X} \), \( t \in [0, T-1] \). In addition, we use the notation \( x_j \) to denote \( j \)-th column of \( \mathbf{X} \), \( j \in 1, \ldots, N \).

**Convolution and Pooling** The multi-channel multiscale convolutional procedure (an example with 5 channels, 2 filters and 2 time scales) is shown in Figure 3. Specifically, the convolution layer uses multiple filter widths and feature maps to extract multiscale features from the echo-state representations and maintains multiscale temporal invariance by max-over-time pooling layers.

Let \( \mathbf{x}_i \) be the echo-state representation from the \( i \)-th channel, then \( \mathbf{x}_i(t) \) denotes its echo-state vector
at time step $t$ (as $t$-th row), then we could describe $T$-length echo-state representation of $i$-th channel by
\[ z_{i,T-1}^{t} = x^{i}(0) \oplus x^{i}(1) \oplus \cdots \oplus x^{i}(T - 1) \] (7)
where $\oplus$ is the concatenation operator and $z_{i,T-1}^{t}$ is matrix with size $T \times N'$, $N'$ is the size of reservoir of $i$-th channel. In a similar way, $\mathbf{z}_{i,t+k}$ denotes $k$-length echo-state representation from $t$ to $t + k - 1$.

Let $w_{k,j} \in \mathbb{R}^{k \times N'}$ denote the $j$th filter with $k$-width. Given $X^{i} \in \mathbb{R}^{T \times N'}$ and a stride of 1, we have temporal windows as $z_{i,0:k-1}^{t}, z_{i,1:k}, \ldots, z_{i,T-k+1:T}^{t}$. Then the convolution result with filter $w_{k,j}$ is given by
\[ c_{k,j} = (c_{0}, c_{1}, \ldots, c_{T-k+1})^{T} \] (8)
where $c_{m}, m = 1, 2, \ldots, T - k + 1$ is the convolution result of $m$-th sliding window and is defined as
\[ c_{m} = f(\sum_{i} \alpha_{k,j}^{i} (w_{k,j} \ast z_{m:m+k-1}^{i}) + b) \] (9)
where $f$ is the nonlinear activation function (e.g., $\tanh(\cdot)$), $\alpha_{k,j}^{i}$ is the connection weight from the $i$-th channel reservoir to the $j$th filter with $k$-width and $\ast$ denotes the dot-product operation.

In the pooling layer, we use the max-over-time pooling operation proposed in [Collobert et al., 2011]. In this way, the feature extracted by the filter $w_{k,j}$ is defined as $d_{k,j} = \max \{c_{k,j}\}$, where $\{c\}$ denotes the element set of vector $c$.

The fusion layer is a fully-connected layer, which could contain several fully-connected layers in our multi-step fusion strategies. In this stage, we fuse the relevant pooled features $\{d_{k,j}\}$ into a single vector. We believe the relationship of the features between two arms or two legs is close. Hence, we fuse the information of the two arms and that of two legs, respectively, and combine all the information in the following steps. In section 2.4, we will introduce two multi-step fusion strategies under the ConvESN paradigm.

The final layer is a softmax layer, whose inputs are the fusion features passed through the fully connected layers and output is defined as the conditional distribution $p(C_n | \mathbf{u})$ over skeleton action labels, where $C_n$ denotes $s$-th class of human actions, and $p(C_n | \mathbf{u})$ is output of the softmax function.

2.3 Training
The loss function of ConvESN is to maximize the logarithm likelihood function:
\[ \mathcal{L}(\mathbf{u}) = \sum_{n=1}^{N'} \sum_{s=0}^{C-1} \delta(s - r) \ln p(C_{n} | \mathbf{u}_{n}) \] (10)
where $\mathbf{u}$ denotes the skeleton training data, $C_{n}$ is $s$-th class of human actions, $N'$ denotes the size of train set, $\delta(\cdot)$ is the Kronecker delta and $r$ is the groundtruth label of sample $\mathbf{u}_{n}$.

In the following experiments, we use the back-propagation algorithm and the gradient optimization method ADAM [Kingma and Ba, 2014] to optimize parameters in ConvESN. Note that the parameters in reservoirs do not need to be learned, but are randomly fixed.

2.4 Fusion strategy
To capture the spatial correlation of five skeleton parts, we first fuse the features of two arms and two legs respectively. And then we fuse all the representations. There are two multi-step fusion strategies to integrate the skeleton information.

**ConvESN-MSSC** As shown in Figure 4(a), this model is called ConvESN with Multi-Step Single-Channel fusion (ConvESN-MSSC). In this model, we apply five separate single-channel CNNs to convolve echo-state representations of five reservoirs respectively. After that, we fuse the pooled features corresponding to five parts by three layer-wise fusion layers.

**ConvESN-MSMC** ConvESN with Multi-Step Multi-Channel fusion (ConvESN-MSMC) is illustrated in Figure 4(b), we regard the reservoir LA and the RA as two-channel inputs to the first filter groups, CT as the single-channel input of the second filter group, and LL and RL as the two-channel inputs of the third filter groups. After pooling, all the features are combined in a fully-connected layer.

3 Experimental Results

3.1 Evaluation Datasets and Settings
We evaluate our proposed ConvESN on four skeleton-based action recognition benchmarks:

**MSR-Action 3D (MSRA3D).** [Li et al., 2010] Captured by Microsoft Kinect-like depth sensor at 15FPS, it provides skeleton (20 joints) 3D coordinates data for 20 actions performed 2-3 times by 10 subjects, which gives a total of 567 sequences with 23797 frames. The MSR-Action 3D task is very challenging due to its data corruption. In [Zhang et al., 2016], 10 sequences with excessive noise were removed. However, we use the complete original datasets in order to evaluate its anti-noise capacity.

**HDM05.** [Müller et al., 2007] An optical marker-based motion capture dataset sampled at 120Hz. It contains 3D coordinates of 31 joints for 130 actions performed by 5 non-professional actors. Following the same protocol in [Cho and Chen, 2014], we classify some samples of 130 actions into
the same category, in which samples represent the same action (e.g., jogging starting from air and from floor). After this processing, we obtain 65 action categories.

**Florence3D-Action.** [Seidenari et al., 2013] Captured by using Kinect sensor, it contains 3D locations of 15 joints for 9 actions performed 2-3 times by 10 different subjects, giving a total of 215 sequences. Its challenge is the high intra-class variations (left-hand actors and right-hand ones) and the presence of actions like drink from a bottle and answer phone which are quite similar to each other.

**UTKinect-Action (UTKA).** [Xia et al., 2012] Provides the 20-joints skeleton coordinates for 10 actions performed 2 times by 10 subjects, captured at 15FPS. There are 195 sequences. The frame length of the sequences ranges from 5 to 170 with an average value of 30.5±20. Again, the challenge is intra-class variations as in Florence3D-Action, as well as multiple views.

**Implementation Details.** The IS of reservoir is 0.1, the Sr is 0.99, and the reservoir sizes range 100 to 300. For the multiscale convolutional layer, we choose the width of sliding windows as 2, 3, & 4 and the number of filters under each width ranges from 16 to 128. The size of the final fusion layer is set as 144. It’s worth noting that our ConvESN only consists of a shallow architecture with a convolution layer and a max-over-time pooling layer as Figure 4.

Preprocessing is an important step for action recognition, because include that raw skeleton joints are not in an unified coordinate system, different joints trajectories have different levels of smoothness, and samples have various length, etc. Our preprocessing details are as follows. We normalize the coordinate system by setting the origin to the average of the hip center, left, and right joints. We then apply the popular Savitzky-Golay smoothing filter [Steinier et al., 1972] to smooth the joint trajectories. To reduce computational cost on the HDM05 dataset we sample every 4 frames. We do not down-sample the other datasets. Finally, for variable length trajectories, we pad them with zeros up to a given max-length value. The machine setup is on an Intel Core i5-6500, 3.20-GHz CPU 32-GB RAM and a GeForce GTX 980-Ti 6G.

### 3.2 Experimental Results and Analysis

**MSR-Action 3D:** We use a standard validation protocol used by [Li et al., 2010] on the MSR-Action 3D dataset. In this protocol, we split the whole dataset into three overlapping subsets (AS1, AS2, AS3) of 8 classes for each one. Within each set, we adopt cross-subject validation: the subjects 1, 3, 5, 7, 9 are used for training and 2, 4, 6, 8, 10 are used for testing. The results (average accuracy of AS1, AS2 and AS3) are reported in Table 1.

As seen from Table 1, ConvESN-MSMC achieves the best average accuracy with 97.88%. ConvESN-MSSC also performs well with 97.56%. Without removing the 10 excessively noisy sequences, they both outperform the existing approaches listed in Table 1. The best of other methods is the work of Zhang et al. [Zhang et al., 2016] with 96.97%, which was with the 10 noisy sequences removed.

**HDM05:** Following the protocol used in previous work [Du et al., 2015], we perform 10-fold cross validation on this dataset. As shown in Table 2, the best two models with average accuracy are ConvESN-MSMC and Deep LSTM [Zhu et al., 2016] with 97.25%.

The confusion matrices of ConvESN with MSSC and MSMC on the HDM05 task are shown in Figure 5. As shown in Figure 5, the proposed models (ConvESN-MSSC and ConvESN-MSMC) can recognize most of HDM05 actions very well. However, there exist several easily-misclassified action pairs, including class 4 “depositFloorR” vs. class 9 “grabFloorR”, class 5 “depositHighR” vs. class 10 “grabHighR”, class 6 “depositLowR” vs. class 11 “grabLowR”. These action pairs have very similar trajectories because they all contain two key actions: “deposit” and “grab”. We cannot distinguish these action pairs well unless we obtain more information from the context of action processes.

**Florence3D-Action:** Table 3 shows that ConvESN-MSSC and ConvESN-MSMC both outperform previous methods.

**UTKinect-Action:** Table 4 shows our models also achieve the best performance of 100%. This accuracy is also reached by the most recent work Zhang et al. [Zhang et al., 2016].

### 3.3 Contrast Baselines

To demonstrate the efficacy of our combined ESN and CNN, we compare it to each component separately: 1) ESN alone with mean-pooling and softmax; 2) CNN alone with the fusion strategy MSSC; 3) CNN alone with MSMC.

Figure 6 shows that multi-step-fusion based ConvESN...
Table 4: Recognition accuracy on UTKinect Action dataset (10-fold cross validation).

<table>
<thead>
<tr>
<th>Methods</th>
<th>Ave.(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest+depth [Zhu et al., 2013]</td>
<td>87.90</td>
</tr>
<tr>
<td>LTBSVM [Slama et al., 2015]</td>
<td>88.50</td>
</tr>
<tr>
<td>HOFS3+HMM [Xia et al., 2012]</td>
<td>90.92</td>
</tr>
<tr>
<td>DP+KNN [Devanne et al., 2013]</td>
<td>91.50</td>
</tr>
<tr>
<td>Skeletons Lie group [Vemulapalli et al., 2014]</td>
<td>97.08</td>
</tr>
<tr>
<td>Gram matrices Representations [Zhang et al., 2016]</td>
<td>100.00</td>
</tr>
<tr>
<td>ConvESN-MSSC</td>
<td>100.00</td>
</tr>
<tr>
<td>ConvESN-MSMC</td>
<td>100.00</td>
</tr>
</tbody>
</table>

(ConvESN-MSMC and ConvESN-ESSC) are both better than the contrast baselines CNN alone without action echoes (CNN-MSMC and CNN-MSSC). In additional, we also demonstrate that the original ESN with soft-max is a poor classifier with the CNN decoder. Thus, the combination of an ESN to represent the temporal dynamics of the signal, with the decoding capacity of the shallow CNN, gives the best of both worlds.

3.4 Computational Efficiency Discussions

Compared with the standard ESN, our ConvESN doesn’t add significant computational cost, because it still processes the signal in linear time and the feed-forward CNN is a fixed cost on top of that.

Compared with other, more complex recurrent models such as Hierarchical or Deep LSTMs, the ESN automatically produces ESRs in a high-dimensional echo state space without training, and has been effective in the field of (chaotic) time series forecasting [Jaeger and Haas, 2004]. LSTM networks typically require extensive training via back-propagation through time (BPTT). For the HDM05, ConvESN-MSMC took 157s to produce all of the 200-D action echoes from 2339 sequences. Training the convnet took 23s per epoch. During testing, it runs at 780 sequences per second. Hierarchical LSTM [Du et al., 2015] reported their training time at about real time. Our model trains about 7 times faster in equivalent circumstances, not counting the one-time generation of the echo states. On the other hand, the CNN in our framework retains the merits of weight sharing and structural conciseness, which largely reduces the size of the parameter space.

4 Conclusion

In this paper, we study the problem of 3D skeleton-based human action recognition and introduce a novel end-to-end neural network, the Convolutional Echo State Network (ConvES-

N). ConvESN incorporates modeling dynamics, multiscale temporal features extraction and actions classification in an unified framework. Experiments on benchmarks achieve state-of-the-art accuracy. These results verify that, with abundant action echo states, the dynamics and multiscale features of action recognition can be efficiently learned by an additional convolutional layer and a pooling layer of the CNN. ConvESN is a novel framework that bridges the reservoir computing and deep learning research fields, balancing high performance and model complexity. The action echo states are well-suited to represent 3D skeleton-based action sequences and have the potential to be combined with deeper learning models for more complex sequence recognition.
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