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Abstract

We develop a general accelerated proximal coordi-
nate descent algorithm in distributed settings (Dis-
APCG) for the optimization problem that mini-
mizes the sum of two convex functions: the first
part f is smooth with a gradient oracle, and the
other one W is separable with respect to blocks of
coordinate and has a simple known structure (e.g.,
L1 norm). Our algorithm gets new accelerated con-
vergence rate in the case that f is strongly con-
vex by making use of modern parallel structures,
and includes previous non-strongly case as a spe-
cial case. We further present efficient implementa-
tions to avoid full-dimensional operations in each
step, significantly reducing the computation cost.
Experiments on the regularized empirical risk min-
imization problem demonstrate the effectiveness of
our algorithm and match our theoretical findings.

1 Introduction

We consider the following optimization problem with a com-
posite objective function:

min  F(z) := f(x) + ¥ (z), (1)
zeRN

where f and W are proper and lower semi-continuous con-
vex functions. We further assume that f is differentiable
on RY, and ¥ has a simple blockwise separable structure
U(x) = >, U;(z;), where z; is the i-th block of = with
cardinality NN;. This problem is ubiquitous in machine learn-
ing, where f(z) denotes the loss and ¥ represents some con-
straints or regularizations. Given a set D of i.i.d data, a typical
loss function f has the following form

fle)="Y" Ux; 4y), 2)
A €D

where [ is some smoothed loss function such as the smoothed
hinge loss [Lin et al., 2014]. The choice of ¥ depends on the
requirements of certain problems, such as bound constraints
(e.g., U;(x) = 0 for x € [0,1] and co otherwise) or regular-
izations for a special purpose (e.g., L1-regularizer for spar-
sity). f(z) can be strongly convex or not. The strong convex-
ity property usually means a faster (linear) convergence rate
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and hence is interested in many cases (e.g., ridge regression).
We aim to develop a general accelerated coordinate descent
method to solve problem (1) under distributed settings, and
accelerate the convergence rate by making use of the parallel
structure.

1.1 Related Work and Motivation

Coordinate descent (CD) methods are popular optimization
algorithms to handle such problems that can break down to
small pieces since they can usually make use of special struc-
tures underlying the problems. At each iteration ¢, the ba-
sic CD method chooses one block of coordinate x;, to suf-
ficiently reduce the objective value while keeping the other
blocks fixed. There are two common strategies for choos-
ing such a block—the cyclic scheme and the randomized
scheme, where the former chooses i; in a cyclic fashion (i.e.,
it+1 = 4 mod n + 1), while the latter chooses i; uniformly
or via some distributions. The randomized scheme is more
common since it enjoys both theoretical and practical bene-
fits [Wright, 2015]. Due to their superior convergence prop-
erty, CD algorithms have been widely used in many practi-
cal problems, especially in some regimes that need relatively
high accurate solutions [Wright, 2015].

To improve the performance of the basic CD algorithm,
many variants have been proposed. Among them, Nesterov’s
acceleration technique [Nesterov, 1983], which is proven to
be an “optimal” first order (gradient) method in convergence
rate, is an important line. Specially, Nesterov [2012] devel-
oped an accelerated randomized CD method for minimizing
unconstrained smooth functions (i.e., with U(z) = 0), which
is the first one that applies acceleration techniques to CD
methods. Later one, Lu and Xiao [2013] gave an improved
version with a sharper convergence analysis. For the more
general problem (1), Fercoq and Richtarik [2015] proposed
the APPROX algorithm for solving functions f(z) without
strong convexity to obtain an accelerated sublinear conver-
gence rate and Lin [2014] proposed a general APCG algo-
rithm to obtain an accelerated convergence rate for f(x) ei-
ther with strong convexity or not.

Another important line is to utilize parallel computing ar-
chitectures to accelerate the CD algorithms. Here we focus
on the synchronous case, where multiple blocks of coordi-
nates are sampled and gradients are then computed in each
iteration, running in parallel on multiple processors. After
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that, a barrier synchronization step is set to update the coor-
dinates, see a series of recent work in parallel and distributed
settings [Bradley et al., 2011; Necoara and Clipici, 2013;
Richtarik and Takac, 2013a]. To meet the requirements of
the big-data challenge, combining the acceleration technique
with advanced parallel computing architectures seems to be
natural to leverage their advantages respectively. For the gen-
eral problem (1), the APPROX algorithm is parallel in na-
ture to deal with f(z) without strong convexity. For a special
case of (1) called empirical risk minimization (ERM) prob-
lem, Shalev-Shwartz and Zhang [2014] proposed an inner-
outer loop optimization scheme to obtain an accelerated con-
vergence rate with a strong convexity assumption, where the
inner loop is easily parallelized using existing techniques
[Takac and Richtarik, 2015]. However, the parallel algo-
rithm for problem (1) in the strongly convex case is still un-
explored.

In this paper, we propose a new distributed accelerated co-
ordinate gradient descent method (DiSAPCG) to solve the
general form (1) for f(x) with or without strong convex-
ity. Our algorithm lies in the line of Nesterov acceleration
methods, with new carefully modified Nesterov’s sequences
to adapt into distributed settings. Our algorithm includes AP-
PROX as a special case when the function does not have a
strong convexity assumption, where a sublinear convergence
rate is obtained. In the strong convex case, we obtain an ac-
celerated linear convergence rate, thanks to the parallel struc-
ture. Furthermore, we propose an efficient implementation
to avoid full-dimensional vector operations, which reduces
the updating cost in each iteration. For practical use, we
apply our algorithm to the ERM problem and find a signif-
icant improvement comparing with several other distributed
CD solvers.

1.2 Outline of The Paper

In Section 2, we introduce the notations and assumptions,
present the general DisAPCG method, analyze its conver-
gence rate with or without strong convexity, and show the
gain by leveraging parallel structures. In Section 3, we
present an equivalent version of the general algorithm to
avoid full-dimensional manipulation in many cases. In Sec-
tion 4, we apply our DisAPCG method to the widely studied
ERM problem. Besides, we use experiments on a smoothed
version of SVM problems to demonstrate the effectiveness of
our algorithm. Finally, we conclude in Section 5.

2 The DisAPCG Method

2.1 Notations, Assumptions and Settings

For an N-dimensional vector x € RN, let Q@ =
{z; € RMi}™ | denote a partition of the coordinates with
Yr N;=N.LetU = [Uy,...,U,] be an N x N permuta-
tion matrix with U; € RV *N:_ Then, we have

n
x = ZUimi, and z; = Uz, i€ n].
i=1
Without losing generality, we assume that U is the identity
matrix. Our distributed setting is similar as in [Richtarik and
Takac, 2013al. Suppose that the cluster consists of K nodes
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and the blocks of coordinates (features) are uniformly dis-
tributed in each node (i.e., each node keeps and updates n/ K
blocks of coordinates). For simplicity, we assume that n is di-
visible by K. We denote S, C €2 as the collection of blocks
of coordinates that are distributed in the k-th node and we
have UszlS r = €). In the meanwhile, all the data describing
the features S), are stored in the k-th node.

Following [Lin et al., 2014], for any = € RY, the partial
gradient of f with respect to x; is defined as

Vif(z) =UVf(z), i€ n],
where [n] := {1,...n} denotes the set of integers from 1 to
n. We make the following assumptions, which are commonly
used in the literature of coordinate descent methods [Fercoq
and Richtarik, 2015].
Assumption 1. The gradient of f(x) is block-wise Lipschitz
continuous with constants L;:
||V7,f($+Ulhz)—vzf(l')H2 < LZth”Q, x € RN, h; € RNi.
n 1/2

For convenience, we denote ||z||;, = (Z Lil|z;|)3 as
i=1

the Lo-norm blockwisely weighted by the coefficients L;.
Assumption 2. There exists y > 0 such that for all y € RY
and z € dom(¥):
I
fy) = f(@) + (Vf(z),y —2) + Sy — =L
An immediate consequence of Assumption 1 is

P+ Uhs) < F(2)+(Vaf (), ha)+ o [l hs € R

which bounds the variation of f(x) when a single block
changes. In distributed settings, as more than one blocks vary
in each iteration, we need the following lemma to bound the
total variation of the function f(x).
Lemma 1. ([Richtarik and Takac, 2013b]) Assume that f
satisfies Assumption 1. For all x,h € RY, we have

Supp(h
Fla+h) < £(a) + (V5(). ) + 22O e
where Supp(h) := {i € [n] : h) # 0} is the set of blocks
that are not equal to zero.
The above bound is tight in general. Suppose that in dis-
tributed settings, we alter x blocks in each iteration and define

I-11Z, = &ll- 117
Then, the bound gives that for z,y € RY,
f@) = f@)+ (Vi@sy—a) + Ely -}, o

and Assumption 1 implies that
1
fla+h) < f@@) + (Vf@),h) + SlnlL,, @
where p, = /K.

2.2 The DisAPCG Algorithm

The general DisAPCG algorithm is summarized in Alg.1. We
start K processors and each processor k runs Alg.1 simulta-
neously. The algorithm maintains a non-increasing step size
a; and intermediate variable y(*), similarly in the original
Nesterov’s method. At iteration ¢, each node samples multi-
ple blocks of coordinates and computes the intermediate vari-
able z(Y) using a proximal gradient step, as in step 4. Finally,
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the coordinates are updated in a synchronized manner in step
5. We make more comments on several key steps as follows.

Stepl: S ,(:) collects the indices of the coordinates to be
updated for node k. The total number of updated coordinates
in one iteration is k = 7K, where 7 is the mini-batch size that
every node samples at each iteration. Note that the sample
procedure is not equivalent to uniformly sample ~ blocks of
coordinates from all since they are stored locally.

Our algorithm is essentially in a mini-batch manner. When
K =1, we can merge several small blocks into a larger one
and use [Lin et al., 2014] directly (i.e., uniformly sample one
large block at each iteration), and hence the mini-batch anal-
ysis is not necessary. However, such merging can not be done
in the distributed settings, since every node needs to sample
their own data, not as a whole.

Step2: The original Nesterov’s sequence is computed as
n?a? = (1 — ay)y + aup. Our new sequence considers the
influence introduced by multi-block alteration in one itera-
tion. Similar properties hold as the original ones.

Step3: The Reduce operator is similar to MPI::AllReduce,
where y(*) is first computed by gathering coordinates from all
nodes and then broadcasted to all nodes. This is a crucial step
since y® is of size O(NV) and hence introduces the most part
of communication cost. ) is used to compute the gradient,
however, one can further reduce the communication cost by
exploring the special structure of f(x), as we shall see.

Step5: The update step involves full-dimensional opera-
tions since 2T (") and y*) are dense in general and the
similar problem exists for the computation of y(*). This issue
will be dealt with by proposing an efficient and equivalent
algorithm in Section 3.

2.3 Convergence Analysis

We analyze the convergence rate of Alg.1. The main theorem
is as follows. We defer the full proof into appendix.

Theorem 1. Suppose that Assumptions 1 and 2 hold. Let
F* be the optimal value of problem (1) and {x™} be the
sequence generated by the DisAPCG method. Then for any
t > 0, the following holds:

ool (s )

(F(m(o)) A %mg) :

@)

() — 2*(12 and X* is the set of opti-

where Ry := min
rreX*

mal solutions of problem (1).

) ()
—~+— | and | ———— ] cor-

n 2n + tky/Y0

respond to the strong convex and non-strong convex cases re-
spectively. For the non-strongly convex case, a slight change
of the proof can remove the « in the last term of (7) and then
we recover the convergence rate in [Fercoq and Richtarik,
2015] as a special case.

For the strongly convex case, we get an accelerated linear
convergence rate, as the following corollary shows:

The two terms (
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Algorithm 1 The DisAPCG algorithm.

Input: 2(*) € dom(¥) and convexity parameter j,, > 0.
Initialize: set (%) = 2(°) and choose 0 < g € [, 1].
Start K nodes with their corresponding data and coordinates.
fort =0,1,2,3... do:

1. Uniformly sample 7 blocks of coordinates S ,Ef).
2. Compute ¢ € (0, k/n] using the relation:

2
n

?Oé? = (1 — o)y + Qe pin,

Ol
and set i1 = (1 — )yt + cufin, B = ,;7#
t+1
3. Reduce:
1
y = ———— (a2 + 9z )
oY + Y41

. . (t+1)

4. for all index ¢ € S}, compute z; as

nothi

Z,Et+1)

= argmin llzs — (1= Be)=t” — BuyP113

z; €RNi

FAVaif ("), @) + W),

(t+1)

%

Z,gt+l> — (1 _ ﬁt)zl(t) +ﬂty1(t>

and for all index ¢ ¢ Sy, compute z as

5. Set
n KRltk
LD y(i) Kjt(z(ﬂrl) Z(t)) - (Z(t) y(t)) (6)

end for

Corollary 1. Suppose that the same conditions in Theorem. 1
hold and further assume that f is p-strongly convex. In order
to obtain E[F(z™M] — F* < ¢, it suffices to have the iteration

t satisfy ps log C + Dk
- Y

VER €
where C = F(z(0)) — F* D = y,RZ2/2.

The previous single-machine version APCG provided in
[Lin et al., 2014] needs O(n/,/t) to achieve e accuracy,
while our DisAPCG further accelerates this rate by a factor
\/k, omitting the log term. It remains an open problem that
whether we can accelerate this rate by «.

Remark 1. We have assumed that the coordinates (and their
corresponding data) are uniformly distributed in each node.
However, the computation power of each node may be differ-
ent in practice, in which stragglers may slow down the bar-
rier synchronization. To avoid this, nodes can store different
amounts of coordinates, depending their computation power,
and consequently, each node k£ has its own mini-batch size
Tx. The above theorem still holds as long as each block is
sampled with equal probability.

3 Efficient Implementation

For the strongly convex case with ;1 > 0, we can choose
Yo = /K to get a concise version. In this case, we have that

~¢ = p/k and consequently, oy = B = /ki/n.
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As mentioned in Section 2.2, a straightforward implemen-
tation of Alg.1 requires full-dimensional operations on x (i.e.
O(N)), which is comparable to a full-gradient step. Lin et
al. [2014] provided an equivalent version to their original al-
gorithm, corresponding to the special single-machine case in
our paper, with an efficient update step. Here we show that
such strategy can also be used in the distributed settings with
some modifications. The overall algorithm is summerized in
Alg.2 and the equivalent assertion is made in Proposition 1.
Proof can be found in the appendix.

Algorithm 2 DisAPCG without full-dimensional vector op-
erators in the case u, > 0

Input: 2(°) € dom(¥) and convexity parameter 1, > 0.
Initialize: set u(®) = 0,00 = 20 o = @,p =22,
Start K nodes with their corresponding data and coordinates.
fort=0,1,2,3... do:

1. Reduce: p'*t1u® 4+ M),
2. Uniformly sample 7 blocks of coordinates S ,(f).
3. foralli € S,(:) compute hl(t) as

nol;
2

t .
hi ) = argmin
herNi

I3+ (Zaf (o ul + 0), b )
+ 0 (= 4ol 4 n)

4. Let utt1) = ¢ (D) = 4(®) and update i € SO as:

N I OB Sl-(e N O RN o BN OB o O
T 7 (3 2 7

(3 (3

zpt+1

Output: () = pty® 4 @),

Proposition 1. Algorithm 2 and Algorithm 1 are equivalent

with 2@ = pty® 4 )
Y& = pttiyt) 4 o)
20 = —pty® 4 @),
SJorallt > 0.

As we can see, the updating step in Alg.2 avoids full-
dimensional operations. However, the reduce step p'+u(®) +
v® still needs O(N) computation cost in general. We can
further explore the structure of certain problem to avoid it, as
we shall see for the problem of ERM.

4 Application to Primal-dual ERM Problem

4.1 Primal and Dual ERM Problem

The ERM problem arises ubiquitously in supervised ma-
chine learning applications. Let Ay, ..., A,, be vectors in R,
o1, ..., oy, be a sequence of convex functions on R, and g be
a convex function on RY, the regularized ERM problem is
defined as follows:

argmin {P(w) = % Z bi (Al w) + )\g(w)}

weRd
The dual of the above problem is
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n

1 N o 1

argmax {D(:v) - 2_; 7 (—x;) — Ag (MAHJ)} 7
where A = [A4,..., A,], and ¢*, g* are conjugate functions
of ¢, g respectively.

Notice that in the above problem, the sample size n is the
dimensionality when we consider the dual problem. We focus
on the strong convexity case, where we need the following
assumption that is also standard in the literature of solving
the primal and dual ERM problems.

Assumption 3. Each function ¢; is 1/~ smooth and the func-
tion g is strong convex with parameter 1.
The above assumption implies that ¢ is 7y strong convex

and g™ is continuous differentiable.
The structure of D(z) matches problem (1) with the equiv-

alent form F(z) = —D(x), where f(z) = )\g*()\iAx)
n

1 .
and ¥(z) = — > ", ¢ (—=;). In order to match the lin-
n
ear convergence rate assumption, we re-locate the strong

convexity of ¢; and get the final optimization problem as
argming cpn F'(z) where

n

¥ 2 1 * i 2
Az) + 5 llalls + - 3 (6" (<) = llaill3)

i=1

1

F(a) =" (5-

f(z) ¥ (2)

1
We focus on a special case that g(w) = = ||w/||%. Such spe-

cial case implies that we can efficiently compute the partial
coordinate gradient and is mostly used as regularization term
in ERM problems [Ma et al., 2015]. In this case, we have

1
Vif ") = s Al Ay ) + Ly @)

Besides, we can determine an upper bound for the Lips-
R? + \yn
n2
[n], and a lower bound for the strong convexity parameter for
Ayn
R2 4+ \yn

chitz constant L; < , where R = max ||4;]|2,% €

f(z) with respect to || - ||, as u > . Details can be

found in the appendix.

4.2 Numerical Experiments

We consider minimizing the smoothed hinge loss problem, in
order to satisfy the 1/~ smooth condition. Precisely, we have
0 if a>1

l-a—3 ifa<l—n

35 (1 —a)® otherwise

pi(a) =

The conjugate function of ¢; is then as follows:

ey | b+ 2% if be[-1,0]
¢"(b) = { 00 ? otherwise

Consequencely, we have
L Y2\ ) =X ifze(0,1]
wi(o) = 1 (-0 - Jol) = { & Mms

In the context of primal-dual optimization problem, people
often care about the duality gap P(w(x)) — D(z), which is
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Figure 1: Duality gap vs. the number of iterations, as well as duality gap vs. elapsed time for the Epsilon datasets. We vary the mini-batch
size T while keep the number of nodes K fixed or vise versa. \ is fixed to be 10™%. The duality gap and elapsed time are shown in log domain
while the number of iterations is shown normally to emphasize the linear convergence rate.

Algorithm 3 DisAPCG for regularized ERM with pz > 0

Input: 2(*) € dom(¥) and pu = %
Initialize: set @ = £ p = ﬁ’ v@ = 20l =

0,p) = 0 and ¢® = Az,
Start K nodes with their corresponding data and coordinates.
fort=0,1,2,3... do:

1. Reduce: p®, ¢(®).

2. Uniformly sample 7 blocks of coordinates S ,(f).

3. foralli € S®, compute:

a(|[Ai]l3 + Ayn)
2 n

LU, (_p(t+1)u5t) + vzgt) T h)

h") = argmin [R]1Z + (V) h)

heRNi

) _ L e a7 AT () Yt (6 (8)
Vit =m0 AT AT gT) (0T ).

4. Let w1 = ® o+ = 4®) and for all i € S®):

U§t+1) _ vgt) P hgt)

1- 2«
UEHI) _ u(t) _ 5 (t) 5

i 2ptt1 i
Update p, q as

I-%a o

1+ 2«
(t+1) _ (¢) r (®)
- =q¥- A;h
2ptt1 i

(t+1) _ (1) (
p p ihi”, q 5

Qutput: primal and dual solutions:

1
L) — pt+1u(t+1)+v(t+1)7 WD — %(pt+1p(t+1)+q(t+1))

datasets | dimension d | sample size n | sparsity
epsilon 2,000 100,000 100%
covtype 54 581,012 22%
RCV1 47,236 677,399 | 0.16%

Table 1: Information of three binary classification datasets.

an upper bound to the gap D* — D(x). An overall discussion
about the relation between these gaps can be found in [Dun-
ner et al., 2016]. Here we directly use the duality gap as the
statistical indicator.

We implement the algorithms by C++ and openMPI and
run them in clusters on Tianhe-II super computer, where in
each node we use a single cpu. Experiments are performed
on 3 datasets from [Fan and Lin, 2011] whose information is
summarized in Table 1.

Influence of mini-batch size 7 and number of nodes X

We first analyze the influence of the mini-batch size 7 and
the number of nodes K on the Epsilon dataset. We either
vary the mini-batch size 7 on each node with the number of
nodes K fixed, or vise versa. Intuitively, a larger mini-batch
size T means a larger descent in one iteration, however, it
needs more computation cost. Similarly, a larger number of
nodes K means a larger descent while more communication
cost. Therefore, on the one hand, we show the duality gap
w.r.t the number of iterations to verify the linear convergence
rate and the benefits by increasing computation resources. On
the other hand, we show the duality gap w.r.t running time to
make clear the trade-off between computation and communi-
cation.

The overall results are summarized in Fig.1. In terms of
duality gap w.r.t the number of iterations, our DisAPCG al-
gorithm actually achieves a linear convergence rate in all set-
tings, which is consistent with our theory. And the increase
of 7 and K does give a large descent in each iteration. Taking
a closer look we can see their is a v/ accelerating factor in
terms of the iteration number, again matching our theoretical
findings. For duality gap w.r.t running time, the result sug-
gests that a smaller mini-batch size (e.g., 10) has better per-
formance and more nodes means a faster convergence rate.

Comparison with other solvers

Now we compare our algorithm with other state-of-art dis-
tributed solvers for the primal and dual regularized ERM
problem, including the mini-batch version of SDCA in dis-
tributed settings [Yang, 2013] (denoted by DisDCA) and Co-
CoA+ [Ma et al., 2015]. The CoCoA+ solver is an inner-outer
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Figure 2: Duality gap vs. the number of iterations, as well as duality gap vs. elapsed time for the RCV1 datasets with number of nodes
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Figure 3: Duality gap vs. the number of iterations, as well as duality gap vs. elapsed time for the Covertype datasets with number of nodes

K =16, m = H = 10°. X varies from 107° to 107%.

loop scheme that involves a local solver, providing a local
approximation to the global problem, and the outer loop is
responsible for communication and global parameter updat-
ing. Here we follow the original paper [Ma et al., 2015] with
SDCA as the local solver. In terms of the number of iterations
H for the local SDCA solver, we found that using a relatively
small number of iterations (e.g., 10? or 10%) achieves the best
performance with running time being taken into considera-
tion. Hence we choose H = 102 for CoCoA+. For a fair
comparison, we set the mini-batch size to be 7 = 102 for our
DisAPCG method and DisDCA.

We vary A from 1076 to 1078, which is a relatively hard
setting since the strong convexity parameter is small. For
all settings, we use K = 16 nodes. The overall compar-
ison is summarized in Fig.2 and Fig.3. In all settings, the
CoCoA+ and our DisAPCG method outperform DisDCA a
lot. For the former two, as we can see, when A\ is relatively
large, i.e., A = 1076, the CoCoA+ solver reduces the dual-
ity gap quickly at the beginning, however, the speed slows
down rapidly at an relatively accuracy level, e.g., 10~ in the
RCV1 dataset. This phenomena happens, no matter with the
choice of the number of iterations for the local SDCA solver.
In contrast, the DisAPCG algorithm keeps the linear conver-
gence rate all the time and hence achieves better performance
in the case that high accuracy is needed. For the most ill
condition, i.e., A = 108, our DisAPCG algorithm achieve

the best performance, either in terms of iterations or running
time, on both datasets. It is worth mentaining that CoCoA+
is a framework that can use any local solver, not only limited
in SDCA. As mentioned in Section 2.2, our algorithm can
be regarded as a mini-batch version of the APCG algorithm
when K = 1, which supports share-memory level parallel
computing in multi-core nodes. A combination of CoCoA+
with our single-machine version of DisSAPCG seems to be a
good choice to further accelerate the algorithm in practice.

5 Conclusions

We have presented a distributed accelerated coordinate meth-
ods DisAPCG for the composite convex optimization prob-
lem. Our method combines the Nesterov’s method and par-
allel structures, enjoying an accelerated convergence rate for
both strongly and non-strongly convex cases. Experiments
for the ERM problem show better performance camparing
with several other state-of-art solvers, matching our theoreti-
cal findings as well.
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