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Abstract
How can a doctor diagnose new diseases with lit-
tle historical knowledge, which are emerging over
time? Active learning is a promising way to address
the problem by querying the most informative sam-
ples. Since the diagnosed cases for new disease are
very limited, gleaning knowledge from other do-
mains (classical prescriptions) to prevent the bias
of active leaning would be vital for accurate diag-
nosis.

In this paper, a framework that attempts to glean
knowledge from multiple domains for active learn-
ing by querying the most uncertain and represen-
tative samples from the target domain and calcu-
lating the important weights for re-weighting the
source data in a single unified formulation is pro-
posed. The weights are optimized by both a super-
vised classifier and distribution matching between
the source domain and target domain with maxi-
mum mean discrepancy. Besides, a multiple do-
mains active learning method is designed based
on the proposed framework as an example. The
proposed method is verified with newsgroups and
handwritten digits data recognition tasks, where it
outperforms the state-of-the-art methods.

1 Introduction
Given the symptoms of a patient, how can a doctor from his-
torical diagnoses determines whether he/she gets a new dis-
ease, which has never or hardly happened before? It is in-
deed the same challenge in machine learning field, named
the limited labeled samples problem. Actually, in many real-
world applications, it is usually very expensive to collect
training data and manually annotate them by experts, espe-
cially in text and visual data classification. [Tan et al., 2015;
Long et al., 2014]. Active learning is a promising approach-
es that can be used to address this challenge by querying the
most informative unlabeled samples iteratively for human ex-
perts’ labeling [Zhang et al., 2014].

Specifically, there are two main inspirations to design prac-
tical active learning algorithms [Huang et al., 2014]. The first
∗Corresponding author

one is to find the samples that can train a classifier with a
low generalization error. These samples can help the clas-
sifier find the optimal decision boundary with the uncertain-
ty information. In these methods, it is assumed that the la-
beled data and the test data are independent and identical-
ly distributed (i.i.d.) [Chaudhuri et al., 2015]. However, in
the era of big data, the available labeled data may not fit the
same underlying distribution with the test data, since there
are usually much more unlabeled samples than the labeled
samples, and the limited labeled samples cannot represent all
the unlabeled data. To overcome this disadvantage, the sec-
ond kind of active learning approaches which are based on
selecting the most representative samples is developed [Chat-
topadhyay et al., 2012]. Although the second type of active
learning methods has a strong generalization ability on un-
known data, the efficiency of active learning is decreased, as
the uncertainty of the labeled data is not fully used and the
representative samples are usually far away from the deci-
sion boundary. Since both kinds of active learning methods
have flaws, some works have been proposed to query both
the uncertain and representative samples [Huang et al., 2014;
Wang and Ye, 2015].
The need for domain adaptation: Since there are very
limited labeled samples at the beginning of active learning,
domain adaptation, which is a technique related to transfer
learning, can help compensate for the lack of labeled da-
ta in a target domain by exploring a related source domain
[Tianyi et al., 2016]. If many labeled samples are available
at the beginning of the active learning process, only a smal-
l quantity of samples will need to be queried in the whole
active learning process. However, if there are very limit-
ed labeled samples at the beginning of active learning, the
introduction of domain adaptation would be critical to en-
hance active learning performance. Indeed, many researchers
have proved that the use of additional labeled data from a re-
lated source domain can increase the reliability of the clas-
sifier used in active learning [Chattopadhyay et al., 2013;
Kale et al., 2015]. Meanwhile, the availability of the infor-
mative labeled data in the target domain can enable efficient
transfer of knowledge from the source domain to the target
domain [Chattopadhyay et al., 2013; Shi et al., 2008].
Motivating example: Both BBC1 and CNN2, two popular

1http://www.bbc.com/; 2http://edition.cnn.com/
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news websites in the world, are used to illustrate our motiva-
tion. A simple example is presented in Figure 1. In Figure
1, there are many items on BBC, such as sports, travel, earth,
and so on. However, movie is also a popular item for the y-
oung people in the world, evolving over time. If a new section
about movie news on BBC is required to satisfy young peo-
ple’s need, we can build a supervised model to recognize the
large amount of movie news to achieve this goal. However,
the labeled movie news on BBC is very limited, leading to
not enough prior knowledge to build a reliable movie classifi-
er. To overcome this problem, we can glean knowledge from
the screen items on CNN to movie news on BBC with domain
adaptation. With the knowledge from multiple domains, the
performance of active learning can be improved with cold s-
tart problem. Meanwhile, the labeled information in multiple
domains are also more and more suitable to the target tasks in
the active learning process.

Odd movie items

Labeled items

BBC 
(target domain)

CNN 
(source domain)

domain adaptation

Q

Active Query

Movie

Figure 1: Problem illustration

In this paper, we develop a novel active learning frame-
work by gleaning knowledge from multiple domains to ad-
dress the problem with the limited labeled samples. In the
proposed framework, we re-weight the data in the source do-
main as additional labeled data to measure the uncertain and
representative information in the target domain. Meanwhile,
maximum mean discrepancy (MMD) [Ren and Luo, 2016]
is adopted to measure the distribution difference between the
labeled data (including the labeled data in the target domain
and the labeled data in the source domain) and the unlabeled
data from the target domain. Moreover, the uncertainty mea-
surement is derived by minimizing the loss in the classifier
training procedure with the labeled data in both the target do-
main and the source domain. To the best of our knowledge,
this is the first work that unifies multiple domains for active
learning in a formulation by simultaneously considering the
uncertain and representative information.

Based on the proposed active learning framework, a prac-
tical algorithm is formulated as an example, where a batch
of samples which can efficiently improve the quality of the

knowledge from multiple domains for the recognition tasks
are selected with both high uncertainty and representative-
ness. Meanwhile, since MMD measures the representative
information without label information, the proposed method
can handle the cold start problem with no initial labeled tar-
get data. We tested the proposed method on 20 tasks in
newsgroup and handwritten digit recognition. Significant im-
provements in classification accuracy were achieved by the
proposed method with respect to state-of-the-art methods.

2 Related Works
Active learning and transfer learning are two promising ap-
proaches to reduce the labeling cost for classification tasks
in the computer vision and data mining fields, and many
efforts have been made to develop the two kinds of ap-
proaches [Zhang et al., 2014; Guo and Schuurmans, 2007;
Fang and Zhang, 2016].

Active learning is an approach querying the most informa-
tive samples iteratively and mainly focusing on representa-
tive and uncertain information in the unlabeled data [Huang et
al., 2014]. [Chakraborty et al., 2015] combined the uncertain
and representative into a convex framework to perform active
learning loops. [Huang et al., 2014] queried the informative
and representative samples based on a min-max framework.
[Wang and Ye, 2015] put the discriminativeness and repre-
sentativeness together via a trade-off parameter to query the
i.i.d samples. However, the labeled samples are limited, and
we have to query many samples to achieve satisfactory per-
formance for active learning. Transfer learning is another ap-
proaches to improve the quantity of labeled samples in target
domain by matching distribution between the target domain
and a related domain. [Long et al., 2014] aimed to extract
common latent factors for knowledge transfer by preserving
the statistical property across domains, and simultaneously,
refined the latent factors to alleviate negative transfer by pre-
serving the geometric structure in each domain. [Segev et al.,
2016] focused on the setting of model transfer whereby the
adaptation of a given source model to a target domain relies
on a relatively small training set from the target. Although
transfer learning improves the quantity of labeled samples,
the quality of domain adaptation usually depends on the la-
beled data in the target domain with supervised techniques
[Bruzzone and Marconcini, 2010].

Hence, to make full use of the available data, the combina-
tion of active learning and transfer learning has become a hot
topic. The method in [Shi et al., 2008] introduced a transfer
learning based active learning algorithm. In this method, two
classifiers are trained based on the source domain and the tar-
get domain, respectively. The confidence of the unlabeled da-
ta in the target domain are then predicted with the two classi-
fiers. The samples with the lowest confidence are then labeled
by human experts to enhance the classification performances.
Using a similar idea, [Li et al., 2013] proposed a new trans-
fer learning based active learning algorithm with a different
active learning strategy. [Rai et al., 2010] proposed another
method by harnessing the data in the source domain to learn
the most possible initializer hypothesis, and using the domain
divergence information to perform active learning in the tar-
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get domain. [Chattopadhyay et al., 2013] developed a new
approach by combining active learning and transfer learning
in a single unified formulation to measure the marginal proba-
bility distribution difference between the labeled data in both
the source domain and target domain, and that between the
unlabeled data in the target domain using MMD. [Kale et al.,
2015] proposed a hierarchical framework to exploit the clus-
ter structure shared across different domains, which is further
utilized for both imputing labels for the unlabeled data and s-
electing active queries in the target domain. To further reduce
the labeling cost, [Hunag and Chen, 2016] queried the sam-
ples from the source domain by distribution matching based
on MMD.

In the methods stated above, the knowledge of different
domains are usually not fully used, such as only with uncer-
tainty, only with representativeness or only with one domain,
leading to the use of different knowledge bias. In this pa-
per, to further improve the performance of active learning, an
active learning framework with multiple domains knowledge
is proposed. It gleans knowledge from multiple domains to
query the most uncertain and representative samples, which
can make the learner effectively utilize the knowledge of mul-
tiple domains, under a unified formulation.

3 Multiple Domains Active Learning
Suppose given a target data set T = {(x1, y1), ..., (xn, yn)}
and a source data set S = {(x1, y1), (x2, y2), ..., (xs, ys)},
initially, we label l samples from the target data set T as the
labeled data set L = {(x1, y1), (x2, y2), ..., (xl, yl)}, and the
remaining u = n− l samples in target data set T as the unla-
beled data U = {(xl+1, yl+1), (xl+2, yl+2), ..., (xn, yn)} in
active learning, with yi ∈ {1,−1}, as we only focus on bina-
ry problem. It is assumed that l ≤ u. Since active learning is
an iterative procedure to select a subset of b most informative
samples to label, we use Q to denote the query samples set.

3.1 The Framework of MDAL
In this paper, we glean the knowledge of the source data by
re-weighting each sample in the source domain to adapt the
distribution of the target data, with {(βi(xi)xi, yi), xi ∈ S},
where βi(xi) is the importance weight for xi in S. Mean-
while, we use both the labeled target data and the re-weighted
source data to lower the generalization error of the classifi-
er. In the methods proposed by [Chattopadhyay et al., 2013]
and [Hunag and Chen, 2016], the weights are directly opti-
mized by minimizing the difference between the distributions
of the target domain and the source domain. MMD is usu-
ally adopted as the criterion to estimate the difference of the
distributions. The empirical estimate of MMD between the
labeled data (including the labeled data in the target domain
and source domain) and the unlabeled data in the target do-
main can be written as:∥∥∥∥∥∥ 1

l + s

∑
xi∈L

φ (xi) +
∑
xi∈S

βiφ (xi)

− 1

u

∑
xj∈U

φ (xj)

∥∥∥∥∥∥
2

H

(1)

whereH is a Reproducing Kernel Hilbert Space (RKHS), and
φ(x) is a function that maps x to RKHS. However, the sam-

ples with a high uncertainty are also very important for a su-
pervised training model[Guo and Schuurmans, 2007]. These
samples are more efficient at boosting the learning accuracy
with certain labeled data. Hence, we use both the labeled tar-
get data and the re-weighted source data to build a supervised
model by minimizing the loss function as follows:

min
f

∑
xi∈L

` (yi, f (xi)) +
∑
xj∈S

` (yj , f (βjxj)) + λ ‖f‖2H (2)

where `(., .) is the loss function. Since the labeled data in
the target domain are limited, it is difficult to train a high-
confidence classifier. Active learning provides an effective
way to query a set of the most informative samples Q to im-
prove the confidence of the supervised model. With the infor-
mative samples in Q, the objective function to train a super-
vised model can be given by:

min
f

∑
xi∈L

` (yi, f (xi)) +
∑
xi∈Q

` (ŷi, f (xi))

+
∑
xj∈S

` (yj , f (βjxj)) + λ ‖f‖2H
(3)

Since the set of samples is unknown and we mainly focus on
the binary problem, ŷi is the pseudo-label of sample xi in Q,
and it belongs to 1 or -1. To make sure that the query sam-
ples in Q can improve the generalization ability of the super-
vised model, we integrate the representative information into
the supervised model with a tradeoff parameter λw, which is
used to balance the uncertainty and representativeness, and
the objective function can be given as follows:

min
f,ŷi∈{1−1}

∑
xi∈L

` (yi, f (xi)) +
∑
xi∈Q

` (ŷi, f (xi))

+
∑
xj∈S

` (yj , f (βjxj)) + λ ‖f‖2H + λw‖
1

l + b+ s

[
∑

xi∈L∪Q

φ (xi) +
∑
xi∈S

βiφ (xi)]−
1

u− b
∑

xj∈U/Q

φ (xj)‖2H

(4)

Q is a subset from a large amount of unlabeled data U , and
it is unknown in the objective function. Mathematically, we
search for it with an indicator vector. A binary indicator vec-
tor α is introduced with length u. If xi is a sample that should
belong to Q, αi is equal to 1; otherwise, αi is equal to 0. The
objective function can then be given by:

min
f,αT 1=b;

αi∈{0,1},β

∑
xi∈L

` (yi, f (xi)) +
∑
xi∈U

αi` (ŷi, f (xi))

+
∑
xj∈S

` (yj , f (βjxj)) + λ ‖f‖2H + λw‖
1

l + b+ s∑
xi∈L

φ (xi) +
∑
xi∈U

αiφ (xi) +
∑
xi∈S

βiφ (xi)


− 1

u− b
∑
xj∈U

(1− αj)φ (xj)‖2H

(5)

By solving the above objective function, we select the most
informative samples according to α, and utilize the source
data by domain adaptation with the weights β.
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3.2 A Practical Example
With the framework described in Section 3.1, a practical mul-
tiple domains active learning (MDAL) method is designed.
Defining f(xi) = ωTφ(xi) and using the least-squares error
as the loss function, we obtain the following formulation:

min
ω,αT 1=b;αi∈{0,1}

∑
xi∈L

(
yi − ωTφ (xi)

)2
+

∑
xi∈U

αi
(
ŷi − ωTφ (xi)

)2
+
∑
xj∈S

(
yj − ωTφ (βjxj)

)2
+ λ ‖ω‖2H + λw(α

TKu,uα+ βTKs,sβ + βTKs,uα

− kTu,uα− kTs,uβ + kTu,lα+ kTs,lβ)

(6)

To allow the above expression to be clearly understood, we
denote KUU as the kernel matrix of the unlabeled data U ,
KSS as the kernel matrix of the source data S, KUL as the
kernel matrix between the unlabeled data U and the labeled
data L in the target domain, and KSU and KSL as the kernel
matrices between the source data S and the unlabeled target
data U and the labeled target data L, respectively. Using p =
(l + s+ u)/(u − b), q = (l + s+ b)/(u − b), the terms can
then be represented as

Ks =
1

2p2KSS ;Ku = 1
2KUU ;Ks,u = 1

pKSU

Ku,u (i) =
2q
p2

∑
xj∈U

Ku (i, j),Ks,u (i) =
q
p2

∑
xj∈U

Ks,u (i, j)

Ks,l (i) =
1
p2

∑
xj∈L

KSL (i, j),Ku,l (i) =
1
p

∑
xj∈L

KUL (i, j)

In the above formulation, α, β, ŷi, and ω are the main pa-
rameters we want to obtain. To simplify the above formula-
tions, we minimize the worst-case scenario introduced by the
pseudo-labels of the b query samples in Q. In this case, the
loss between ŷi and f(xi) is given by (|ŷi|+ |f(xi)|)2. Since
ŷi is equal to 1 or -1, the worst-case loss can be represented
by (1 + |f(xi)|)2. Hence, the objective function becomes:

min
ω,αT 1=b;

αi∈{0,1}

∑
xi∈L

(
yi − ωTφ (xi)

)2
+
∑
xi∈U

αi[
(
ωTφ (xi)

)2
+2
∣∣∣ωTφ (xi)∣∣∣] + ∑

xj∈S

(
yj − ωTφ (βjxj)

)2
+ λ ‖ω‖2H

+ λw(α
TKu,uα+ βTKs,sβ + βTKs,uα

− kTu,uα− kTs,uβ + kTu,lα+ kTs,lβ)

(7)

Obviously, the objective function is not convex w.r.t α, β, and
ω, respectively. However, Eq.(7) can be solved by employ-
ing an alternating optimization strategy [Wang and Ye, 2015].
Thus, we iteratively optimize the above objective function by
the following two alternating steps:
• Keep α and β fixed, and update ω. The objective func-

tion becomes:

min
ω

∑
xi∈L

(
yi − ωTφ (xi)

)2
+
∑
xi∈Q

[
(
ωTφ (xi)

)2
+2

∣∣∣ωTφ (xi)∣∣∣] + ∑
xj∈S

(
yj − ωTφ (βjxj)

)2
+ λ ‖ω‖2H

(8)

(8) can be solved with augmented Lagrange method by
setting ω as a kernel form ω =

∑
xi∈L θiφ(xi).

• Keep ω fixed, and define P = [α;β]. The objective func-
tion becomes:

min
P :Pi∈[0,1],PT V=b

1

2
λwP

THP + hTP (9)

H =

(
Ku Ku,s

KT
u,s Ks+FS

)
,

FS ∈ Rs×sis a diagonal matrix with

FS (i, i) =
(
ωTφ (xi)

) (
ωTφ (xi)

)T
, xi ∈ S

h =

(
λw(Ku,l −Ku,u) + a
λw(Ks,l −Ks,u) + c

)
ai =

(
ωTφ (xi)

)2
+2
∣∣ωTφ (xi)

∣∣ , xi ∈ U
ci = yi

(
ωTφ (xi)

)
, xi ∈ S

V = [ I;O ] , I = 1u×1, O = 0s×1.

(9) can be solved as a quadratic program.

4 Experiments
To demonstrate the effectiveness of the proposed MDAL
method, we evaluated the proposed method on newsgroup-
s and handwritten digits recognition tasks based on the 20
Newsgroups data set and the USPS and MNIST handwritten
digit data sets [Long et al., 2014]. The 20 Newsgroups data
set consists of a collection of approximately 20,000 news-
group documents, partitioned into 20 different categories.

Table 1: The target domain and source domain combinations for the
20 Newsgroups data set

Target domain Source domain
comp.sys.ibm comp.sys.mac
comp.sys.mac comp.sys.ibm

comp.windows.x comp.os.ms-windows.misc
rec.autos rec.motorcycles

rec.motorcycles rec.autos
rec.sport.baseball rec.sport.hockey

sci.electronics sci.med
sci.med sci.electronics
sci.space sci.crypt

talk.politics.guns talk.politics.mideast
talk.politics.mideast talk.politics.guns

talk.religion.misc talk.politics.misc

Each document is represented by a 200-dimension feature
vector, as in [Chattopadhyay et al., 2013]. For the 20 News-
groups data set, we selected the top four categories-comp,
rec, sci, and talk-each containing four sub-categories. Hence,
16 classes were used in the experiments. Since the proposed
method is based on binary classes, we generated several bi-
nary tasks to distinguish each class from a set of negative
classes. We selected the two most similar sub-categories as
the target domain and source domain alternately. The target
domains and source domains of the 20 Newsgroups data set
are listed in Table 1. In each task, the positive class of the
source and target domain data consisted of 200 documents
randomly sampled from the corresponding categories, as in
[Chattopadhyay et al., 2013]. The negative classes consist-
ed of a random mixture of 400 samples from the other cat-
egories. The USPS and MNIST handwritten digit data sets
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Figure 2: Comparison between the different methods on the 20 Newsgroups data set with different target domains and source domains. The
curves show the average overall accuracy over the queries and standard deviation results. Each curve represents the average result of 10 runs.
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Figure 3: Comparison between the different methods with the USPS and MNIST handwritten digit data sets, with USPS as the source domain
and MNIST as the target domain. The curves show the average overall accuracy over the queries and standard deviation results. Each curve
represents the average result of 10 runs.
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[Long et al., 2014] represent the various fonts of each dig-
it from 1 to 10 using 256-dimension features normalized to
the range [0, 1]. In our experiments, we treated digits 1 to 8
in USPS as the source domain, and those in MNIST as the
target domain. For the task of digit recognition, we provide
an example for illustration. During the task of recognizing
digit 1, we treated digit 1 in USPS as the source domain and
digit 1 in MNIST as the target domain. The negative sam-
ples in this task were 400 samples randomly selected from
the other digits in MNIST. The tasks for other digits were
constructed in the same way as the digit 1 task. Meanwhile,
several state-of-the-art and baseline methods were compared
in the experiments: HATL [Kale et al., 2015]; JOTAL+Ent
[Chattopadhyay et al., 2013]; JOTAL [Chattopadhyay et al.,
2013]; BatchDR [Wang and Ye, 2015] MP [Chattopadhyay
et al., 2012]; UNC-CE [Sharma and Bilgic, 2017] based on
support vector machine.

In the experiments, we randomly divided each target do-
main as follows: For the positive samples in each task, 50%
for testing, one sample as the initial labeled data, and the oth-
er near 50% as the unlabeled data for the active learning. For
the negative samples in each task, we also randomly divided
them into three parts: 20% for testing, 60% as the initial la-
beled data, and the other 20% as the unlabeled data for the
active learning. For the classifier, without loss of generality,
support vector machine (SVM) with a Gaussian kernel was
adopted with the LibSVM tool [Chang and Lin, 2011]. There
are two important parameters in the SVM classifier: the ker-
nel width parameter g and the penalty parameter C. For con-
venience, we set the two parameters with empirical values of
C = 100 and g = 0.05. For a fair comparison, we adopted the
same kernel parameter in all the methods. For the methods
with a tradeoff parameter, we fixed it as 10, as in [Hunag and
Chen, 2016]. At each iteration, five samples were selected
for labeling, and we stopped the iteration loop when 20 itera-
tions were reached. The experiments were repeated 10 times
for each task with different sets of unlabeled data and test da-
ta. The average results and the standard deviation results are
reported. To make the results in figures are clear, we use a
large error bar scale from 0 to 200 with the right line in each
result to represent the standard deviation results.

4.1 Comparative Study: 20 Newsgroups Data Set
The performances of the proposed MDAL method and the
other methods on the 20 Newsgroups data set with differ-
ent sub-categories are shown in Figure 2. From these re-
sults, the proposed method outperforms the other methods in
the following aspects. Firstly, the proposed method achieves
the best performances at most cases. No compared method
performs better than all the other compared methods at all
the time. Secondly, the uncertainty and representativeness of
multiple domains in a unified formulation can boost the per-
formance of active learning. Among the compared methods,
JOTAL+Ent is an active transfer learning method that mea-
sures the uncertainty and representativeness with an ad hoc
design, while JOTAL is an active transfer learning method
that just measures the representativeness. However, JOTAL
+ Ent always performs worse than JOTAL. This may be be-
cause, with only a few labeled samples in the target domain,

the measurement of the uncertainty is biased, since the nega-
tive samples in the target domain are much more than the pos-
itive samples, leading to the distribution measurement bias.
Meanwhile, MDAL performs much better than BatchDR, M-
P, and UNC-CE, which are active learning methods. This
strongly demonstrates that gleaning knowledge from multi-
ple domains is greatly beneficial to active learning.

4.2 Comparative Study: Handwritten Digit Data
Figure 3 shows the results obtained with the handwritten digit
data sets. Nine tasks were constructed based on digits 1 to 8.
From all the results obtained with the handwritten digit data,
we can observe that, in most of the tasks, MDAL performs
better than the other compared methods. While UNC-CE al-
so performs well. The reason may be that the distributions of
different digits may be very different. Hence, the uncertain
information for each task are more important. It just need to
query the samples around their boundaries to build relative-
ly reliable boundaries. Meanwhile, BatchDR also perform-
s much better than the rest four compared methods. Since
the representative information may be not important on digits
data, UNC-CE performs better than BatchDR. This demon-
strates that the proposed method can keep the quality of the
labeled target data when the information from the domain is
of bad quality.

5 Conclusion
In this paper, a framework that integrates the uncertainty and
representativeness of multiple domains in a single unified for-
mulation for active learning has been proposed. With the
source domain, the proposed method is a superior framework
of active learning by gleaning multiple domains. Without the
source domain, it becomes a traditional active learning frame-
work. To the best of our knowledge, this is the first work to
integrate the uncertainty and representativeness of multiple
domains for active learning. Based on the proposed frame-
work, a practical MDAL algorithm is proposed, which can
query the most uncertain and representative samples from the
target domain to make the knowledge of multiple domains be
suitable for the recognition of the target data. The proposed
method was verified with the 20 Newsgroups data set and two
handwritten digit data sets. The results confirm the superior
performance of the proposed method, which is clear evidence
that the gleaning knowledge from multiple domains is very
promising for active learning.
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