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Abstract

Nowadays, as an intrinsic property of big data, data heterogeneity can be seen in a variety of real-world applications, ranging from security to manufacturing, from healthcare to crowdsourcing. It refers to any inhomogeneity in the data, and can be present in a variety of forms, corresponding to different types of data heterogeneity, such as task/view-instance/oracle heterogeneity. As shown in previous work as well as our own work, learning from data heterogeneity not only helps people gain a better understanding of the large volume of data, but also provides a means to leverage such data for effective predictive modeling. In this paper, along with multiple real applications, we will briefly review state-of-the-art techniques for learning from data heterogeneity, and demonstrate their performance at addressing these real-world problems.

1 Introduction

A common, fundamental property of many data mining applications is heterogeneity, which refers to any inhomogeneity in the data. For example, the target application may consist of multiple heterogeneous data sets with varying data distributions (task heterogeneity); each example may be characterized using features from heterogeneous sources (view heterogeneity); an example might be further decomposed into multiple components (instances) with heterogeneous labels (instance heterogeneity); the data labels may be provided by multiple heterogeneous oracles (oracle heterogeneity). To model data heterogeneity, various techniques have been proposed in the past decades, mainly focusing on a single type of heterogeneity. For example, multi-task learning [Caruana, 1997] and transfer learning [Pan and Yang, 2010] aims to model task heterogeneity; multi-view learning aims to model view heterogeneity [Xu et al., 2013]; multi-instance learning aims to model instance heterogeneity [Zhou, 2004]; and crowd sourcing aims to model oracle heterogeneity [Gao et al., 2016; Shah et al., 2015].

Furthermore, many emerging high impact applications bring a new challenge, i.e., different types of heterogeneity often co-exist in these applications. For example, for abnormal user detection in the financial world, each user is characterized by diverse types of information (view heterogeneity), such as the demographic and financial information; he or she might have a set of accounts across different platforms with varying levels of suspicion (instance heterogeneity); the patterns of different abnormal user groups (e.g., ID theft vs. synthetic ID) might be correlated with each other (task heterogeneity). Another example is quality control in manufacturing processes, where data heterogeneity is reflected in the hierarchical structure made up by multiple tools and chambers bearing similar configurations (task heterogeneity), the multi-step nature of the manufacturing process with diverse impact on the quality (instance heterogeneity), the different kinds of process variables recorded in each step (view heterogeneity), etc. For such applications, we aim to explore the interplay among multiple types of data heterogeneity in such a way that outperforms modeling each type of heterogeneity separately.

For the rest of this paper, we will demonstrate the different types of data heterogeneity in multiple application domains, and introduce state-of-the-art techniques for modeling data heterogeneity that have been successfully applied in these domains.

2 Applications and Algorithms

In this section, I will instantiate various types of data heterogeneity associated with different real applications, including abnormal user detection, manufacturing, and healthcare, briefly review state-of-the-art techniques for learning from such heterogeneity or combination of multiple types of heterogeneity, and provide empirical evidence showing the effectiveness of these techniques.

2.1 Abnormal User Detection

View Heterogeneity

In abnormal user detection, it is often the case that each user is associated with multiple types of information, corresponding to multiple views. For example, in the financial world, each user would have information from numerous financial transactions, customer profiles, social media, etc.

To model the view heterogeneity in abnormal user detection, in [Zhou et al., 2015], we proposed a novel framework named MUVIR for detecting the initial examples from
the rare classes (corresponding to abnormal users) in the presence of multi-view data. The key idea is to integrate view-specific posterior probabilities of the example coming from the rare class given features from each view, in order to obtain the estimate of the overall posterior probability given features from all the views. MUVIR is essentially a wrapper in the sense that the view-specific posterior probabilities can be inferred from the scores computed using a variety of existing techniques, such as [He, 2012]. Furthermore, it can be generalized to handle problems where the exact priors of the rare classes (as required by existing techniques for computing the score from each individual view), or the proportions of abnormal users, are unknown.

In Figure 1, we compared MUVIR and its variant MUVIR-LI that does require the exact priors of the rare classes with two existing rare category detection methods [He et al., 2008] designed for a single view on the Statlog data set. As we can see, MUVIR is able to identify the initial examples from all the classes (especially the rare ones) with less label requests as compared with GRADE [He et al., 2008], although the information provided to both algorithms is exactly the same. Similarly, MUVIR-LI also outperforms GRADE-LI [He et al., 2008], both requiring inexact priors of the rare classes. These results show that leveraging the view heterogeneity can improve the performance of abnormal user detection, especially the detection of the initial examples of a new abnormal class.

Label Heterogeneity

For detecting abnormal patterns in temporal data, we can often observe a bi-level structure as shown in Figure 2: of the large number of temporal sequences, only a few of them are abnormal; within the abnormal temporal sequences, the abnormal patterns may only be present in a few time segments and are similar among themselves, forming a rare category of temporal patterns. Tailored for such bi-level structures, we proposed the BIRAD algorithm for detecting the abnormal temporal patterns [Zhou et al., 2016].

The key idea of BIRAD [Zhou et al., 2016] is to maximize the likelihood of observing the data on both the sequence-level and the segment-level. Furthermore, it uses sequence-specific hidden Markov models to generate segment-level labels, and leverages the similarity among the abnormal time segments to estimate the model parameters. To solve the optimization problem, BIRAD repeatedly updates the sequence-level labels, segment-level labels, and the model parameters via Block Coordinate Descent until convergence.

View and Label Dual Heterogeneity

To jointly model the view and label dual heterogeneity in abnormal user detection, in [Zhang et al., 2013], we proposed Multi-Instance Learning from Multiple Information Sources, or $M^2$LS, as well as its speed-up version $FM^2$LS. It combines Constraint Concave-Convex Programming (CCCP) method and an adapted Stochastic Gradient Descent (SGD) method, which demonstrated promising results in insider threat detection, as shown in Figure 3.

2.2 Manufacturing

Task (Structure) Heterogeneity

In semiconductor manufacturing, to produce a certain IC (Integrated Circuit) device, multiple tools will be deployed following the same recipe process, and each tool has multiple chambers to carry out the task. During the process, various process variables with be monitored and recorded over time, producing huge amount of time series data. The time series data naturally fit into a two-dimensional array, or data matrix, where each row of the array corresponds to one chamber, each column corresponds to one process variable, and each element in this array corresponds to the measurements of the process variable over time. Such structural temporal data contain rich information about the manufacturing process, and thus can be exploited to help domain experts gain more insights into the recipe of the IC device.

In particular, if we simultaneously cluster the rows and columns of the data matrix in such a way that groups similar chambers and process vaaraibes together, we would be able to uncover the heterogeneous structure of the data matrix. In other words, we would be able to identify chambers with similar behaviors and process variables with similar patterns over time; we would also be able to identify the problematic chambers and process variables for the sake of fault detection.

To this end, we proposed the C-Struts Framework [Zhu and He, 2016] to model the structure heterogeneity. In this framework, we first interpreted the structural information associated with the two-dimensional array as a set of constraints on the cluster membership. Then we introduced an auxiliary probability distribution taking these constraints into consideration, analyzed its properties, and built a prototype for each row/column accordingly. Finally, we used an iterative procedure to repeatedly assign each row/column to the closest prototype. C-Struts has been extensively tested on benchmark data sets. In particular, Figure 4 shows the comparison results on a semiconductor data set.

Label (Output) Heterogeneity

Another important application of co-clustering is to model the label (output) heterogeneity in cargo pricing optimization [Zhu et al., 2015], where the goal is to predict both the optimal price for the bid stage and the outcome of the transaction (win rate) in the decision stage with respect to each origination/destination pair. To this end, we proposed a probabilistic framework to simultaneously construct dual predictive models and uncover the co-clusters of originations and destinations. It maximizes the conditional probability of observing the responses from both the quotation stage and the decision stage, taking into consideration both the features and
the co-clusters of the origination/destination pair. To minimize the objective function, we proposed the COCOA algorithm, which generates both the suite of predictive models for all the pairs of origins and destinations, as well as the co-clusters consisting of similar pairs. Figure 5 shows that the proposed COCOA algorithm outperforms HGLM [Albert, 1988] in terms of the revenue.

Figure 2: Illustration of the Bi-Level Structure.

Figure 3: Comparison results on insider threat detection data.

Figure 4: Comparison results on semiconductor data set.

Figure 5: Comparison of revenue for action prediction in computational advertisement.

2.3 Healthcare

Task Heterogeneity

Nowadays, for many chronic diseases such as diabetes mellitus, numerous disease-specific social networks have been created to facilitate information and resource sharing among the patients. In many cases, finding other patients with similar conditions, symptoms, questions and concerns can enable the formation of patient support groups, which in turn helps the patients manage their conditions over time. On the other hand, such disease-specific social networks are often isolated from one another, which creates a virtual barrier for patient communication across multiple social networks.

To address this problem, in [Nelakurthi and He, 2017], motivated by the fact that social networks dedicated to the same disease tend to share the same topics as well as the interests of users groups in certain topics, we proposed to jointly decompose the user-keyword matrices from multiple social networks in such a way that the topics and user group-topic association matrices are shared. Finally, based on the learned user representation in the latent feature space, we make use of random walk with restart to estimate the similarity among users across different social networks, and make recommendations accordingly. Figure 6 illustrates the key idea of the proposed...
technique.

View and Label Dual Heterogeneity
For diabetes patients with multiple biomarkers measured over time, an important question is how to determine combination of treatments based on these biomarker measurements. In particular, this problem exhibits both view and label dual heterogeneity: the various types of biomarker measurements correspond to multiple views, and each type of treatment correspond to one label. Therefore, our goal here is to effectively leverage both types of heterogeneity to build reliable models.

To address this problem, in [Yang et al., 2016; Yang and He, 2015; Yang et al., 2014], we proposed a hypergraph-based framework to model 3 types of correlations, namely example-to-example, label-to-label, and view-to-view correlations. Then we formulated an optimization problem based on this hypergraph, where the objective function consists of 4 terms: example consistency on the graph, label correlation, view consistency, as well as the empirical loss. In particular, the label correlation term measures the similarity of the label-specific classifiers per view, whereas the view consistency term compares the output from each view with respect to all the labels. Figure 7 shows the comparison results between the proposed framework named $L^2F$ and existing work on a diabetes data set, where $L^2F$ outperforms the other methods in terms of the F-score.

3 Conclusion
In this paper, we focused on one important aspect of big data, i.e., data heterogeneity. It is present in many high impact applications in a variety of forms, corresponding to different types of heterogeneity. Although data heterogeneity has been studied in the past decades, new challenges arising from these applications call for new algorithms and theories, such as the effective joint modeling of multiple types of heterogeneity, the relationship between model complexity and model performance, etc. We believe that advances in these aspects will not only benefit artificial intelligence in general, but also provide more powerful tools for a variety of application domains such as security, manufacturing, healthcare, etc.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure6.png}
\caption{Cross network link recommendation.}
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\caption{Comparison of the F-score on diabetes data.}
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