Integrative Network Embedding via Deep Joint Reconstruction
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Abstract

Network embedding is to learn a low-dimensional representation for a network in order to capture intrinsic features of the network. It has been applied to many applications, e.g., network community detection and user recommendation. One of the recent research topics for network embedding has been focusing on exploitation of diverse information, including network topology and semantic information on nodes of networks. However, such diverse information has not been fully utilized nor adequately integrated in the existing methods, so that the resulting network embedding is far from satisfactory. In this paper, we develop a weight-free multi-component network embedding approach by network reconstruction via a deep Autoencoder. Three key components make our new approach effective, i.e., a uniformed graph representation of network topology and semantic information, enhancement to the graph representation using local network structure (i.e., pairwise relationship on nodes) by sampling with latent space regularization, and integration of the diverse information in graph forms in a deep Autoencoder. Extensive experimental results on seven real-world networks demonstrate a superior performance of our method over nine state-of-the-art methods for embedding.

1 Introduction

Network embedding (NE) aims to encode a network in a low dimensional vector representation for each node in the network so as to extract intrinsic features of the network. NE has been adopted to solve many real-world problems, such as link prediction, user recommendation and community detection [Wang et al., 2016; Tu et al., 2018]. Network topology is the most common representation of a network. Recently, many NE methods using network topology alone have been proposed, as reviewed in [Cui et al., 2017].
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However, in many networks in the real life, there are often two types of information which can be exploited in NE, i.e., network topologies and semantic or content information on nodes of a network. While network topology, typically in the form of node adjacency matrix, is the most common form of network representation, semantic information has also gained popularity in various application domains [He et al., 2017]. For example, text messages and multimedia information, including images and sound bites, are ubiquitous in social networks, e.g., Facebook and Twitter, describing the contents of nodes. Semantic information often carries orthogonal and complementary knowledge beyond node connectivity and topology of a network. Incorporating semantic information is expected to significantly enhance NE based on network topology alone.

The existing methods for NE follow a common approach when using both topological and semantic information (Fig. 1(a)). In this approach, network topology is first converted into a feature representation, which is then used to embed the network topological structures into a low dimensional space.
Semantic information on nodes, in a feature representation, is also used to derive low-dimensional embedding on node semantics. All these NEs are then concatenated to jointly learn the final embedding (Fig. 1(a)). For example, the TADW method [Yang et al., 2015] employs a matrix factorization based DeepWalk [Perozzi et al., 2014] with text information to generate individual embedding of topology and semantic content, and concatenate them to form the final embedding. The SNE method [Liao et al., 2017] projects the one-hot topological representation to a dense vector representation, encodes the semantic features to generate a compact vector, and then concatenates them to jointly learn a node embedding. The CANE method [Tu et al., 2017] captures the structure-based embedding from topology and obtains text-based embedding via convolutional neural networks [Kim, 2014], and concatenates these two to form a final embedding.

Although they have achieved reasonable results, the existing methods have three drawbacks, in which the first two refer to representation of different types of components and third refers to integration. First, a key step of these NE methods is to represent network topological information using a feature vector representation. Different from semantic information on nodes, network topology information explicitly specifies relational structures among the nodes in a network. When converted into a feature vector representation, such relational information may be lost or may not be faithfully represented, resulting in poor NE. The second drawback of the existing methods is in the way that they treat the semantic information. Specifically, content information is typically better to be considered to lie in some kind of non-linear manifolds [Liu et al., 2017]. However, the existing methods only focus on the global linear relations among data points in the input space and fail to honor the non-linear relationship among network data points. The third drawback of the existing methods is that they do not truly integrate the two different types of information (i.e., the information of network topology and semantic information on nodes) that should be fully utilized for NE. They combine each individual topological feature vector and semantic feature vector together to learn the corresponding embedding. In essence, the individual feature vector only contains individual information without inter-individual association relationships, so that the integration is unsatisfactory to explore and exploit the complementary relationship between these two types of information, making their results inaccurate on many real applications.

To overcome the problems of the existing methods, we propose a novel Unified Weight-free Multi-component Network Embedding (UWMNE) approach via a joint network reconstruction using deep Autoencoder (Fig. 1(b)). In our approach, we first use graphs as a uniform representation scheme to represent both network topologies and semantics. This was inspired by the intuition that graph is a more potent representation vehicle than vector representation in preserving structural and relational features of a network. Graph is also able to better describe the geometry of the latent local manifolds underlying semantic information. This is analogous to the ideas of spectral methods (e.g., normalized-cut [Shi and Malik, 2000] and modularity spectra [Newman, 2006]), which also use a graph representation before learning features. Similarly, in the representation part we maintain network topologies in the graph form and build neighborhood graphs to represent semantics. Benefited from the uniform graph representation for the multiple types of network topological and semantic information, we then in the integration part use deep neural networks to integrate the topological and semantic information in these graphs to learn a unified network embedding. Our method is thus able to accommodate non-linear manifolds of semantic information, support cross-learning by integrating both topological and semantic information in one platform of neural networks, and maintain a balance between different components of the network representation. To further improve the performance of embedding, we extend the basic UWMNE method to include a local enhancement (UWMNE-LE), which combines link strength and semantic similarity between nodes to build pairwise constraints and introduce a graph regularization based on pairwise constraints to reinforce the local structure consistency.

2 The Approach

2.1 Overview

The overall structure and three major modules of our new NE learning method is illustrated in Fig. 2. The three modules, from left to right of the figure, are introduced to extract network features from topology and semantic information, to combine topology and semantics using a deep Autoencoder, and to enhance the learning by exploiting local network structures (i.e., pairwise relationship on nodes).

In the representation module, we maintain the network topology in the graph form and represent semantic content by rank-based similarity graphs. In building a similarity graph, cosine similarity and the k-nearest neighbor method [Ruan et al., 2010] are applied to accommodate some latent non-linear manifold structures underlying the semantic content. Since we expect each data point and its neighbours to lie on a locally smooth manifold, it is convenient to jointly embed all nodes, along with their topologies and semantic information, into a lower dimensional space to unfold the hidden manifold.

In the integration module, an Autoencoder is employed as a compact yet powerful vehicle to integrate information of network topology and semantics. The graphs for network topology and semantic similarity graphs are concatenated into mini-batches and fed into the Autoencoder, which attempts to reconstruct the original graphs of network topology and semantics. The value of the loss function or the overall reconstruction error is then propagated back from the output layer to the input layer to compute the gradients to adjust the parameters of the Autoencoder. When the deep Autoencoder converges, its most inner hidden layer is expected to hold the final joint network embedding.

In addition, to make the network embedding more effective, we further add an enhancement module to reinforce the local structure consistency by incorporating pairwise constraints between nodes. These constraints are constructed by
a measure of similarity between two nodes in the network by combining their link strength and semantic similarity. Specifically, link strength is estimated based on whether the link is likely to reside within a group. Semantic similarity is estimated through the cosine similarity. Finally, the pairwise constraints are used to design a graph regularization term, which are then integrated with the loss function to encode the final locally enhanced embedding.

### 2.2 The WMCNE Model

Given an undirected and attributed network $G = (V, E, T)$ with $n$ nodes $V = \{v_1, v_2, \ldots, v_n\}$, $m$ edges $E$, and $T$ types of attributes $t$ (i.e., semantic data) on nodes, the objective of network embedding is to represent each node $v_i$ as a vector $h_i \in \mathbb{R}^k$ of $k$ ($k \ll n$) dimension. In the following, we first consider the graph representation of network topology ($X_0$) and the graph representation of each type of node attributes (semantics) ($X_t, t = 1, 2, \ldots, T$).

Network topology $G_0 = (V, E)$ can be represented as an $n \times n$ matrix $X_0$, including information in the adjacency matrix $A = [a_{ij}] \in \mathbb{R}^{n \times n}$ where $a_{ij} = 1$ if there is an edge between nodes $v_i$ and $v_j$. Furthermore, in comparison with the adjacency matrix $A$, the modularity matrix $B$ [Newman, 2006] includes not only microscopic structural properties on nodes and links in $A$, but also a higher-order structural property of community structures what are not directly in $A$. It has been proven that preserving community properties is crucial in network embedding [Wang et al., 2017]. Therefore, we use the modularity matrix $B$ instead of adjacency matrix $A$ as the final representation of network topology, defined as:

$$X_0 = B = [b_{ij}] = [a_{ij} - \langle \xi_i, \xi_j \rangle/(2m)],$$

where $\xi_i = \sum_j a_{ij}$ is the degree of node $v_i$.

For each type of attributes (i.e., semantics) on nodes, we construct a rank-based similarity graph that can be also represented by an $n \times n$ matrix $X_t \in \mathbb{R}^{n \times n}$, for $t = 1, 2, \ldots, T$. Take a piece of text as an example. Text content on each node (e.g., node $v_i$) can be represented as a vector of bag-of-words (e.g., $\omega_i$). We calculate the similarity between two nodes in the network to form the similarity graph $S = [s_{ij}] = |\langle \omega_i, \omega_j \rangle|/(||\omega_i|| \cdot ||\omega_j||)$. We further utilize a $k$-nearest neighbor method on this similarity graph to select the top-$k$ most similar nodes for each node to form a new sparse graph $S$ as the graph representation for text contents. Moreover, similar to the adjacency matrix $A$, $S$ does not capture any mesoscopic cluster-structure property. But luckily, the Markov matrix $M$ which is often used in spectral graph theory [Shi and Malik, 2000] contains the cluster-structure property directly. So we use $M$ instead of $S$ as the final graph representation. Specifically we define

$$X_t = M = D^{-1}S, \quad t = 1, 2, \ldots, T$$

where $D = \text{diag}(d_1, d_2, \ldots, d_n)$ and $d_i = \sum_j s_{ij}$. Also of note, we can use similar ways to define graph representation for other types of semantic attributes though here we only give text content as an example.

By horizontally concatenating all of the matrices of the topology graph and semantic rank-based similarity graphs into a uniformed representation $X = [X_0, X_1, \ldots, X_T]$, we form the input data to an Autoencoder. Each row of the matrix $X$ (i.e., $x_t$) corresponds to all of the input representations for each node (i.e., $v_i$) in the network. The Autoencoder consists of two structurally symmetric components, the encoder and the decoder. The encoder maps data in the input space to a latent space, and the decoder maps the objects in the latent space to the reconstruction space. Formally, the encoder maps the input data $x_t$ into $h_t$ in the latent space as:

$$h_t = f(W^{(H)}x_t + b^{(H)}),$$

where $W^{(H)}$ and $b^{(H)}$ are the parameters of the encoder, and $f(\cdot)$ is an encoder activation function, such as $\text{sigmoid}(x) = 1/(1+\exp(-x))$. Likewise, the decoder maps an object $h_t$ in the representation space into $y_t$ in the reconstruction space as $y_t = f(W^{(Y)}h_t + b^{(Y)})$, where $W^{(Y)}$ and $b^{(Y)}$ are the parameters of the decoder to be learned, and $f(\cdot)$ is a decoder mapping function, which can be the same as the encoder function. The Autoencoder is then trained by minimizing the reconstruction error between the input objects and the reconstructed objects under parameters $\theta = \{W^{(H)}, b^{(H)}, W^{(Y)}, b^{(Y)}\}$:

$$\hat{\theta} = \arg \min_{\theta} L(X, Y) = \arg \min_{\theta} \sum_{i=1}^n ||x_i - y_i||^2.$$  

(4)

The goal of our WMCNE method is then minimize $L(X, Y)$ in Eq. (4), which is achieved by using back propagation algorithm (BP) with stochastic gradient descent, i.e.,...
\[ W_{ji}^* = W_{ji} - \alpha \frac{\partial}{\partial W_{ji}} L(X, Y), \] in which \( \mathbf{z} = \{ (H)_i, (Y)_j \} \) is a wildcard. By defining \( z^* = W^*x + b^* \), we get the gradient of the parameters \( \theta \):

\[
\frac{\partial}{\partial W_{ji}} L(X, Y) = \sum_{i=1}^{n} \frac{\partial L(X, Y)}{\partial z^*_{ji}} \cdot \frac{\partial z^*_{ji}}{\partial W_{ji}} = \sum_{i=1}^{n} \delta^*_j x^*_i, 
\]

\[
\frac{\partial}{\partial z^*_{ji}} L(X, Y) = \sum_{i=1}^{n} \frac{\partial L(X, Y)}{\partial z^*_{ji}} \cdot \frac{\partial z^*_{ji}}{\partial z^*_{ji}} = \sum_{i=1}^{n} \delta^*_j, 
\]

where \( \delta^*_j = \partial L(X, Y) / \partial z^*_{ji} \) is an error term that measures the reconstruction error between the activation and the true target value. The update to the error terms are defined as:

\[
\delta^{(Y)}_j = - \sum_{i=1}^{n} (y_{ij} - h_{ij}) \cdot f'(z^{(Y)}_j), 
\]

\[
\delta^{(H)}_j = \left( \sum_{i=1}^{n} W^{(H)}_{ji} \delta^{(Y)}_i \right) \cdot f'(z^{(H)}_j), 
\]

where \( f'(\cdot) \) is the partial derivative of \( f(\cdot) \). Once the Autoencoder converges, the representation in the hidden layer is taken as the final embedding of the network.

To better represent these real networks, we stack a series of Autoencoders to construct an overall deep Autoencoder to learn network embedding. Specifically, we train the first Autoencoder to reconstruct input matrix \( X \), and obtain the first latent representation \( H^{(0)} \) along with the first reconstructed data \( Y^{(0)} \). We then construct the model layer by layer by training the \( i^{th} \) Autoencoder to reconstruct the hidden layer representation of the \((i-1)^{th}\) Autoencoder, and then obtain a new latent representation \( H^{(i)} \). The objective function of the \( i^{th} \) layer is finally \( \theta^{(i)} = \arg \min \theta^{(i)} L(H^{(i-1)}, Y^{(i)}) \).

### 2.3 Local Enhancement - The WMCNE-LE Model

To enhance local network structures, we first introduce a similarity measure between two nodes to measure the node closeness in the given network. We then incorporate a soft pairwise constraint on nodes and introduce a graph regularization to a local enhancement (WMCNE-LE). The rationale of this enhancement follows the intuition that two nodes should be similar in their low-dimensional embedding space if they are close to each other in the original attributed network.

To measure the node closeness in a network, we introduce a similarity between two nodes by combining their link strength and semantic similarity. Specifically, we adopt the cosine similarity on content to compute the similarity matrix \( S = [s_{ij}] = \cos(\omega_i, \omega_j) \) where \( \omega_i \) is the content vector for node \( v_i \) and \( \cos(\omega_i, \omega_j) = (\omega_i \cdot \omega_j) / (||\omega_i|| ||\omega_j||) \). We then select the top-\( k \) similar neighbors for each node to form the set of content edges \( E^c \). These content edges \( E^c \) and the original topological edges \( E^t \) are combined as a unified set \( E^u \). For each node \( v_i \) and its neighbor \( v_j \) in \( E^u \), we compute their link strength \( \text{Sim}_m = [\text{Sim}_m^u] = \cos(\omega_{ai}, \omega_{aj}) \) and the semantic similarity \( \text{Sim}_s = [\text{Sim}_s^u] = [s_{ij}] \), where \( a_i \) is the \( i^{th} \) row vector of the adjacency matrix \( A \) of the given network.

In order to ensure that the network topology and semantic content are equally important, we combine them into

\[
\text{Sim} = z\text{-norm}(\text{Sim}_m) + z\text{-norm}(\text{Sim}_s), 
\]

where \( z\text{-norm}() \) [Ruan et al., 2013] is defined as:

\[
\text{z-norm}(x) = \frac{x - \mu}{\sigma}, \mu = \frac{\sum_{i=1}^{n} x_i}{n}, \sigma^2 = \frac{\sum_{i=1}^{n} (x_i - \mu)^2}{n}. 
\]

Here we utilize \( z\text{-norm}() \) rather than other normalization, because it has the advantage of being both shift and scale invariant.

Finally, we choose the top-\( \sqrt{\text{count}(E^u)} \) neighbors with the highest similarities of each node \( v_i \) to form a local sampling graph \( G_{sample} \), where \( \text{count}(E^u) \) denotes the number of neighbors of \( v_i \) in \( E^u \). Graph \( G_{sample} \) can be used to describe whether nodes are close or not in the given network.

Given the local sampling graph \( G_{sample} \), we define a soft pairwise constraint matrix \( P = [p_{ij}] \in \mathbb{R}^{n \times n} \), where \( p_{ij} = 1 \) if nodes \( v_i \) and \( v_j \) have an edge in \( G_{sample} \), or \( p_{ij} = 0 \) otherwise. Therefore, given the pairwise constraint matrix and similarity measurement (i.e., Euclidean distance), we can define the pairwise constraint as:

\[
\Omega(P,H) = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} p_{ij} h_i - h_j \|^2 = \text{Tr}(H^T L_{reg} H). 
\]

where \( L_{reg} = D_{reg} - P \), where \( D_{reg} = [(d_{reg})_{ij}] \in \mathbb{R}^{n \times n} \) is a diagonal matrix with elements \( (d_{reg})_{ii} = \sum_{j=1}^{n} p_{ij} \) and \( (d_{reg})_{ij} = 0 \) for \( i \neq j \). We can then incorporate the pairwise constraints as a graph regularization term into the loss function in Eq. (4) to enhance the local network structure of the model, and obtain the overall loss function as:

\[
J(\theta) = L(X, Y) + \beta \text{Tr}(H^T L_{reg} H) 
\]

where \( \beta \) is a trade-off parameter. After training the Autoencoder, \( W^{(H)} \) and \( b^{(H)} \) are obtained, and then Eq. (3) can be used to generate the new representations for all nodes.

The objective of WMCNE-LE in Eq. (9) can also be optimized by the BP algorithm as before. Since the graph regularization term is independent of the reconstruction matrix, the updating of \( \delta^{(Y)}_{\text{join}} \) will remain the same as updating of \( \delta^{(Y)} \) in Eq. (6). But the updating of \( \delta^{(H)}_{\text{join}} \) needs to be modified as:

\[
\delta^{(H)}_{\text{join}} = \delta^{(H)} + \beta H(L^T_{reg} + L_{reg}) \odot f'(H) 
\]

where \( \odot \) is the element-wise multiplication.

### 3 Experimental Validation

To evaluate the effectiveness of our approach WMCNE-LE, we tested it experimentally on three network applications, i.e., classification, clustering and user recommendation. Seven publicly available datasets with varying sizes and characteristics are used. WebKB, containing 4 sub-datasets, is a web page dataset gathered in four different universities, i.e., Cornell, Texas, Washington and Wisconsin. Citeseer is a citation network, which consists of 3,312 scientific publications from 6 sub-fields with 4,732 citation relationships. UAI2010 contains article information from English Wikipedia pages. It contains 3,067 articles and 45,006 links between documents. Pubmed consists of 19,717 publications in 3 classes.
We compared WMCNE-LE with nine state-of-the-art methods: 1) Topology-based embedding methods: DeepWalk [Perozzi et al., 2014], Node2Vec [Grover and Leskovec, 2016], MNMF [Wang et al., 2017], LINE [Tang et al., 2015] and GraRep [Cao et al., 2015], and 2) embedding methods using both topological and semantic information: TADW [Yang et al., 2015], SNE [Liao et al., 2017], TriDNR [Pan et al., 2016] and AANE [Huang et al., 2017].

The final embedding dimension are often set to power of 2, while any dimension can be set up in essence. To ensure fair, here we uniformly set it to 64 for all of the methods. The parameters of the methods compared were set to their default values. For our method, we set \( k = 9 \) to construct \( k \)-nearest neighbor graphs since we often reached stable results when \( k \) is from 6 to 9. We also used the Theano deep learning tools to construct stacked Autoencoders with a learning rate of 0.1, and our activation function is \( \text{sigmoid}(\cdot) \) in the experiment.

### 3.1 Node Classification

After getting the network embedding, we adopt the LibSVM and LibLINEAR software packages in Weka to classify these nodes with ground-truth. For each network, we used 10-fold cross-validation, and accuracy (AC) [Liu et al., 2012] as the gold metric to evaluate the performance of all methods. The results are shown in Table 3. As shown, our WMCNE-LE method outperformed the methods compared on most networks, except on Citeseer and Pubmed on which WMCNE-LE ranked the second. In particular, WMCNE-LE outperformed the best baseline method (i.e., GraRep) by 11.5% using LibSVM and 12.5% using LibLINEAR on average.

### 3.2 Node Clustering

After having the embedding, we applied \( k \)-means to the resulting embedding of nodes to cluster them into classes. Here, besides AC we also used NMI (normalized mutual information) [Liu et al., 2012] as an additional accuracy metric since NMI has been used more often in node clustering. Here, our activation function is \( \text{sigmoid}(\cdot) \) and our learning rate is from 6 to 9. We also used the Theano deep learning tools to construct stacked Autoencoders since we often reached stable results when \( k \) is from 6 to 9. We also used the Theano deep learning tools to construct stacked Autoencoders with a learning rate of 0.1, and our activation function is \( \text{sigmoid}(\cdot) \) in the experiment.

### 3.3 User Recommendation

We considered on the shared LASTFM data in HetRec 2011, which consists of 1,892 users and 17,632 artists from an online music system Last.fm. The user-artist relations, represented by the listening counts of a user on all artists. The training data had \( \sim 90\% \) of the user-artist relations after December 2010, and the rest \( \sim 10\% \) were used as the test data.

To evaluate the methods on recommendation, the recommended artist list \( R_u \) was derived by a basic collaborative filtering algorithm [Bernardes et al., 2015] as

\[
\text{score}(u, a) = \sum_{v \in N(u)} w(u, v) r_{v,a}, \quad \text{where } w(u, v) = \text{the similarity between users } u \text{ and } v, \text{ and } r_{v,a} = 1 \text{ if user } v \text{ has listened to artist } a \text{ or } 0 \text{ otherwise.}
\]

We used precision and recall [Yin et al., 2012] to evaluate the performance of the recommendations. The precision and recall of a method compared was averaged over all of the test cases. We varied the number of recommendations from 5 to 50. The results are shown in Fig. 3. As shown, our WMCNE-LE prevailed over all baseline methods in both precision and recall. This further demonstrated that WMCNE-LE is also effective in integrating multiple component embeddings to obtain high-quality representations using attributed networks for the prediction task.

### 4 Why Our Approach Works

Our new approach WMCNE-LE has four eminent features, a uniform graph representation for topological and semantic information, a parameter-free data integration via Autoencoder, a deep Autoencoder structure, and preservation of network local structures. Here we analyze the effects of these features.


### 4.1 Graph Representations

Recall our main idea illustrated in Fig. 1(b). To evaluate the effectiveness of using graphs rather than feature vectors for data representation, we modeled and compared the combination of network topology and semantic information (e.g., text content) in four ways. 1) A + C: The adjacency matrix A and text content feature matrix C are concatenated directly as input representation. 2) PCA(A) + C: Network topology is embed in a lower dimensional space via PCA (Principal Component Analysis) [Groth et al., 2013], and then concatenated with text content as the input representation. 3) Our A + S: The similarity matrix S is calculated by the cosine similarity and the $k$-nearest neighbor method, and then concatenated with the adjacency matrix A as the input representation. 4) Our final B + M: The modularity matrix B and Markov matrix M are calculated by Eq. (1) and Eq. (2), respectively, and then concatenated to form the input representation.

A comparison of these combinations showed that the combinations of “A + C” and “B + M” have a much better performance than the remaining two (Table 3). To be specific, “A + C” is a direct combination of different types of input data. “PCA(A) + C” performs a joint learning over individual embedding, which is often adopted in the existing methods. However, it destroys the association relationships among nodes of the original network, which weakens its performance. Our “A + C” delivered some better results, because the graph representation preserves the relationship of network nodes and better describes the (latent) local manifold geometry hidden in semantic content. Our improved “B + M” method achieves the best performance. The modularity matrix B contains some higher-order community properties beyond for network topology and Markov matrix M captures content clusters, which in combination make our approach effective by truly integrating topological and semantic information in one computational platform of Autoencoder.

### 4.2 Parameter-free Data Integration

To analyze the automatic-weighting property of our basic WMCNE method, we carried out a balance experiment on two sample datasets (i.e., Texas and Washington). We concatenated the modularity matrix B and the Markov matrix M with a balance coefficient $\lambda$ to adjust the input data $X = [\lambda B, (1 - \lambda)M]$ to the Autoencoder. We varied $\lambda$ from 0.1 to 0.9 with an increment 0.1, and trained the model with different $\lambda$. We then reported the average result over 10 random initializations (Fig. 4(a)). As shown, varying $\lambda$ has little influence. In particular, the overall variances are 0.026% on Washington and 0.087% on Texas, which are all less than 0.1%. In summary, this experiment reveals that the Autoencoder based data integration can determine balances of different data.

### 4.3 Deep Architecture

To appreciate the advantage of the deep architecture of the Autoencoder in WMCNE, we trained the Autoencoder with different number of layers on Washington and Texas datasets (Fig. 4(b)). The performance of WMCNE improves as the number of layers increases initially and then, as expected, degenerates when too many layers are added (Fig. 4(b)).

Two possible reasons are behind the performance improvements gained when the number of layers initially increases. First, the document networks and social networks have multi-level modalities, i.e., document, topic, words, etc. Real-world networks often have various non-linear features, i.e., a relationship among users is not necessarily linear. In comparison to existing methods with one layer of representation, our method can learn deep multi-levels representations. Second, our method integrates multiple data types without additional weights and automatically learns parameters to improve performance. When too many layers are stacked, the input data are mapped further to a lower dimensional space, which may cause a loss of useful information in the original data.

### 4.4 Preservation of Local Network Structure

We examined the effectiveness of our local structure enhancement. We compared the vanilla WMCNE and its enhanced version WMCNE-LE on all data sets for both node classification and node clustering (Fig. 5). WMCNE-LE consistently outperformed WMCNE. Specifically, for node clustering, WMCNE-LE improved upon WMCNE by 10.2% in AC on average. For node classification, the improvements are 10.5% using software packages LibLINEAR in terms of AC on average. The result showed that incorporating local network structure into node embedding helps to learn better node embedding for network analysis.
5 Conclusion

We proposed a novel network embedding approach to integrate topological and semantic network information. Comparing to the existing methods, our new approach has four distinctive features. First, it adopts a uniform graph representation for topological and semantic information. Using graph can overcome the drawback of breaking association relationships among network objects that are typically represented in network topologies. Second, it is a parameter-free approach to adequately integrate data from diverse sources and of different types. This feature is supported by the uniform graph representation and the Autoencoder used for data integration. By putting all types of data into one integration platform, learning across different data sources (aka, cross learning) can be readily achieved. Third, it exploits deep neural network architecture in Autoencoder so that deep, multi-level, non-linear latent features in network data can be explored. Fourth, it preserves network local structures so that complex manifold in latent features in network data can be explored.

Extensive experimental results showed a superior performance of our new approach.
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