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Abstract

Entity recommendation, providing search users with an improved experience by assisting them in finding related entities for a given query, has become an indispensable feature of today’s Web search engine. Existing studies typically only consider the query issued at the current time step while ignoring the in-session preceding queries. Thus, they typically fail to handle the ambiguous queries such as “apple” because the model could not understand which apple (company or fruit) is talked about. In this work, we believe that the in-session contexts convey valuable evidences that could facilitate the semantic modeling of queries, and take that into consideration for entity recommendation. Furthermore, in order to better model the semantics of queries, we learn the model in a multi-task learning setting where the query representation is shared across entity recommendation and context-aware ranking. The experimental results show that incorporating context information significantly improves entity recommendation, and learning the model in a multi-task learning setting could bring further improvements.

1 Introduction

Over the past few years, major commercial Web search engines have enriched and improved user experience of information retrieval by proactively presenting related entity recommendations for a query along with the regular Web search results. Figure 1 shows an example of Baidu’s Web search engine’s entity recommendation results for the query “Chicago” presented on the right panel of its Web search result page. Existing studies [Blanco et al., 2013; Yu et al., 2014; Bi et al., 2015; Huang et al., 2018] in entity recommendation typically consider the query being issued at each time step independently, while ignoring the in-session context queries. A main common drawback of these approaches is that they cannot handle well the ambiguous queries, because they do not have informative evidences other than the query itself for disambiguating the meaning of entities with the same surface form. Therefore, existing entity recommendation systems tend to recommend entities with regard to the frequently asked meaning. We believe that in-session preceding context queries are valuable evidences to tackle this problem. First, the contexts convey additional insights into a user’s current information need, which enables us to provide the user with more relevant entity recommendations for ambiguous queries. For example, a user’s search intent behind the query “Chicago” could be either a city, a movie or a rock band. Without context information, the entities recommended for this query are mainly based on its most frequent meaning, as shown in Figure 1. However, if a query “Dreamgirls” is submitted before “Chicago” by the user, it is very likely that the user is interested in the movie rather than the city. Second, our empirical study on a sample of search logs reveals that contexts can also be beneficial for adapting recommendations to individual search needs, thus providing personalized entity recommendations. For example, if the preceding queries issued by a user before “James Cameron” are movies such as “Avatar” and “Titanic”, it is observed from the subsequent search behaviors that she is more interested in the movies related to “James Cameron”. In comparison, if the preceding queries are celebrities, she is more interested in the celebrities related to “James Cameron”.

Recently, in order to take into account the in-session con-
text queries, Fernández-Tobías and Blanco [2016] proposed a set of memory-based methods that exploit user behaviors in search logs to recommend related entities for a user’s full search session. However, these methods purely rely on the users’ past behaviors that have been observed in search logs. Therefore, they inevitably suffer from data sparsity and cold start problems, especially for less popular queries and newly introduced entities due to no user behaviors being observed for them.

In this paper, we study the problem of context-aware entity recommendation, and investigate how to use the preceding queries as contexts to improve the recommendation quality. Our approach is based on neural networks, which maps both queries and candidate entities to be recommended into vector space. On top of that, we use attention mechanism to selectively use the in-session preceding context queries to address the ambiguous problem. Furthermore, we improve the model by using a multi-task learning framework, in order to take advantage of the large amounts of cross-task data. Specifically, our multi-task DNN is trained jointly on the tasks of context-aware ranking using click-through data and entity recommendation using entity click logs.

We evaluate our approach using large-scale, real-world search logs of a widely used commercial Web search engine. Experimental results show that incorporating in-session preceding queries significantly improves the performance of entity recommendation. Moreover, the performance is further improved through multi-task learning.

2 Approach

In this section, we formalize the problem, and then detail our approach.

2.1 Problem Definition

Context-Aware Entity Recommendation

In Web search, given a query \( q_t \), the task of entity recommendation [Yu et al., 2014; Huang et al., 2018] is defined as finding a ranked list of entities \( E_t = \{e_1, e_2, \ldots, e_k\} \) related to \( q_t \). Traditional recommendation approaches are typically insensitive to the contexts since they only use the current query \( q_t \) for generating related entities. In this work, we study context-aware entity recommendation by taking into account the context information. Specifically, given a query \( q_t \) and its context \( C_t \), and a set of related entities \( E_t \), we model the task as ranking the entities in \( E_t \) based on the signals derived from both \( q_t \) and \( C_t \). In this paper, we assume that the set of entities \( E_t \) of \( q_t \) is given. In our experiments, \( E_t \) is generated by the entity recommendation approach currently employed in a commercial Web search engine (denoted by Production).

A search session is a period of time which consists of “a sequence of interactions” for the same information need [Shen et al., 2005]. In a search session, a user may interact with the search engine several times. During the interactions, the user would modify her query to achieve desired results for related information needs. Therefore, for the current query \( q_t \) (except for the first query in a session, i.e., \( t \neq 0 \)), there is a query history \( C_t = q_1, q_2, \ldots, q_{t-1} \) associated with it, which consists of a sequence of preceding queries issued by the user within the same session. In this paper, we consider \( C_t \) as the context of the query \( q_t \). Such context information is directly related to the current information need of the user, and is expected to be useful for improving entity recommendation relevance of the current query.

The proportion of sessions in which more than one query was issued is usually not small. Bar-Yossef and Kraus [2011] found that 49% of the queries were preceded by one or more queries in the same session. Xiang et al. [2010] reported that about 50% of sessions contain more than one query. We also empirically study a large-scale search log of a commercial Web search engine, which contains 0.42 billion search sessions. Statistics show that 52.61% of the sessions have two or more queries, indicating the substantial potential of using in-session preceding queries as context to improve recommendation quality.

Multi-Task Learning

We also study the problem in a multi-task learning framework, where we consider context-aware ranking as an auxiliary task. Context-aware ranking [Shen et al., 2005; Xiang et al., 2010] is defined as ranking the set of documents \( D_t = \{d_1, d_2, \ldots, d_w\} \) retrieved for a given query \( q_t \) based on the signals derived from both \( q_t \) and its context \( C_t \) (e.g., preceding queries and/or click-through data) in the same session. The key intuition for using multi-task learning is threefold. First, the two tasks are closely related in Web search and the representations of input queries and contexts can be naturally shared across them. Second, the amount of search logs of context-aware ranking is much larger than that of context-aware entity recommendation. Therefore, it is reasonable to improve entity recommendation by leveraging the abundant search logs of context-aware ranking task in a multi-task learning framework. Third, the clicked documents are helpful in understanding users’ search intents behind a query under variant contexts, which can be beneficial to entity recommendation in a multi-task learning framework. For queries with ambiguous or underspecified intents, search results returned by the major commercial Web search engines are often highly diversified [Radlinski and Dumais, 2006; Zhu et al., 2014; Hu et al., 2015] to cover multi-faceted information needs of users. By contrast, the entity recommendation results currently returned for such queries are generally less diverse than the search results, and cannot cover as many intents as possible behind these queries. Therefore, compared with entity recommendation results, it is easier for users to find the desired search results that fulfill their information needs for ambiguous queries. Take the ambiguous query “Chicago” as an example, which may have multiple possible search intents such as city, film, musical, university, travel, and band. Figure 2 shows several clicked results for this query under variant contexts. It shows that the users succeed in finding satisfied search results for this query under both contexts, but fail to find desired entity recommendation results for the less frequent or rare meanings (film or musical) of “Chicago” under the context “Dreamgirls”. Intuitively, the clicked documents can be used to infer precise search intents behind a query under a wide variety of contexts, which in turn could help to improve the entity recommendation task.
2.2 Basic Entity Recommendation Model

We map both queries and the candidate entities to be recommended to the same vector space, and use vector-based similarity to measure the semantic relevance between a query and an entity. We use a bidirectional LSTM (BiLSTM) [Hochreiter and Schmidhuber, 1997] to encode the query. First, given a query \( q = [w_1, w_2, \ldots, w_n] \), the words in \( q \) are transformed into vector representations via word embedding matrix, which capture semantic information of words. Then, a forward LSTM and a backward LSTM are employed to map \( q \) to a sequence of hidden states \([\hat{h}_1, \hat{h}_2, \ldots, \hat{h}_n]\) and \([\hat{h}_n, \hat{h}_{n-1}, \ldots, \hat{h}_1]\), respectively. Finally, the hidden states \( \hat{h}_n \) and \( \hat{h}_n \) are concatenated as the encoding vector of \( q \): \( h_n = [\hat{h}_n; \hat{h}_n] \). In this way, we can obtain the representation of \( q \), which we denote by \( v_q \). We also embed each entity to the vector space. We denote \( v_e \) as the semantic representation of entity \( e \). In this work, we regard an entity as an unique item, which is represented as a continuous vector in the entity embedding matrix. The entity recommendation could be further improved through taking into account the entity descriptions as suggested in [Xie et al., 2016], which we leave as a future work.

The similarity between a query \( q \) and an entity \( e \) is computed by cosine similarity:

\[
f(q, e) = \cos(v_q, v_e) = \frac{v_q^T v_e}{\|v_q\|\|v_e\|}.
\]

The parameters of this model could be learned using pairwise learning to rank paradigm [Burgess et al., 2005] and stochastic gradient descent. Given a training set \( T_q \), the learning objective is to learn a scoring function \( f(q, e) \) that minimizes the negative log likelihood of the clicked entities:

\[
-\log \prod_{(q,e^+) \in T_q} P(e^+|q),
\]

where \( e^+ \) is the clicked entity, and the probability of \( e^+ \) is computed by:

\[
P(e^+|q) = \frac{\exp(\gamma f(q, e^+))}{\sum_{e \in E} \exp(\gamma f(q, e))},
\]

where \( E \) is the set of related entities of \( q \), and \( \gamma \) is a tuning factor determined on held-out data.

2.3 Improved with Contexts from Search Log

In this subsection, we describe our strategy that incorporates the in-session preceding queries as contexts to improve entity recommendation. Our intuition is to get a context-aware query representation that is enhanced by the context. To obtain the representation \( v_c \) of context \( c \), we first encode each query in \( c \) using the above-mentioned BiLSTM, and get a sequence of encoded queries \( v_c^t = [v_{q_1}, v_{q_2}, \ldots, v_{q_{t-1}}] \). Then, we use an attention-based weighted average [Yang et al., 2016] to generate a fixed length vector \( v_c \) from \( v_c^t \), which is computed by:

\[
v_c = \sum_{i=1}^{t-1} \alpha_i v_{q_i},
\]

where the attention weight \( \alpha_i \) is computed by:

\[
\alpha_i = \frac{\exp(a_i)}{\sum_{j=1}^{t-1} \exp(a_j)},
\]

where the latent vector \( v_a \) is a trainable parameter and learned during training.

We get a context-aware query representation \( v_c \) from the concatenation of \( v_c \) and \( v_q \) by a fully connected layer. Then, the similarity between \( q_t, c \) and \( e \) is calculated by:

\[
P(e|c, q_t) = \cos(v_c, v_m) = \frac{v_c^T v_m}{\|v_c\|\|v_m\|},
\]

where \( v_m \) is the task-specific representation of \( q_t \) and \( c \), which is computed from \( v_q \) by a fully connected layer.

2.4 Improved with Multi-Task Learning

Multi-task learning is an approach of training multiple tasks in parallel while using a shared representation for knowledge transfer [Caruana, 1997], which has been shown to improve generalization by exploiting the relatedness across tasks. In this paper, we investigate the possibility of leveraging training data collected for the context-aware ranking task to improve the main task of context-aware entity recommendation.

The objective of context-aware ranking is to measure the relevance between a document \( d \) and a query \( q_t \) with its context \( c \). We use bidirectional LSTM to model both queries and documents. To speed up training with large-scale data, we use document titles instead of entire documents following [Gao et al., 2010] in our experiments. The relevance between \( q_t, c \) and \( d \) is calculated by:

\[
P(d|c, q_t) = \cos(v_d, v_r) = \frac{v_d^T v_r}{\|v_d\|\|v_r\|},
\]

where \( v_d \) is the representation of document \( d \), and \( v_r \) is the task-specific representation of query \( q_t \) and context \( c \), which is computed by a fully connected layer from the shared representation \( v_r \).
trained by the multi-task objective to capture the essential characteristics of contexts and queries, whereas the representations of documents and entities are learned by optimizing the task-specific objectives. In the right part, given a query and its context, the conditional probabilities of an entity and a document are estimated by Equations 7 and 8, respectively.

The parameters of the proposed model are estimated using stochastic gradient descent as described in Algorithm 1. We employ pairwise learning to rank paradigm for both tasks, and the loss functions are the same as Equation 2. We use 2-layer BiLSTM with 128 hidden units. The dimensions of word embeddings, query embeddings, document embeddings, and entity embeddings are set to 256. The mini-batch size is set to 512. The learning rate is initially set to 0.1, which is decayed by a factor of 0.9 after every 10 epochs.

Algorithm 1 Training the multi-task DNN model

1: Initialize model Θ randomly
2: for iteration in 1 · · · I do
3: Randomly select a task T (context-aware ranking or entity recommendation)
4: Select a random training example for task T
5: Compute loss for task T
6: Compute gradient ∇(Θ)
7: Update Θ by taking a gradient step with ∇(Θ)
8: end for

2.5 Improved Entity Recommendation Models

After training the multi-task DNN model, we can use it to compute a similarity score between \( q_t, C_t \) and each entity \( e_c \in E_t \). We investigate two approaches of using the similarity score to build the final context-aware entity recommendation model, either as an individual ranking model or as a feature in a baseline learning to rank framework.

As an Individual Ranking Model

The entities in \( E_t \) can be ranked only by comparing the similarity score between each entity \( e_c \in E_t \) and \( q_t \) with or without \( C_t \). We use the following three models to rank the entities.

- **ER** This model only considers the current query in generating entity recommendations, which is a context-insensitive model as described in subsection 2.2.
- **ER-C** This model uses the in-session preceding queries as contexts to improve entity recommendation, which is a context-aware model as described in subsection 2.3.
- **ER-C-MT** This is the multi-task DNN model that utilizes context information from the context-aware ranking task to improve entity recommendation, as described in subsection 2.4.

As a Feature in a Learning to Rank Framework

The similarity score computed by the above-mentioned models can also be used as a feature in a learning to rank framework. To study the effect of introducing the contextual feature, we employ a set of non-contextual features to train a context-insensitive entity recommendation model denoted by LTR and use it as a baseline. This baseline is a competitive model comprising features that have been shown to be effective and strong signals for entity recommendation [Bi et al., 2015]. We omit the description of these features due to space constraints, please refer to [Bi et al., 2015] for more details.
The following three learning to rank models with different similarity features are implemented for comparison:

- **LTR-ER** This model is trained with all LTR features and the similarity feature computed by ER.
- **LTR-ER-C** This model is trained with all LTR features and the similarity feature computed by ER-C.
- **LTR-ER-C-MT** This model is trained with all LTR features and the similarity feature computed by ER-C-MT.

In our experiments, we use stochastic Gradient Boosted Decision Tree (GBDT) [Friedman, 2000] as the learning to rank framework. The parameters of GBDT are tuned using separate training set and validation set.

3 Experiments

3.1 Data Sets and Evaluation Metrics

We evaluate our methods using large-scale, real-world data sets collected from a commercial Web search engine.

First, we collect the training data for context-aware ranking task by extracting the search sessions\(^1\) which contain more than one query and impose the following constraints. Given a session that consists of \(t \ (t > 1)\) queries \(q_1, q_2, \ldots, q_t\), a training example \((C_i, q_i, D_i)\) is generated such that a document \(d_i^t\) was clicked on for a query \(q_i\) \((i > 1 \text{ and } i \leq t)\), where \(C_i\) is the query history before \(q_i\), i.e., \(q_1, \ldots, q_{i-1}\), and \(D_i\) is a list of documents that includes \(d_i^t\) (positive example) and \(K\) randomly-sampled non-clicked documents \(\{d_k^t\}_{k=1}^{K}\) (negative examples).\(^2\) This results in the training data \(T_e = \{(C_i, q_i, D_i)\}\) consisting of 26,426,495 examples. \(T_e\) was randomly split into training set \(T_{e}\) (80%), validation set \(T_{e}^v\) (10%), and test set \(T_{e}^t\) (10%).

Second, we use the same method and search sessions to extract training data for learning representations of queries and entities for entity recommendation task. This results in the training data \(T_{e} = \{(C_j, q_j, E_j)\}\) consisting of 8,821,550 examples, where \(E_j\) is a list of entities that includes \(e_j^t\) and \(L\) randomly-sampled non-clicked entities \(\{d_k^t\}_{k=1}^{L}\). \(T_{e}\) was randomly split into training set \(T_{e}\) (80%) and validation set \(T_{e}^v\) (20%). \(T_{e}^t\) is used to train ER-C. The data set obtained by removing contexts from \(T_{e}^t\) is used to train ER. \(T_{e}^v\) and \(T_{e}^t\) are used to train the multi-task DNN model ER-C-MT.

Existing entity recommendation systems tend to recommend entities for ambiguous queries with regard to the frequently asked meanings of them as we discussed in Section 1. Therefore, there may be imbalances in the data set \(T_{e}\) for frequent and rare meanings of ambiguous queries, especially for the rare meanings of such queries that have no entity clicks.

\(^1\)We completely anonymized the user data, and then segmented each user’s stream into sessions using a commonly used rule [White et al., 2007; Jansen et al., 2007], i.e., a boundary between two sessions was set by user inactivity (either no query or no click) for more than 30 minutes. In our experiments, the search sessions were sampled from a 3-month period of a commercial Web search engine.

\(^2\)We set \(K=3\) in our experiments.

To conduct better evaluation, we need a data collection approach which can alleviate this problem to some extent. Although manually labeling the relevance of each recommended entity w.r.t. both a given query and its preceding queries is a straightforward way, there are two concerns. First, it is expensive and limited in quantity. Second, the relevance judged by annotators may not be consistent with that inferred from the observed behaviors of real search users. Therefore, we decide to build the test set and evaluate the performance of our methods by using real click data.

We collect this data by using online sampling method. Specifically, given a query \(q_s\) which has at least one preceding query as its context \(C_s\), we randomly select a list of entities from the set of candidate entities\(^6\) of \(q_s\) as recommendations to a user when she searches for \(q_s\). During the procedure, whether the user clicks a recommended entity after she searches for \(q_s\) under the context \(C_s\) is logged. We sample a small portion of queries and search users for testing and run the procedure during a 15-day period. In this way, we can obtain a data set consisting of \(\{(C_s, q_s, E_s)\}\) of 8,402,881 examples. \(T\) was randomly split into training set \(T_{l}\) (80%), validation set \(T_{l}^v\) (10%), and test set \(T_{l}^t\) (10%). \(T_{l}\) and \(T_{l}^v\) are used to train and tune all learning to rank models, while \(T_{l}^t\) is used to evaluate all entity recommendation models.

We employ NDCG [Järvelin and Kekäläinen, 2002] to evaluate our methods, which is a commonly used metric for evaluating ranked results in information retrieval.

3.2 Baseline Method

To evaluate our proposed model, we use the memory-based approach proposed by [Fernández-Tobías and Blanco, 2016] as baseline method (denoted by MBR) for comparison.\(^7\) This method is based on nearest neighbors collaborative filtering [Sarwar et al., 2001; Linden et al., 2003] and purely relies on user behaviors in search logs to recommend related entities for a user’s full search session. The probability of an entity \(e\) being relevant for a session \(s\) is estimated by:

\[
P(e|s) = \sum_{e \in E(s)} P(e|\bar{e})P(\bar{e}|s),
\]

where \(E(s)\) is the set of clicked entities in session \(s\). \(P(e|\bar{e})\) captures the similarity between a pair of entities and is estimated by co-occurrence of entities in search sessions using Jaccard’s coefficient. \(P(\bar{e}|s)\) estimates how relevant the clicked entity \(\bar{e}\) is in session \(s\) and is computed by:

\[
P(\bar{e}|s) = \sum_{q} P(\bar{e}, q|s) = \sum_{q} P(\bar{e}|q, s)P(q|s),
\]

where \(P(\bar{e}|q, s)\) is the importance of \(\bar{e}\) for query \(q\), and \(P(q|s)\) is the query likelihood of \(q\) in session \(s\).

\(^6\)Top-ranked 100 entities generated by Production are used here.

\(^7\)The baseline model is trained on \(T_{e}^t\) and evaluated on \(T_{l}^t\).
We report empirical results and analysis in this subsection. We perform 10-fold cross validation and test for statistical significance using a paired two-tailed t-test. In each table, we depict statistical significance of the best result over all other results in the same column with $p < 0.01$ by $^*$. Boldface indicates the highest score w.r.t. each metric.

We first evaluate whether our model can improve entity recommendation performance. From the evaluation results in Table 1, we observe that: 1) ER, ER-C, and ER-C-MT all perform better than the baseline model MBR. This demonstrates the superior performance of neural network based models; 2) both ER-C and ER-C-MT outperform ER, which indicates that preceding queries are useful for improving entity recommendation relevance of the current query; 3) both LTR-ER-C and LTR-ER-C-MT significantly outperform LTR and LTR-ER, which demonstrates that context information can significantly help to improve the performance of entity recommendation; and 4) ER-C-MT significantly outperforms ER-C, and LTR-ER-C-MT significantly outperforms LTR-ER-C, which shows the effectiveness of the multi-task objective (including both context-aware ranking and entity recommendation) over the single-task objective (only entity recommendation).

Then, we investigate the effect of context length on the performance of our model. Following [Sordoni et al., 2015; Dehghani et al., 2017], we separate the test set $T^+_T$ into three categories: 1) contexts with 1 query (short) 17.81% of $T^+_T$; 2) contexts with 2-3 queries (medium) 28.31% of $T^+_T$; and 3) contexts with $>3$ queries (long) 53.88% of $T^+_T$. Table 2 shows the performance of each model in terms of NDCG@10 on contexts with different lengths.$^8$ From the results, we observe that: 1) LTR-ER-C-MT robustly performs best across the test sets with variant context lengths, which further confirms the effectiveness of our model; 2) ER-C-MT significantly outperforms ER-C, and LTR-ER-C-MT significantly outperforms LTR-ER-C. This shows the effectiveness of the proposed multi-task DNN on different context lengths; and 3) it seems that all our context-aware models (ER-C, ER-C-MT, LTR-ER-C, and LTR-ER-C-MT) achieve better results on short and medium contexts than that on long contexts. A possible reason is that information needs are topically broad or there exists topic drifts within long sessions, making it difficult to model the relevance between queries in such sessions. However, MBR achieves the best result on long contexts among all the contexts, and it also obtains the best performance on long contexts in comparison with ER, ER-C, and ER-C-MT. The main reason is that the method used by MBR to model topic drift within a session is highly time-sensitive, which assumes that the queries issued earlier are likely to be less representative of the current user task. As a result, queries that are issued too far away from the current query will be considered as non-relevant and discarded.

To better illustrate the effectiveness of context information, we show several examples of LTR-ER-C-MT (context-aware model) and LTR (context-insensitive model) in Figure 4. We can see that the entity recommendations generated by LTR-ER-C-MT are better than those generated by LTR, because they are relevant to both the query and the context.

Finally, we also empirically investigate whether the model trained with the multi-task objective can improve the performance of context-aware ranking. To this end, we trained a single-task DNN model CR-ST on the same training set $T^+_T$ using the single-task objective (only context-aware ranking). We evaluated ER-C-MT and CR-ST on the same test set $T^+_T$. The results in Table 3 show that ER-C-MT significantly

---

$^8$We omit NDCG@1 and NDCG@5 due to space constraints. Statistics show that LTR-ER-C-MT also significantly outperforms all other models in terms of both NDCG@1 and NDCG@5.
Table 3: Results of different context-aware ranking models.

<table>
<thead>
<tr>
<th></th>
<th>NDCG@1</th>
<th>NDCG@5</th>
<th>NDCG@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR-ST</td>
<td>0.2735</td>
<td>0.4849</td>
<td>0.5860</td>
</tr>
<tr>
<td>ER-C-MT</td>
<td>0.2742</td>
<td>0.4856</td>
<td>0.5867</td>
</tr>
</tbody>
</table>

outperforms CR-ST. This indicates that the task of context-aware ranking can also benefit from the regularization effect of multi-task learning, which helps to reduce overfitting of the learned representations to a specific task [Liu et al., 2015].

4 Related Work

Previous work that is the closest to our task is the task of entity recommendation, e.g., [Blanco et al., 2013; Yu et al., 2014; Bi et al., 2015; Huang et al., 2018]. However, none of them are context-aware in that they do not take into account the in-session preceding queries as context. By contrast, the task of context-aware entity recommendation requires to consider and understand the context information, and use it effectively in entity recommendations. Huang et al. [2016; 2017] proposed to enhance the understandability of entity recommendations by captioning the results. However, they were also insensitive to context. To better identify a user’s search needs and provide more relevant results, entity recommendation should be context-aware and account for the preceding queries issued by the user within a search session. Recently, to tackle the above challenges, Fernández-Tobías and Blanco [2016] proposed a number of memory-based methods that exploit user behaviors in search logs to recommend related entities for a user’s full search session. However, these methods highly rely on the users’ past behaviors that have been observed in search logs. Therefore, they inevitably suffer from data sparsity and cold start problems.

The context which consists of in-session preceding queries has proven to be effective in helping to understand a user’s current information need, and plays an important role in improving the performance of several search applications, such as query suggestion [Cao et al., 2008; Mitra, 2015; Sordoni et al., 2015; Dehghani et al., 2017] and context-aware ranking for Web search [Shen et al., 2005; Xiang et al., 2010; Li et al., 2014]. However, these methods are based on single-task supervised learning with sufficient training data that are sensitive to context. By contrast, the training data collected from entity click logs of a context-insensitive recommendation system are typically insensitive to the contexts. To address this problem, we consider context-aware ranking as the auxiliary task, and further develop a multi-task DNN that leverages the context-specific information contained in the training data of this task to improve upon the main task of entity recommendation.

The use of multi-task learning [Caruana, 1997] with DNNs in our task is inspired by the recent remarkable success of applying it in various natural language processing tasks. For example, Collobert et al. [2011] proposed to learn representations shared across multiple tasks of part-of-speech tagging, chunking, named entity recognition, and semantic role labeling. Bordes et al. [2012] proposed to jointly learn representations of words and entities via multi-task training on multiple data sources for relation extraction. Dong et al. [2015] proposed an NMT model under the multi-task learning framework to address the problem of translating one source language into multiple target languages. Liu et al. [2015] proposed a multi-task DNN model to combine two tasks of query classification and ranking for Web search, and achieved improvement on both tasks. While conceptually similar, our model is novel in that it successfully combines the tasks of context-aware ranking and entity recommendation, which facilitates context acquisition and context modeling for the latter by leveraging context information contained in the former.

5 Conclusion

In this paper, we study the problem of context modeling for improving entity recommendation. To this end, we develop a multi-task DNN that learns representations across multiple tasks by leveraging large amounts of cross-task data. We evaluate our approach using large-scale, real-world search logs of a widely used commercial Web search engine. The experiments demonstrate that context information can significantly improve the performance of entity recommendation.

Generally two categories of context information can be derived from search logs. One is short-term context such as preceding queries or clicked documents in a session. Another is long-term context such as search history or click-through data across all sessions. As future work, we plan to investigate whether long-term context or other short-term context (e.g., preceding clicked documents before a user’s current search in a session) could help to improve entity recommendation.

Acknowledgments

This research is supported by the National Basic Research Program of China (973 program No. 2014CB340505). We would like to thank the anonymous reviewers for their insightful comments.

References


[Yu et al., 2014] Xiao Yu, Hao Ma, Bo-june Paul Hsu, and Jiawei Han. On building entity recommender systems using user click log and freebase knowledge. In WSDM, pages 263–272, 2014.