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Abstract

We present nine facets for the analysis of the past and future evolution of AI. Each facet has also a set of edges that can summarise different trends and contours in AI. With them, we first conduct a quantitative analysis using the information from two decades of AAAI/IJCAI conferences and around 50 years of documents from AI topics, an official database from the AAAI, illustrated by several plots. We then perform a qualitative analysis using the facets and edges, locating AI systems in the intelligence landscape and the discipline as a whole. This analytical framework provides a more structured and systematic way of looking at the shape and boundaries of AI.

1 Introduction

“What is AI?” has been a common question from the inception of the discipline in the 1950s [McCarthy et al., 2006; Moor, 2006; Solomonoff, 2017] until the end of the last century [Lehman-Wilzig, 1981; Fetzer, 1990; McCarthy, 1998]. In the twenty-first century, the discipline is not only well-developed but it is often said that this is the age of AI [McCorduck, 2004]. AI is set to pervade and transform every aspect of life. In a way, this is no different from what computer science has already been doing, creating computerised, digital and virtual versions of almost everything, with AI now introducing new adjectives such as ‘intelligent’, ‘smart’ and ‘cognitive’ to almost every process or gadget, from medical diagnosis to personal assistants. This expected expansion and intertwining with every other research discipline and aspect of life is pushing the contours of AI in many directions. However, unlike computer science, which is based on well-established models of computation that integrate hardware and software, AI has evolved with a more fluid definition, primarily because of our varied conceptions of intelligence.

When looking at the definitions of (artificial) intelligence (see, e.g., [Legg and Hutter, 2007], for a compendium), we see that definitions can be categorised according to two distinct dimensions, following [Russell and Norvig, 2009]. First, we can characterise intelligence in terms of “thinking” (process-oriented) or “acting” (goal-oriented). Second, we can characterise intelligence taking humans as a reference or looking for a more abstract or universal reference (such as rationality). These two dimensions are summarised in Table 1.

<table>
<thead>
<tr>
<th>Thinking Humanly</th>
<th>Thinking Rationally</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acting Humanly</td>
<td>Acting Rationally</td>
</tr>
</tbody>
</table>

Table 1: Categories of (artificial) intelligence definitions, according to the two binary dimensions in [Russell and Norvig, 2009, Fig. 1.1]
trends or identify what kinds of criteria are necessary to establish AI contours that can be more stable and useful. The contributions of this paper are a set of well-structured facets to analyse the location and contours of AI. This is complemented by substantial evidence collected from several sources, such as over 20 years of the IJCAI and AAAI proceedings and the whole AI topics database. All the datasets, plots and code to scrape and process this data are made publicly available (see footnote 7).

There are several reasons why using clear criteria such as the facets and edges are helpful for defining AI, how it has evolved and what is likely to be in the future. First, internally, the research community needs clear criteria to determine what is in or out of scope, for conferences, journals, funding and hiring. Second, policy makers are considering ways of regulating AI, but wrestle with the problem of defining what systems are actually AI. Third, different terms are being used to capture the same subparts or forms of AI, such as artificial general intelligence (AGI), machine intelligence, cognitive computing, computational intelligence, soft computing, etc. Without a clear structure about AI, it is difficult to determine whether they are part, they overlap or they are simply redundant. Fourth, some areas, such as machine learning, are taking a more relevant role in AI, but they are also intertwined with areas such as statistics, optimisation or probability theory, which were not always considered near the contours of AI. Fifth, along the history of AI there has been rise and decline of interest and research towards the different AI paradigms, techniques and approaches.

2 Background

Disciplines are commonly analysed historically, and AI is not an exception. A history of a discipline usually emphasises the problems, progress and prospects, but not necessarily delineates its contours. For instance, there are several excellent accounts of the history of AI [McCorduck, 2004; Buchanan, 2005; Nilsson, 2009; Boden, 2016]. Some of them cover AI from a philosophical perspective. However, given the implications of AI for the interpretation of the human mind, the analysis of AI as a discipline (as usual from the viewpoint of philosophy –or methodology– of science) is not commonly done in terms of its external and internal contours. As a result, several key questions remain: what are the criteria to recognise that an entity is part of AI? Furthermore, how can we recognise the internal subdisciplines in AI?

One possible approach to this is to determine the nature and contours of AI by its common use. While this may be a good approach for evaluating progress as a whole or for a few benchmarks, the analysis of subdisciplines by their popularity may be prone to many terminological confusions and many vested interests, with the risk of having characterisations that are very volatile, such as big data.

Bibliometric approaches are a common tool to analyse disciplines, but the focus is usually put on impacts per author, venue, location or institution. Sometimes, bibliometrics studies disciplines and subdisciplines. For instance, Scimago provides a way of looking at the “shape of science” where one can locate AI and some of its subareas in terms of their internal and external relations. Provided with a set of tags, bibliometrics can study how frequent several tags are in published papers (including titles, keywords or abstracts). For instance, [Niu et al., 2016] includes a thorough historical analysis of publications in about 20 relevant journals in AI (but not conferences or open journals such as JAIR) from 1990 to 2014. The number of publications is shown by 5-year periods. The keywords used are shown in Table 2. As we can see in the list, the keywords include terms for disciplines and subdisciplines, techniques, and application areas, from which the authors distinguish “methods and models” and “applications”. As the analysis is limited to most frequent areas, it excludes important subfields of AI (e.g., “planning”) and some assignments are vague, with keywords such as “design”, “identification” or “prediction”. Still, we see that this analysis is aligned with the first facet mentioned in the introduction, of whether the discipline is characterised by their techniques or their applications. This is not surprising, as it is a typical categorisation of disciplines according to their techniques and applications, especially in engineering. A proper cataloguing effort (e.g., as done by ACM and other associations for computing) would be an option, but AI is too dynamic to allow for a stable set of terms for a long period.

In the end, instead of a reactive approach focusing on the trends, a more proactive stance towards the recognition of the subdisciplines can be seen as a duty for scientific associations, editorial boards and program chairs. Accordingly, AI researchers should configure the landscape of AI and determine what is relevant or off-topic for a venue. They can also determine what the subareas are, so that proper reviewers and sessions are allocated depending on the importance of each area. It is unusual, however, to conduct a more systematic analysis of how these choices are made. Three remarkable exceptions are [Shah et al., 2017], where area relevance is only examined on passing, [Fast and Horvitz, 2017] where.
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the authors focus on views expressed about AI in the New York Times over a 30-year period in terms of public concerns as well as optimism, and [Moran et al., 2014], which focuses on the venue keywords, including a cluster analysis on the 2013 keyword set and a new series of keywords, which were adapted by AAAI2014. Table 3 shows an integration of their selection with the keywords of AAAI2014.

3 Historical Data: Analysis by Keywords
We used the keywords in Table 3 for a first quantitative analysis, using data obtained from two significant sources:

- **AAAI/IJCAI conferences (1997-2017).** We obtained data of all the accepted papers for these two conferences from DBLP. This database represents information about computer science (and thus AI) that comes mostly from their researchers (conference proceedings and journals).

- **AI topics documents (1905-2018).** AI topics is an archive kept by the AAAI, containing a variety of documents (e.g., news, blog entries, conferences, journals and other repositories) that are collected automatically with NewsFinder [Buchanan et al., 2013].

With a mapping approach between terms and the categories in Table 3 as a representative list of subareas in AI, we summarised trends in a series of plots. For the AAAI/IJCAI conferences data, we used the keywords appearing in the proceedings, and for AI topics we used the tags (substrings appearing in titles, abstracts and topics). Regarding conferences, other major venues (such as ECAI, ICML or NIPS) were not included due to the lack of keyword information in DBLP. Still, AAAI and IJCAI can be considered to be a representative basis for analysing AI trends proper.

Figure 1 shows the evolution of the areas in Table 3 for the past 20 years using the AAAI/IJCAI data. Document counts are normalised to sum up to 100% per year. Standard errors are also shown, where in some cases the thickness of the band is very variable (e.g., “Human & AI” and “Game Theory”) due to data sparsity, or it cannot be computed due to insufficient data available (e.g., “Heuristic search & optimisation”).

Figure 2 shows a similar evolution based on the AI topics data. If we visually compare the same keywords between the plots found in Figures 1 and 2 (taking into account that axes are different), we see that both sources are rather consistent and highlight a few clear trends. For example, the categories heuristic search & optimisation and knowledge representation show a decreasing trend. Other categories seemed to have peaks: cognitive modeling in the 1990s, strongly associated with the emergence of several cognitive architectures (e.g., ACT-R [Anderson et al., 1997], EPIC [Kieras and Meyer, 1997] or SOAR [Newell, 1994]); planning methods around 2000, possibly due to the introduction of the first method for solving POMDP offline [Kaelbling et al., 1998], jumpstarting its widespread use in robotics and automated planning; and multiagent systems around 2010, when they were successfully applied to real world scenarios (e.g., autonomous vehicles [How et al., 2008]) and graphical applications (e.g., video games [Hagelbäck and Johansson, 2008]). Some others had valleys, such as natural language processing (NLP) around 2000, showing a paradigm shift (from deterministic phrase structure analysis before the 1990s to more probabilistic NLP methods). Long Short-Term Memory (LSTM) recurrent neural net (RNN) models [Hochreiter and Schmidhuber, 1997] have nowadays found rapid adoption due
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3http://dblp.uni-trier.de/
4https://aitopics.org/misc/about.
to an increase in computational capacity in the 2010s. Only machine learning had a clear increasing trend over time found in both sources, where the steepest slope is located in the 2010s and reveals the current relevance and attention, mostly caused by deep learning and reinforcement learning. Overall, this is in agreement with the general perception about the field.

While the plots show a confirmatory evidence of the changing trend in AI, using area keywords may only present one side of AI. The choice and relevance may be highly dependent on many factors such as the state of the art, the sociological perceptions or a moving target. Thus, we question whether it is possible to investigate the historical evolution in a richer and more systematic manner.

4 A Faceted Analysis of the Evolution of AI

The two dimensions in Table 1 can be used as a basis for a different arrangement of tags and categories in our historical analysis. However, instead of taking a dichotomous and monolithic perspective about dimensions, we consider the use of facets. This is motivated by realising that when choosing any criterion for analysis, there is always a gradation, and sometimes this gradation does not follow a straight line between two extremes, but an area among two or more edges, like a polygon. Hence, we use the term facet for this surface, and the term edge for each of its boundaries. To illustrate this, let us develop the first two dimensions into facets:

- **F1**: The functionality facet (with edges ‘techniques’, ‘applications’ and ‘tasks’) analyses the functionality of AI systems, such as knowledge representation, reasoning, learning, communication, perception, action, etc. The processes of AI systems fall at the edge technique, which relates to how AI systems “think”. We can also characterise AI systems in terms of their behaviour (how they “act”), leading to two different edges: the tasks they solve and the application areas they are used in. This facet can then be imagined as a triangle.

- **F2**: The referent facet (with edges ‘human’ and ‘universal’) distinguishes definitions or conceptions of AI systems that go from an anthropocentric view to a more universal (theoretical) perspective. At the “human” edge, AI could be characterised by being able to solve all the tasks or by implementing all the intelligent processes humans are able to do. This view would be closely related to what is known as human-like AI (see, e.g., [Lake et al., 2017]) or the view of AI as pursuing human automation [Frey and Osborne, 2017; Brynjolfsson and Mitchell, 2017]. On the other hand, if AI is characterised at the “universal” edge, it would be defined in terms of a more theoretical set of problems or by implementing some abstract processes.

Using the AI topics data, for the functionality facet we can look at several categories for each of the three edges: techniques, applications and tasks. We made tag-category mappings for about 30 techniques, 20 applications and 30 tasks. A selection of categories for each edge is shown here, although all the plots and results are presented in a separate link7. Fig 3 (a) shows the techniques with the highest peak in terms of percentage. We see trends that are consistent with machine learning taking more relevance, with roughly 4-5 times more coverage over the 50 year period, and along the lines of what was seen in the previous section. Fig 3 (b) shows the six most popular application areas. Here the trends are flatter, although some slight trends can be seen for health & medicine and personal assistants, in line with the insights reported in related work [Fast and Horvitz, 2017]. Finally, Fig 3 (c) shows the relevance of chess, especially in the 1980s and 1990s, and their decrease after Deep Blue beat Kasparov. Poker and Robocup are examples of tasks that became representative over a small period of time because of either an algorithmic breakthrough or the popularity of their competitions.

For the referent facet, we can also explore its edges. Fig 4 (a) shows six groups that are most associated with the edge ‘human’. The only relatively clear trends are a fall in psychology and an increase in security, privacy and safety. While the former may be due to the decline of cognitive modelling in general, the latter clearly underlines the rise of AI ethical and privacy issues already pointed out by several governments and agencies (e.g., [White House, 2016]), as well as the appearance of new regulations (e.g., GDPR [EU Regulation, 2016]), ultimately triggered by public opinion and a concern in the field itself. Fig 4 (b) shows six groups that are most available at: https://evoai.shinyapps.io/evoai/.
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7 Data, code and plots, and an online R Shiny app are publicly available.
associated with the edge ‘universal’. The representations are rather flat for this edge, with very variable coverage over the whole period under analysis, but no clear trends.

- **F3**: The **generality facet** (with edges ‘specific’ and ‘general’) considers whether AI is concerned with the creation of specific systems (i.e., solving one particular task) or the development of systems (and techniques) that solve (or can be applied to) a wide range of tasks. This dichotomy is usually referred to as narrow versus general AI.
- **F4**: The **location facet** (with edges ‘integration’ and ‘distribution’) depicts where a system starts and ends. The very notion of centralised or distributed decision making has been at the definitional level of agent for a few decades, as well as the related notion of autonomy [Luck, 2017]. Also, there is an increasingly blurred boundary on where human cognition ends and where it is assisted, extended or orthoised by AI [Ford et al., 2015] (and vice versa, through human computation [Quinn and Bederson, 2011]).
- **F5**: The **embodiment facet** (with edges ‘physical’ and ‘virtual’) distinguishes whether the AI system is linked to a body or physical equipment or, on the contrary, is basically of algorithmic character, installed on devices, working on the cloud or migrating between different platforms, usually dealing with elements in a digital world.
- **F6**: The **paradigm facet** (with edges ‘discrete’, ‘continuous’ and ‘probabilistic’) distinguishes the underlying approaches behind many principles and tools of AI. At the discrete edge, we see those problems and methods seen in a combinatorial way, where a logical or evolutionary process combines or applies operators. At the continuous edge, we see quantitative optimisation problems tackled with gradient descent, kernels and matrix operations. And, on the probabilistic edge, problems are seen in a probabilistic, stochastic or statistical view.
- **F7**: The **actor facet** (with edges ‘academia’, ‘industry’, ‘government’ and ‘independent’) identifies who are the driving forces behind AI as a discipline. This facet considers who is most relevant in—and ultimately steering—the discipline according to its current challenges, regulations and potential future advances.
- **F8**: The **character facet** (with edges ‘empirical’ and ‘theoretical’) determines whether AI is guided by experiments, like other empirical disciplines, or whether it is of a more theoretical nature. Note that this facet is different from the referent facet (e.g., a non-anthropocentric view can be very experimental).
- **F9**: The **nature facet** (with edges ‘technology’, ‘engineering’, ‘science’ and ‘philosophy’) describes AI according to what kind of discipline it is. This loosely corresponds respectively to whether it creates devices and products, solves problems, answers/asks questions.

We do not show individual categories for these facets due to space limitations. Instead, we will look at the aggregation of categories by edges, assuming the edges are exclusive (so their share is always 100%). In a way, this can be understood as a non-monolithic view of polarities in sentiment analysis. Fig. 5 shows this share for the nine facets, where the data has been smoothed with a moving average filter. We see trends for many of them: an increase of the relevance of applications for F1 and the focus on more specific systems for F3 (the number, but also the diversification, of applications may explain this), more virtual systems for F5 (with the appearance of many new AI experimentation and evaluation platforms [Hernández-Orallo et al., 2017]), more continuous paradigms for F6 (given the success of deep learning and other methods based on this paradigm), more industry for F7 (and mostly at the cost of academia), a more empirical character for F8 and a view of the discipline in a more technological way for F9 (which may be one possible reason for the current concern in AI safety and governance, usually harder to handle when the engineering and scientific perspectives are weak). Overall, we can also see that the trends in some facets, especially the shifts from the 2000s, may be strongly related (facets F1, F3, F7 and F9).

One important insight that we can gain from the visual output shown in all these plots is that some trends peak, while some others are cyclic. Consequently, the plots have explanatory and confirmatory value about the relevance of different areas and perspectives of how AI is defined. However, we have to be cautious and not use them for forecasting. In fact,
from a governance perspective, there is a known bias towards reinforcing the dominant view (the winner takes all) or even confounding the part with the whole (e.g., deep learning with machine learning, and machine learning with AI). Therefore, this quantitative analysis could be used to inform compensatory actions with some less popular but important areas, so that the discipline is ready when dominant paradigms shift or some of their pathways plateau.

5 Qualitative Analysis

The facets are also useful to analyse AI in a more qualitative manner. For example, F1 to F5 are based on the object of AI and can characterise either particular AI systems or AI as a discipline. On the other hand, F6 to F9 focus on the subject, being more methodological for the discipline as a whole.

Let us examine the first five facets from the perspective of the AI systems and components. In the end, if we set the goal of AI as building and understanding AI systems then the contours of the discipline will be clear as far as we have a clear notion of what an AI system is. Nonetheless, the question remains: how can we characterise this in a stable way for the years to come?

Looking forward, the referent facet (F2) seems to become very relevant. We are aware of AI systems already exceeding some human capabilities and this will continue to be so during the century. Considering human intelligence as a goal has been a driving force (and will continue to be so in the near future), but it is rather short-sighted. Instead, placing AI as exploring a more universal ‘intelligence landscape’ is not only more inclusive about what AI is (systems solving tasks humans cannot solve would still be part of AI), but represents a Copernican view where humans are no longer at the centre (see Figure 6). For instance, the terms human-level machine intelligence or human-level artificial intelligence have many issues (is it for all tasks?, what is an average human?, how to extrapolate beyond human level?) . Actually, the term – albeit not the definition – is usually replaced by high-level machine intelligence [Müller and Bostrom, 2018] or simply AGI (which should rather refer to facet F3).

Of course, even if humans are not taken as a reference, they still have to be put at the central position due to the interaction and impact of AI on them. But this is usually referred to as human-centred artificial intelligence. For instance, applications must be prioritised according to human needs, and for many of these applications we want more ‘human-like’ AI [Lake et al., 2017; Marcus, 2018], more ‘human-beneficial’ AI (i.e., safer and taking the values of humans into account [Russell et al., 2015; Amodei et al., 2016]) and also more ‘human-ethical’ AI [Goldsmith and Burton, 2017]. Note that we do not want to replicate certain behaviours humans display (e.g., gender bias) in our AI systems. In many cases, it is not that AI should automate all tasks humans do, or perform better than humans, but AI should also do other tasks or perform very differently. Consequently, there should be no reason why some tasks are excluded from AI when they are solved in a different way. This –known as the ‘AI effect’ [McCorduck, 2004]– is partly motivated because of the specialisation of the solution, as we will discuss below.

The bottom view of Figure 6 opens the contours of AI but requires the definition of the intelligence landscape. That takes us back to the range around functionality facet and Table 1 (right), between thinking and acting. We have seen in the quantitative analysis that techniques, tasks and applications are volatile, so any enumeration of them is going to be incomplete.

An alternative view based on skills and abilities can endure changes much better [Hernández-Orallo, 2016; 2017]. For instance, perception, learning and planning have been consubstantial in AI. Systems having some of these skills are recognised as AI without further information about the techniques or the particular tasks the elements are applied to, in the same way we do for non-human animals. This is actually the true core of facet F1.

But skills and abilities can only be characterised by looking at facets F3, F4 and F5. For instance, having n different systems for navigating n different buildings would not convince us that AI systems today have very good navigation skills (F3, generality). They would just be narrow systems not really having the skill. Similarly, the system might actually be controlled by many subsystems on the Internet, using real-time data from sensors around the building and even from the devices the humans in the building are using (F4, location). Finally, it is not the same to physically navigate a
real building than a virtual scenario (F5, embodiment).

In fact, we are heading towards the direction of AI services instead of AI systems, which is typically known as cognition as a service [Sohrer and Banavar, 2015]. In cognitive services research, the focus is on bringing down the overall cost and increasing general performance. However, certain considerations must be taken into account, especially in the context of automation [Frey and Osborne, 2017; Brynjolfsson and Mitchell, 2017]. For example, what is the difference between full automation and efficient semi-automation? Furthermore, the blurred line between work contributed by AI systems and humans makes it even harder to differentiate how performance can be attributed realistically. Also, some tasks can be finally automated in ways where AI plays a secondary role, by changes in the logical or physical configuration. For instance, an intelligent robot can be helped by a proper design of the body, usually referred to as morphological intelligence [Winfield, 2017].

Interestingly, the phenomenon of AI being more powerful because of the use of human data or human computation is mirrored by the extended mind [Clark and Chalmers, 1998]. The human mind is viewed as incorporating all of its mind tools, from pen and paper to cognitive assistants. The contours of where the human mind ends, and whether the surrounding tools and devices are included, is also important to determine where the AI system ends too, and who really provides the services. Hence, the facets F3 to F5 will become more relevant and sophisticated in the future. Perhaps instead of autonomy, we will need to trace how much each part contributes to the whole ability of the whole system or service.

Finally, as we mentioned above, the four last facets have a more methodological stance. For instance, it seems irrelevant what paradigm from facet F6 is most important at the moment. For instance, arcade games (such as the Atari ALE benchmark) can now be played with relatively good performance using deep reinforcement learning [Mnih et al., 2015], evolutionary programming [Kelly and Heywood, 2017] or neuroevolution [Hausknecht et al., 2014]. However, if it is the case that more and more AI systems are using continuous, gradient-descent, approaches rather than more discrete, combinatorial, approaches, this may have an impact on the contours with neighbouring disciplines. AI would be clashing more often with algebra, optimisation and statistics (or even physics), and would be pulled away from the traditional logic and discrete mathematics (or even evolution). Similarly, whether approaches are more empirical or theoretical, according to facet F8, is not necessarily a reason to be considered more or less AI, but can still affect the perception of the field, and the boundaries with some other disciplines.

Facets F7 (actors) and F9 (nature) are related, as it is mostly academia that cares for scientific and philosophical questions about AI. If we look at Figure 6 again, all actors will be interested in building systems and services that cover the intelligence landscape for an increasing number of applications, considering AI as a technology and focusing on engineering. But it is mostly (or only) academia which is interested in what the intelligence landscape looks like, the evaluation of where systems are located in this space and what the implications are while covering this landscape. These and some other areas will have to be prioritised by academia (and government funding) in order to have more vision and governance within the field of AI.

6 Conclusion

Artificial intelligence, as any other scientific discipline, is partly a social phenomenon, and its definition and contour are highly influenced by its actors and stakeholders. We will always need to track and update the field in many ways, from the use of self-reported questionnaires8 to data from the venues and news related to AI.

In this paper, we presented a series of facets and associated edges to analyse the historical evolution of AI, and gathered some insight into its future. The data of venues and AI repositories were useful for quantitative analyses. Moreover, the data and the mapping between tags and categories are publicly provided so that others can apply the same faceted framework to other sources of data about AI. Finally, the facets represent a framework to discuss, in a more qualitative way, the past, present and future of AI, and its relation to other disciplines.

Acknowledgements

We thank the support from the Leverhulme Trust via the Leverhulme Centre for the Future of Intelligence (CFI). F. Martínez-Plumed was supported by INCIBE (Ayudas para la excelencia de los equipos de investigación avanzada en ciberseguridad). J. H-Orallo received a Salvador de Madariaga grant (PRX17/00467) from the Spanish MECID for a research stay at the CFI, Cambridge, and a BEST grant (BEST/2017/045) from the GVA for another research stay at the CFI. This work was also supported by the EU (FEDER), and the Spanish MINECO under grant TIN 2015-69175-C4-1-R and the Generalitat Valenciana PROMETEOII/2015/013.

References


8For example, [Müller and Bostrom, ] or http://agisi.org/Survey.intelligence.html.