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Abstract
Data present in a wide array of platforms that are
part of today’s information systems lies at the foun-
dation of many decision making processes, as we
have now come to depend on social media, videos,
news, forums, chats, ads, maps, and many other
data sources for our daily lives. In this article, we
first discuss how such data sources are involved in
threats to systems’ integrity, and then how they can
be leveraged along with knowledge-based tools to
tackle a set of challenges in the cybersecurity do-
main. Finally, we present a brief discussion of
our roadmap for research and development in the
near future to address the set of ever-evolving cy-
ber threats that our systems face every day.

1 Introduction
Ever since the onset of the so-called “Information Age”, data
present in a wide range of platforms has played an impor-
tant role in much of the global population’s decision making
processes. One important example of such platforms is so-
cial media, which empowers users to share information and
knowledge in a quick and simple way. People increasingly
get information and news from social media, and base their
daily activities on what they find there. A particularly sensi-
tive domain in which data analysis is playing an increasingly
important part is cybersecurity, which is generally loosely de-
fined as the set of practices designed to defend computer sys-
tems from “malicious” attacks—here, malicious refers to the
point of view of the systems’ owners or administrators.

The rest of this article is organized into three parts:
first, we discuss a set of challenges faced by cybersecurity
practitioners—given the ever-evolving landscape of threats
to computer systems worldwide, we do not aim for this list
to be complete; second, we briefly mention several AI-based
tools that in our opinion can be used as building blocks to-
wards effective approaches to address these challenges; fi-
nally, we provide a discussion of our roadmap for combining
data-driven and knowledge-based AI theory and practice in
the near future, and briefly present some ideas already being
developed in this direction.

In the following, we provide brief discussions on various
topics that are relevant to tackling real-world cybersecurity

problems; given the lack of space and forum in which this
work is presented (IJCAI Early Career Spotlight), we gener-
ally give references to our own work and refer the interested
readers to references therein.

2 Modern Cybersecurity Challenges
In this broad discussion of challenges related to cybersecu-
rity, we take the broad stance that issues related to malicious
social interactions and manipulation of information or views
is to some degree related to the pursuit of the integrity of in-
formation systems—a proper discussion of this stance is out-
side the scope of this paper, but pondering the effects of such
threats in the daily lives of the majority of the world’s popu-
lation should suffice to consider this view to be reasonable.

We will divide the discussion into two parts: in the first
we describe areas in which we have carried out research and
development towards addressing some challenge; then, we
briefly mention other relevant areas and problems.

Cyber Attribution. Finding who is responsible for a cy-
ber attack (or any cyber event of interest) is commonly re-
ferred to as attribution. This process presents several unique
problems—chief among them are that the technical artifacts
produced by cyber attacks are difficult to understand, and it
is easy (and quite useful) for a malicious actor to carry out
actions designed to deceive their opponents. See [Nunes et
al., 2018b] for a discussion of several AI-based approaches
towards solving this family of problems.

Predicting Specific Attacks. This refers to evidence-based
predictions that certain software products, platforms, or ven-
dors are at risk of being the target of a cyber attack. In [Nunes
et al., 2018a] and [Almukaynizi et al., 2018] we inspect dis-
cussions by hackers in forums and marketplaces in the Deep
Web towards this end, leveraging information present in the
National Vulnerability Database (NVD)1.

Adversarial Deduplication. The classical problem in the
Databases literature of deciding that multiple virtual objects
(such as tuples in a personnel table) actually map to the same
real-world entity is called deduplication or entity resolution.
This problem has been effectively addressed and solved for
many real-world cases, with the underlying assumption that
the situation arose due to involuntary errors such as typos,

1https://nvd.nist.gov/
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imperfect OCR, or as the result of data integration efforts.
However, in most cybersecurity scenarios, this kind of map-
ping arises as the result of malicious intentions—consider for
example the hackers behind the accounts used in the previ-
ous paragraph, who wish to remain anonymous and might
decide to create multiple accounts to escape law enforcement.
In [Paredes et al., 2018b] we take some first steps towards ap-
plying machine learning classifiers to text obtained from the
same kind of posts described above. In [Paredes et al., 2018a]
and Section 4 we discuss how such basic tools can be lever-
aged in the (semi-)automatic derivation of hypotheses to help
security analysts in their tasks.

Managing Information Flow. There are many conse-
quences that arise from the fact that there are now many
different ways in which information flows virtually freely
among people and organizations—most of the problems in
the next category are rooted precisely in this cause. Ad-
equately managing and reasoning about the processes by
which information finds its way from one actor to another
is therefore a fundamental tool. In [Gallo et al., 2017] we
present the concept of Network Knowledge Bases (NKBs),
which is a model based on multi-layer complex networks that
allows to represent the individual beliefs of each node, as well
as multiple attributes of nodes and their relations. The NKB
model is designed to represent information from multiple so-
cial platforms in a single structure, and thus holds all neces-
sary information to address problems related to the manage-
ment of information flow.

Other Challenges
There are many other challenges related to cybersecurity that
have been addressed with AI tools—both Machine Learn-
ing and Knowledge Representation-based—that we only have
space to briefly mention here; the following discussion is thus
only a sample and not meant to be complete.

Consider the task of prioritizing patching activities; this
is very important since many cyber attacks are successfully
carried out by exploiting publicly known vulnerabilities (that
can be found, for instance, in the NVD) and for which patches
have already been developed—one salient example of this is
the Heartbleed bug, which affected specific versions of the
OpenSSL cryptography library used in many implementa-
tions of the TLS protocol (used in many forms of secure com-
munications, such as Web browsing). Since enterprise sys-
tems typically consist of hundreds of subsystems, and there
is no “one button solution” to apply all patches, prioritizing
the to-do list of patches in a way that reflects real threats is
the basis of minimizing unnecessary risk.

Another high-impact task is identifying bots/botnets, which
are autonomous systems that can range from simple scripts to
sophisticated intelligent agents and play a major role in many
cyber activities such as stock market trading, customer care,
and of course social media platforms. Deciding whether or
not an online user is being controlled by a person or a bot is
essential to deterring or hindering malicious activities (more
on this below). Botnets are networks of bots organized to-
wards achieving a specific goal, such as stealing CPU cycles
from infected hosts to carry out cryptocurrency mining activ-
ities, or disseminate fake news.

Sometimes related to bots and adversarial deduplication,
sock puppets are identities used in service of online decep-
tion, such as business promotion or favorable reviews. They
can be effectively used, for instance, to cause people to be-
lieve that certain information is true (related to fake news and
manipulated discussions, described below), believe that cer-
tain candidates or views have a larger following, or to avoid
restrictions such as bans due to improper behavior. A partic-
ular use of sock puppets is called Sybil attack; in this kind
of malicious interaction, an attacker creates multiple identi-
ties to achieve greater influence and mislead the reputation
system of a peer-to-peer network.

It is hard to overestimate the importance of fake news; the
events surrounding the US, Argentine, and Brazilian pres-
idential elections, as well as the Brexit vote in the UK—
between 2015 and 2018—uncovered the vulnerability of
modern society’s psyche. Since then, the propagation of false
(or twisted versions of the facts) through social media de-
signed to favor a certain candidate/outcome in an election has
proved effective throughout the globe. This practice is now
commonly referred to as fake news, and is part of the greater
post truth phenomenon, in which the actual degree of truth
behind pieces of information has lost importance. Detecting
and curtailing such practices is another cornerstone of pre-
serving the (data) integrity of information systems.

Finally, other forms of manipulation may involve actions
taken towards manipulating people or online discussions that
take other forms not mentioned above, such as phishing, so-
cial engineering, trolling, or other kinds of bullying. Having
proper systems in place to detect, deter, or otherwise avoid
this kind of behavior is instrumental in preserving the overall
integrity of our systems.

3 AI Tools for Cybersecurity
We now present a set of building blocks that in our view will
be fundamental in the development of effective approaches
in the cybersecurity realm. Since work involving these tools
often combine more than one, we will briefly present each
and then discuss how they have already been used towards
solving specific problems.

3.1 Building Blocks
Argumentation. This area of study seeks to model
decision-making and reasoning based on the way humans
carry out the process (when done in an organized and
effective way, such as in legal trials) [Rahwan et al.,
2009]. Approaches are essentially divided into abstract and
structured—in the former, arguments are indivisible elements
and only the relations among them are modeled (such as at-
tack and support); on the other hand, in the latter arguments
are sets of elements that can be analyzed, and relationships
between them can arise from relationships between specific
elements (such as one conclusion attacking another). Struc-
tured argumentation-based reasoning has, among others, two
main strengths: it can be easily integrated into human-in-the-
loop systems (where human users can intervene in different
ways, such as detecting and removing erroneous information
sources, cf. Section 4) and results are accompanied by struc-
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tures (such as dialectical trees) that can be used in the deriva-
tion of explanations to support conclusions.

Extended Logic-based Languages. There have been many
developments in this direction; one of the most signifi-
cant for reasoning about unknown objects (i.e., through so-
called value invention) in a flexible and scalable manner is
Datalog+/– [Calı̀ et al., 2012; Simari et al., 2017], a family of
ontological languages that arose from the Databases commu-
nity as a more powerful (and, to some, readable) alternative to
Description Logics. Since its initial development, there have
been several extensions (discussed below) incorporating dif-
ferent capabilities that enhance its expressive power (such as
preferences, probabilities, and temporal reasoning).

Preferences. Reasoning about how certain types of objects
(such as query answers, domain elements, cyber threats, etc.)
can be ordered is a fundamental capability when solving cer-
tain kinds of problems. One of the main computational hur-
dles to overcome in this domain is that the number of ways in
which n objects can be ordered is n!, and the factorial func-
tion grows faster than any exponential (with a constant base).
However, significant progress has been made towards incor-
porating this capability into practical tools.

Inconsistency Tolerance and Belief Revision. It is very
common for databases and inferences made from richer
knowledge bases to fail to preserve logical consistency; this
happens because data integrity may not be actively enforced,
as the result of data integration, or any number of other pos-
sible reasons. However, simply throwing out any data that
is involved in some form of conflict is not recommended,
so many inconsistency-tolerant semantics have been devel-
oped to both perform query answering or data cleaning. Be-
lief Revision is an area of study that is closely related to this
effort, in which the main problem studied is how an “epis-
temic input”—a piece of information posed as a potential ad-
dition to a knowledge base—should be incorporated (or not).
Clearly, both efforts play a central role in dealing with con-
stantly evolving data streams that are very likely to contain
inconsistencies and can also be designed to be deceptive.

Reasoning about Networked Data. Closely related to the
challenge discussed in the previous section regarding man-
aging information flow, tools developed to support reason-
ing about networks is crucial in addressing many real-world
problems. This involves effectively representing rich inter-
connected heterogenous information, modeling (and manipu-
lating) cascades, node centrality, among other issues that in-
corporate others already appearing on this list, such as uncer-
tainty, temporal reasoning, and computational tractability.

Data-driven Models. Machine Learning-based tools have
recently received much attention due to their success in tack-
ling certain real-world problems such as image classification,
game playing, and natural language understanding. Though
their success has certainly been impressive, we believe that
they only represent a piece of the bigger picture, in much the
same way that purely logic-based approaches will never be
able to solve complex problems on their own. Below we dis-
cuss several successes in the general endeavor of combining

developments born out of two often conflicting views of how
AI should be developed.

3.2 Towards AI & Cybersecurity
Work mostly done in the past decade or so using these “ba-
sic” building blocks (actually, entire areas of study) with di-
rect or indirect applications to cybersecurity include efforts
to model cyber attribution problems with probabilistic argu-
mentation [Shakarian et al., 2015; Nunes et al., 2016], belief
revision operations with this model [Shakarian et al., 2016],
and predicting at-risk systems using hybrid structured argu-
mentation and data-driven tools [Nunes et al., 2018a].

Much work has also been carried out with respect to
extending ontology languages for reasoning under uncer-
tainty, such as [Lukasiewicz et al., 2012a; Gottlob et al.,
2013], incorporating preferences [Lukasiewicz et al., 2013],
and inconsistency-tolerance [Lukasiewicz et al., 2012b;
Lukasiewicz et al., 2015], Other logic-based tools include ef-
fectively using deception for cyber defense using probabilis-
tic logic [Jajodia et al., 2017], logic programming formalisms
to model multiple complex cascades in networks [Shakarian
et al., 2013], probabilistic temporal reasoning [Shakarian et
al., 2011] that was later applied to predict enterprise-targeted
cyber attacks [Almukaynizi et al., 2018], and flexible mod-
els to represent and tractably reason with probabilistic prefer-
ences [Lukasiewicz et al., 2014; Lukasiewicz et al., 2016].

Finally, other works we can mention here are Inconsistency
Management Policies (IMPs) [Martinez et al., 2014], Be-
lief Revision operators in NKBs [Gallo et al., 2017], graph-
theoretic models for defending moving targets [Dickerson et
al., 2010], and logic-based formalisms for reasoning about
degrees of fulfillment [Simari et al., 2008] (which could be
used, for instance, to determine degrees of compliance to se-
curity policies).

There is clearly much more work to be done; we refer the
interested reader to a recent overview in this same forum of
how many of these approaches can be leveraged in the devel-
opment of decision-support systems [Martinez, 2017].

4 Discussion and Outlook
Even though the AI & Cybersecurity literature has seen an
explosion of developments in recent years, as observed in the
works mentioned in the previous two sections (and references
therein), many of the successes have been “one-off” efforts
towards solving specific problems. In this section, we provide
an overview of an approach that we believe can be used to in-
corporate such individual successes towards next-generation
systems that provide effective decision support in cybersecu-
rity domains. The ideas presented here are summarized from
recently developed work (currently under review).

Consider the setup described in Figure 1, where we have
a bipartite knowledge base comprised of: (i) An Ontologi-
cal KB, which contains both basic data that is ingested from
multiple, constantly updated, information sources such as so-
cial media platforms, Dark and Deep Web sources, news sites,
NVD, etc., as well as logic-based rules that encode the knowl-
edge available about the domain in question. Datalog+/– is a
natural candidate to be used as the basis in the design of a lan-
guage for this module. (ii) A Network KB/Diffusion Model,
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expert(malware): [0.8,0.9]

dangerous(spora): [0.5,1]

dangerous(spora):[0.6,1] dangerous(spora):[0.85,1]

expert(malware): [0.8,0.9]

dangerous(spora): [0.5,1]

Ontological KB: The bottom layer contains 
data about users, their online activities (posts, 
likes, etc.), software, malware, and vulnerabili-
ties. Each subsequent layer incorporates the 
results of applying rules to derive new facts and 
hypotheses.

Rule application/Human-in-the-Loop 
processing: Human analysts oversee the results 
of applying logical rules, allowing for “what-if” 
reasoning and taking course-correcting actions 
such as removing outdated sources or erroneous 
information.

14393.2580

Network KB/Diffusion Model: Data 
regarding users and their features (beliefs, 
capabilities, etc.) is maintained in a separate 
Network KB. Additionally, a diffusion model 
allows for reasoning about how information 
flows throughout the network(s).

Figure 1: A framework to support semi-automated reasoning processes that combine ontological reasoning, network diffusion models, and
HITL processing (not shown: multiple data sources that are constantly being updated). Value invention in ontology languages like Datalog+/–
allows to pose hypotheses based on information that is currently available, which can then be updated as new information arrives.

which contains information regarding actors of interest, how
they are related to each other, and rules that model informa-
tion diffusion processes. The work of [Shakarian et al., 2013]
has the necessary requirements to be used in this module.

There is interaction between both parts since the ontologi-
cal KB can use the information in the network KB to derive
new knowledge. The crucial capability of value invention—
inferring the existence of an object with certain characteris-
tics without having explicit knowledge of an object that fits
the bill—boasted by ontology languages is crucial in what
we call automatic generation of hypotheses. For example, if
we are observing posts on hacker forums mentioning a spe-
cific vulnerability X (mentioned using a CVE number and
thus linked to other info in the NVD), and others requesting
to purchase an exploit for this same vulnerability, we can infer
the existence of both an actor wishing to carry out an attack
on software Y with vulnerability X , and a potential victim
whose systems infrastructure includes software Y .

Implementing such a system involves overcoming several
formidable hurdles, including: (i) Data and knowledge engi-
neering: Domain experts and automatic tools are required in
order to derive ontological and diffusion rules. It is thus nec-
essary to acquire adequate datasets and experts that are famil-
iar with the specific problem or set of problems being tack-
led. (ii) Data and knowledge integration: Data inputs come
from different sources, and they must be integrated in a com-
mon schema; though this is a classical problem in Databases

and Ontology-mediated Query Answering, for which many
tools have been developed, addressing it in combination with
the following point makes it especially difficult to overcome
effectively in this kind of domain. (iii) Stream reasoning:
The reasoning tasks necessary for solving problems in cy-
bersecurity domains use large amounts of frequently updated
data that often cannot be stored at once, leading to problems
similar to classical view maintenance or stream processing in
Databases but with an additional reasoning layer; this is com-
monly known as stream reasoning. The main challenge lies in
striking an adequate balance between the computational com-
plexity of the tasks in the reasoning layer and the frequency
with which updates must be handled. (iv) Decidability and
tractability: Adding expressive power to ontology languages
can quickly make them intractable or undecidable; however,
it is possible to set constraints to rein in this power—this is the
main idea behind the Datalog+/– family (“+” for expressive
power and “–” for constraints). Since our approach requires
extended reasoning algorithms that are more general than the
classical ones such as the chase, we can expect to have at
least the same kind of problems as the ones mentioned above.
Thus, we must study conditions that either guarantee tractable
complexity or obtain good approximations. Finally, the kind
of interactions allowed between the Ontological and Network
KBs are key in this task.

This roadmap will guide our medium-term R&D agenda
towards developing hybrid KR-ML tools for cybersecurity.
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