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Abstract

Continual learning systems can adapt to new tasks,
changes in data distributions, and new information
that becomes incrementally available over time.
The key challenge for such systems is how to mit-
igate catastrophic forgetting, i.e., how to prevent
the loss of previously learned knowledge when new
tasks need to be solved. In our research, we inves-
tigate self-organizing incremental neural networks
(SOINN) for continual learning from both station-
ary and non-stationary data. We have developed a
new algorithm, SOINN+, that learns to forget irrel-
evant nodes and edges and is robust to noise.

1 Introduction

Continual learning (or lifelong learning) denotes the field
of machine learning that focuses on computational systems
capable of adapting to new tasks and learning from data
that become incrementally available over time [Parisi et al.,
2019]. A key characteristic of such systems is the abil-
ity to acquire new information without compromising previ-
ously learned knowledge, i.e., without catastrophic forgetting
[McCloskey and Cohen, 1989], which is a major challenge
even for state-of-the-art deep neural networks. Connection-
ist systems have to be sufficiently plastic to adapt to new in-
put from non-stationary distributions, but on the other hand,
too much adaptability can entail a loss of previously learned
knowledge. This trade-off is known as the stability-plasticity
dilemma [Ditzler et al., 2015].

Humans are lifelong learners because they learn incremen-
tally by fine-tuning their knowledge without completely for-
getting consolidated knowledge. One of the hallmarks of hu-
man intelligence is the ability to use knowledge from one do-
main to solve problems in another domain in a process called
transfer learning. By contrast, models based on neural net-
works are usually geared towards one specific task, for exam-
ple, supervised learning from images with an a priori known
number of classes. Such models cannot easily be extended to
accommodate new classes, or to adapt to concept drifts due to
changes in the underlying data distributions, let alone apply
their knowledge to solve entirely new tasks.

2 Research Background

Continual learning represents a grand challenge for machine
learning. One approach to mitigating catastrophic forgetting
is a complete retraining from scratch; however, this approach
is inefficient or even impossible for big data streams, or when
the old training data are no longer available for rehearsal. In
our research, we focus on self-organizing incremental neural
networks (SOINN) [Shen and Hasegawa, 2006], which en-
compass a family of neural networks that learn a topological
mapping of the input data by competitive Hebbian learning.
SOINN have been used for a variety of tasks, including clus-
tering [Shen and Hasegawa, 2006], classification [Shen and
Hasegawa, 2008], and various applications in robotics [Okada
et al., 2010]. These studies have shown that SOINN can adapt
well to changes in the data distributions without detrimentally
affecting existing network structures.

3 Research Problem

Our research focuses on designing and implementing self-
organizing incremental neural networks for learning from
both stationary and non-stationary data. We consider applica-
tions where the data volume is too large for explicit storage,
so each training case can be processed only once. In SOINN,
a new training case is either merged with an existing node
or added as a new node, depending on a similarity measure.
Effective capacity control becomes an issue when SOINN is
presented with training cases from new classes because these
cases tend to be dissimilar to existing nodes and are there-
fore added as new nodes. Current SOINN address this prob-
lem by deleting nodes and edges at fixed, user-defined in-
tervals; however, this approach entails an unnatural network
evolution, where batches of nodes are deleted periodically.
“Forgetting” is not an intrinsic part of the learning process in
current SOINN. Another problem is how similarity between
nodes and new training cases is measured. Current SOINN
use the Euclidean distance, which is not suitable for high-
dimensional feature spaces. Finally, it is unclear if (and how)
SOINN can be used for transfer learning, and how we can
effectively measure performance across different application
domains. Our research will address these open problems.
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Figure 1: Training set of 9000 cases from two different classes (blue
and green dots) and 1000 instances of noise (red dots).

4 Research Contributions
We are currently working on a novel self-organizing incre-
mental neural network, called SOINN+, that addresses sev-
eral shortcomings of previous SOINN. Our method inher-
its some of the properties of the one-layer adjusted SOINN
[Shen and Hasegawa, 2008]. However, SOINN+ is funda-
mentally different with respect to how nodes and edges are
deleted. We consider the deletion of nodes as an intrinsic part
of the learning process. To achieve this goal, we developed
two new concepts: (1) the trustworthiness of a node reflects
our degree of belief that a node represents a true signal and
not noise; and (2) the (un)utility of a node, which is a measure
of its (ir)relevance for the learning task at hand. Nodes that
become untrustworthy or no longer useful are candidates for
deletion. SOINN+ constantly monitors the state of its nodes
and edges and then deletes them as necessary. As a result,
SOINN+ becomes more resilient to noise and “learns to for-
get” more gracefully.

To illustrate the topological mapping by SOINN+, Figure 1
shows a training set of 4500 bivariate positive cases (blue
dots), with X+, Y+ ∼ N (50, 10) and 4500 bivariate neg-
ative cases (green dots), with X−, Y− ∼ N (100, 10), plus
1000 cases of uniformly distributed noise (red dots). Fig-
ure 2 shows the resulting SOINN+ network after processing
all 10 000 input cases. The final network consists of 128
nodes. The two unconnected nodes are noise and candidates
for deletion when the training continues with new data.

The network in Figure 2 is a compact representation of
the training data. It can be used for clustering and classifi-
cation of new training cases. We are currently working on
a nearest-neighbor classifier that uses the nodes as candidate
prototypes. Our ongoing research has shown that SOINN+
can accommodate new classes without catastrophically inter-
fering with the existing network structure.

5 Future Work
In our future work, we will investigate how our method can
be improved. An open problem is the measure of similarity
between new input cases and nodes. The network in Fig-

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150

0

10

20

30

40

50

60

70

80

90

100

x

y

Figure 2: SOINN+ network with 125 nodes after processing the
training data in Figure 1.

ure 2 is based on the Euclidean distance, which is appropri-
ate for this example data set, but it is not suitable for high-
dimensional data. Our next step is to investigate different
distance metrics, notably the fractional distance, and analyze
streams of high-dimensional data. Another goal is to extend
the network by adding additional layers for the topological
mapping, where each layer learns to represent a different hi-
erarchical level of abstraction, similar to deep convolutional
neural networks. As another direction for future work, we
will investigate whether these extensions to SOINN+ can fa-
ciliate transfer learning.
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