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Abstract
Recent advances cast the entity-relation extraction
to a multi-turn question answering (QA) task and
provide an effective solution based on the machine
reading comprehension (MRC) models. However,
they use a single question to characterize the mean-
ing of entities and relations, which is intuitively
not enough because of the variety of context se-
mantics. Meanwhile, existing models enumer-
ate all relation types to generate questions, which
is inefficient and easily leads to confusing ques-
tions. In this paper, we improve the existing MRC-
based entity-relation extraction model through di-
verse question answering. First, a diversity ques-
tion answering mechanism is introduced to detect
entity spans and two answering selection strategies
are designed to integrate different answers. Then,
we propose to predict a subset of potential relations
and filter out irrelevant ones to generate questions
effectively. Finally, entity and relation extractions
are integrated in an end-to-end way and optimized
through joint learning. Experiment results show
that the proposed method significantly outperforms
baseline models, which improves the relation F1
to 62.1% (+1.9%) on ACE05 and 71.9% (+3.0%)
on CoNLL04. Our implementation is available at
https://github.com/TanyaZhao/MRC4ERE.

1 Introduction
Identifying entity mentions and their relations from unstruc-
tured texts is a fundamental and challenging task in informa-
tion extraction, which has received growing interests recently.
Given an input context, the task aims to recognize the entity
spans and detect the relations between every head and tail en-
tity pairs, i.e.,(New York, PART-WHOLE, U.S.).

Existing advances in entity-relation extraction fall into two
groups: pipeline approaches and joint approaches. Tradi-
tional methods employ a pipelined structure which divides
the task into two sub-tasks, recognizing entity spans and pre-
dicting relations of any entity pairs. The limitation of these
∗Work done during an internship at Tencent.
†Corresponding Author.

So far U.S. soldiers have discovered nearly $600 million hidden around Baghdad .

soldiers BaghdadU.S.
PER GPEGPE

ORF-AFF PHYS

Step 1: Head Entity Extraction

Q1: Find people mentioned in the text.     A1: soldiers.
Q2: Find organizations mentioned in the text.    A2: NONE
Q3: Find geo-political entities mentioned in the text.    A3: U.S. , Baghdad
Q4: Find facilities mentioned in the text.    A4: NONE

……
Step 2: Relation Prediction

Universal Relation Set: {ORF-AFF, ART, PHYS, GEN-AFF, PAER-WHOLE, PER-SOC}
Candidate Relation Set: : {ORF-AFF, PHYS}

Step 3: Tail Entity Extraction

Q1: Find geo-political entities that soldiers is employed.    A1: U.S.
Q2: Find geo-political entities which are invested by soldiers.    A2: NONE
Q3: Find geo-political entities  near soldiers.    A2: Baghdad

Figure 1: An illustration of the entity-relation extraction of the pro-
posed MRC-based framework.

approaches is obvious - they neglect the potential interactions
of the sub-tasks and may suffer from error propagation. Joint
approaches integrate entity extraction and relation extraction
into a unified model. Various mechanisms for joint learn-
ing have been explored, such as parameters sharing [Katiyar
and Cardie, 2017], global normalization [Zhang et al., 2017]
and joint type decoding [Sun et al., 2019]. They treat rela-
tion extraction as a multi-classification task and use multi-
classification models to predict the relation of each pair of
entities. However, as stated in [Zeng et al., 2018], these mod-
els capture only the features based on the input contexts and
the entity pairs, which are insufficient to extract all lexical
and semantic information.

Recently, with the boost of machine reading comprehen-
sion (MRC), several works propose to address entity-relation
extraction task with MRC-based method. Levy et al. [2017]
firstly reduce relation extraction to the problem of answer-
ing simple questions. Later, Li et al. [2019a] improve the
framework and propose to transform entity-relation extrac-
tion into a multi-turn question answering (QA) task. Their
method first detects head entities from the context by answer-
ing entity-specific questions using the machine reading com-
prehension model. Then, it goes through the universal rela-
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tion set to generate a relation-specific question based on the
head entity. Finally, tail entities are obtained by answering the
question, as shown in step 3 of Figure 1. Advantages of the
MRC-based framework are as follows. (1) The question pro-
vides external prior evidences, i.e.,entity and relation types.
(2) The MRC model can better capture the semantic informa-
tion based on the interaction between question and context.
Both above contribute to entity and relation extraction. In
this paper, we also focus on the MRC-based framework.

Although previous works for MRC-based entity-relation
extraction have achieved great success, these methods still
face two challenges. Intuitively, due to the variety of con-
text semantics, using just one question can not well charac-
terize the exact meaning of entities and relations. Meanwhile,
it easily leads to confusing questions. For example, the re-
lation ORG-AFF (organization-affiliation) contains a broad
sub-types, such as investor-shareholder, ownership, employ-
ment, etc. Consider the example in Figure 1, if we represent
ORG-AFF only with one question as in [Li et al., 2019b]:
Find geo-political entities which is invested by soldiers, it is
difficult for the MRC model to capture the meaning of em-
ployment in this case. Generally, multiple explanations can
make a complex problem clearer. Therefore, it is necessary
to introduce diverse questions to better formalize entities and
relations. Second, existing work needs to enumerate all rela-
tion types when generating relation-specific questions. That
would lead to a large set of question samples. In addition,
most of the questions are negative samples and thus result in
a serious bias issue and make the extraction less inefficient.

In this paper, we present a novel end-to-end solution to en-
hance the existing MRC-based entity-relation extraction. To
address the first issue, we design a diverse question answer-
ing (DQA) mechanism. It exploits multiple simple questions
to extract corresponding answers successively. Then, an an-
swer ensemble strategy based on weighted voting is proposed
to combine the different answers. As for the second issue, we
present to conduct relation prediction (RP) as a prior to obtain
a subset of most relevant relations and filter out the useless
ones. Hence, questions can be generated effectively based on
the relevant relations, rather than traversing the entire set of
relations exhaustively, as shown in step 2 of Figure 1. Addi-
tionally, to better capture the inherent interaction among the
proposed procedures, we combine all the components into an
end-to-end structure and optimize the model jointly. Exten-
sive experiments on ACE05 and CoNLL04 datasets demon-
strate the effectiveness of the proposed method. To summa-
rize, the main contributions of this work are:

• We design a diverse question answering mechanism to
better characterize entities and relations, and obtain the
proper answer based on the answer ensemble strategy.

• We propose to apply relation prediction to select most
potential relations and filter out irrelevant ones so as to
generate relation questions in an effective way.

• By training jointly, the proposed method significantly
outperforms the baseline models on both ACE05 and
CoNLL04 datasets, which well demonstrates its effec-
tiveness.

2 Related Work
This work relates to three lines of research: relation ex-
traction, machine reading comprehension (MRC) and MRC-
based methods for NLP tasks.

2.1 Relation Extraction
Traditional works on relation extraction (RE) adopt pipelined
methods that recognize entities first and then predict their re-
lations [Miwa et al., 2009; Chan and Roth, 2011; Lin et al.,
2016]. This separation makes the RE task easy to handle,
but ignores the inherent interaction between the sub-tasks and
is affected by error propagation. To alleviate this limitation,
later works propose to extract entities and relations jointly.
Earlier joint models are built on hand-crafted features or ex-
ternal parsers which and thus introduce additional complex-
ity. With the success of deep learning models, several neural-
network based methods have been presented to address this
issue. For example, Miwa et al. [2016] propose to extract
entities and relations with tree-structured BiLSTM based on
parameter sharing. Then Katiyar and Cardie [2017] replace
it with a attention-based network to better model the seman-
tic relations between entities. Later, Zeng et al. [2018] in-
troduce a seq2seq structure to generate entity-relation triples
naturally. However, as stated in [Sun et al., 2019], existing
joint models can predict entity spans correctly, but predict
their types less correctly. So far, to better tackle the joint
inference on entity types and relation types, the graph con-
volutional network is used in [Fu et al., 2019] and [Sun et
al., 2019]. Specifically, the proposed model predicts entities
and all corresponding relations jointly through a MRC-based
method in an end-to-end way.

2.2 Machine Reading Comprehension
In recent years, the boost of large-scale corpora [Rajpurkar et
al., 2016; Joshi et al., 2017; Dua et al., 2019] have led to the
rapid progress on machine reading comprehension. SQUAD
[Rajpurkar et al., 2016] is an extractive MRC benchmark
to detect the answer span from the context. A majority of
neural-based models tackle the task by predicting the start and
the end position of the answer based on the attention mech-
anism, such as BiDAF [Seo et al., 2017], QANet [Yu et al.,
2018] and SAN [Liu et al., 2018]. More recently, the work by
Hu et al. [2019] achieves excellent performance by enhancing
with the pre-trained contextual embeddings like BERT [De-
vlin et al., 2019]. However, these models are defective for
multi-answer-typed MRC. To address this issue, some exist-
ing works propose to validate the answerability of a question
first and then predict the candidate answers [Clark and Gard-
ner, 2017]. In this work, instead of extracting the start and
end position from context, we predict the answer boundary of
every token based on the BIOES tagging scheme. In this way,
multiple entity spans can be detected from the context.

2.3 MRC-based Methods for NLP Tasks
Recently, several attempts of addressing NLP tasks with
MRC-based methods have been made. For example, Levy et
al. [2017] firstly reduce the relation extraction to the problem
of reading comprehension and effectively generalize to zero-
shot scenarios. McCann et al. [2018] transform ten tasks,
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such as summarization, sentiment analysis and relation ex-
traction, into a question answering (QA) paradigm and pro-
pose to train all tasks jointly. Different from works above, Li
et al. [2019a] present a unified MRC framework and apply it
to named entity recognition problem. The latest work [Li et
al., 2019b] introduces a multi-turn QA formalization for en-
tity and relation extraction. Our work is significantly inspired
by [Li et al., 2019b], but enjoys new features as follows. First,
instead of using one question template for extraction, we con-
sider diverse questions to obtain answers from multiple per-
spectives. Second, during the question generation step, Li
et al.’s work traverses all relation types, while we manage to
select a subset of relations by filtering out the irrelevances.
Finally, we propose an answer ensemble strategy to select the
most proper answer. Together these new features improve the
extraction performance remarkably.

3 Method
In this section, we introduce each component of the proposed
method in detail. A key motivation behind this is that, gen-
erally different perspectives of descriptions can make a com-
plex problem clearer. And we find that exploiting different
questions helps to extract multiple answers. Additionally,
enumerating all relations for question generation is not only
costly but can also lead to confusing samples. Therefore, we
consider generating effective questions by predicting poten-
tial relations and filtering out irrelevant ones.

3.1 Problem Definition
Formally, denote E and R as the set of pre-defined en-
tity types and relation categories, respectively. Given an
input context with Nc tokens c = {c1, c2, . . . , cNc}, the
entity-relation extraction task aims to extract a set of en-
tities mentions e = {e1, e2, . . . , eM} with specific types
y = {y1, y2, . . . , yM}, and predict the relation rij for each
entity pair (ei, ej), where yi ∈ E and rij ∈ R. Triplets
such as (ei, rij , ej) are formulated as the output, where ei
is the head entity and ej is the tail entity, e.g.,(New York,
PART-WHOLE, U.S.).

In this work, we reduce the entity-relation extraction to
the problem of answering simple questions. Specifically, the
extraction of triplet (ei, rij , ej) is transformed into two QA
steps as follows. First, the head entity ei is detected from the
context by answering questions such as ”Find yi that men-
tioned in the text”. Then, relation rij is mapped to ques-
tions that are parameterized by ei, yj , and with ej as the an-
swer. For example, the relation PART-WHOLE corresponds
to questions like ”Find yj that ei geographically relates to”.
In this way, answer spans can be extracted from the context
based on the the MRC model.

Overall, the MRC-based entity-relation extraction consists
of three steps as follows.

(1) The head entity extraction step. As shown in Figure
2, we generate diverse questions for every entity type. Then,
each question is combined with the context and is fed into
the MRC-based entity extractor successively. After obtaining
corresponding answers, we select the final answer based on
the answer ensemble strategy. If no answer is detected, it
means this type of entity is not included in the context.

··· ···SEP

B  E  R  T

Entity Extraction

Answer Ensemble

S O O···

{ soldiers }

Context
So far U.S. soldiers have discovered 
nearly $600 million hidden around 

{ U.S. }

Relation Prediction

{ORG-AFF, PHYS}

Mean
Pooling

For ORG-AFF

Concatenation

Head Entity Tail Entity

CLS 𝑥"
#$ 𝑥%

#$ 𝑥&'
#$ 𝑥"( 𝑥%( 𝑥&)

(

Who is mentioned in the context?
Find people mentioned in the context?
Which words are person entities?Diverse
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q2

q3

Find geo-political entities to which soldiers belongs.
Find geo-political entities that is found by soldiers.
Find geo-political entities that soldiers is employed.
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q2

q3

···
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a2
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embedding
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Figure 2: The framework of the proposed MRC-based model for
entity-relation extraction. T questions are combined with the con-
text successively as the input of the BERT. Then, T answers are
generated and integrated to extract head entities using the answer
ensemble strategy. After that, the relation predictor is used to pre-
dict the relation prior. Finally, relation questions are generated for
tail entity extraction based on the head entities and predicted rela-
tions. The blue dotted lines indicate the relation extraction process.

(2) The relation prediction step. In this step, for each ex-
tracted head entity ei, we filter out the low probability rela-
tions irrelevant to ei and predict a potential subset Ri ∈ R
to keep the useful ones. In this way, most of the negative
samples can be discarded.

(3) The tail entity extraction. Given the extracted head en-
tity, we generate diverse relation-specific questions for each
relation rij ∈ Ri. Examples are shown in the left part of
Figure 2. Then, similar to the head entity extraction step,
the questions are integrated with the context and fed into the
MRC model to extract potential tail entity ej . Therefore,
the entity-relation extraction problem can effectively be ad-
dressed by the MRC-based framework.

3.2 BERT-based MRC model for Entity Extraction
BERT [Devlin et al., 2019] is known as a language represen-
tations built on the deep bidirectional transformers. It outper-
forms state-of-the-art models on a wide-range of NLP tasks,
including machine reading comprehension. We use the pre-
trained BERT as the main structure for the MRC model. As il-
lustrated in Figure 2, given a question q = {q1, q2, . . . , qNq}
and an context c = {c1, c2, . . . , cNc}, the input of the MRC
model are the concatenation as

x = [CLS, xq1, . . . , x
q
Nq
, SEP, xc1, . . . , x

c
Nc
, SEP], (1)
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where {xq1, . . . , x
q
Nq
} and {xc1, . . . , xcNc

} are the word piece
embeddings of the question Q and the context C, respec-
tively. CLS denotes a special token and SEP denotes a sep-
arator. Encoded by the multi-layer self-attention structure,
BERT outputs the contextual representation for each context
token as h = {h1, h2, . . . , hNc

}, hi ∈ Rdh , where dh de-
notes the dimension of the last hidden layer of BERT.

Then, considering that the context might have multiple an-
swers, we apply a softmax classification layer to the hidden
outputs h and predict the BIOES boundary labels. For each
input xi, the probability of the candidate BIOES label can be
calculated as

Pr(label = â|xi) = softmax(W b · hi + bb), (2)

where W b ∈ Rdh×db , bb ∈ Rdb are learned parameters,
db is the size of boundary label set B, and â denotes the
predicted boundary label. Consequently, candidate entities
e = {e1, e2, . . . , eM} can be extracted from the label se-
quence by identifying the boundaries.

3.3 Diverse Question Answering
Intuitively, explaining a problem from different perspectives
can make it more clear. As an inspiration, we generate a
group of questions for each entity and relation type based on
the pre-defined question templates. Questions within a group
share the same meanings but they are expressed in different
ways. For example, to identify the PER (person) entities in a
context, three questions with the same semantics but diverse
expressions can be generated as follows.
• q1: Who is mentioned in the context?
• q2: Find people mentioned in the context?
• q3: Which words are person entities?
Specifically, we use T questions as Q = {q1, q2, . . . , qT }

for entity extraction. As shown in Figure 2, T questions
are combined with the context c as the input to the MRC
model. Then T corresponding answers are obtained as A =
{a1,a2, . . . ,aT }, where at = {at1, at2, . . . , atNc} is the
boundary sequence obtained by the MRC model (Eq.2).
Answer Ensemble Strategy. To ensemble different an-
swers, we propose a weighted voting scheme to obtain the
proper answer dynamically. Consider wt as the weight for
each question qt ∈ Q, which is initialized as 1.0. At the end
of each training epoch, we calculate the F1 score ft for ques-
tion qt on the development set and update the weight wt as

wt = σ(ft) ∗ T, (3)
where σ(·) is the sigmoid function and ∗ is the element-wise
multiplication. Note that, the higher the F1 score, the higher
the weight. Hence, the weightwt showcases the quality of the
question qt. Based on the learned weight, the final ensemble
answer a? = {a?1, a?2, . . . , a?N} is obtained by weighted vot-
ing on the token-level. Specifically, the boundary label of the
i-th token is selected as

a?i = arg max
B

∑
t

wt · ati. (4)

To this end, the final extracted entities can be inferred based
on the ensemble answer a?.

3.4 Relation Prediction
Relation prediction aims to identify for each extracted head
entity ei, i ∈ {1, 2, . . . ,M} the set of most probable relation
typesRi ⊆ R. This is different from previous work [Li et al.,
2019b] which need to enumerate every relation type in R to
generate relation questions. We predict a prior relation types
for each head entity and thus those irrelevant relations will be
filtered out.

Specifically, denote hqti as the BERT contextual represen-
tation for the start token of the head entity ei, qt denotes the
t-th question, and xli the corresponding entity label embed-
ding, the input to the relation predictor is the concatenation
of ĥi and xli as

ĥi = avgt∈Th
qt
i

li = [ĥi, x
l
i],

(5)

where xli is initialized by random sampling and will be fine-
tuned during training. Then, this input is fed to a softmax
classifier to yield the probability for entity ei with each rela-
tion type rk ∈ R as

Pr(label = rk|ei) = σ(W r · li + br), (6)

where σ(·) is the sigmoid function, W r ∈ R(dh+dl)×|R|,
br ∈ R|R|, dl is the dimension of the entity label embedding
and |R| is the size of the relation set. The high score in the
classifier denotes the corresponding relation holds for entity
ei. Consider a confidence threshold δ, we keep any relation
label with a score exceeding δ. And those labels with scores
lower than δ will be discarded.

3.5 Joint Training
To train the model jointly, we optimize the combined objec-
tive function during training:

L = Lhead + Lrel + Ltail, (7)

where Lhead and Ltail denote the cross-entropy loss for head
entity and tail entity extraction, respectively. Lrel denotes the
binary cross-entropy loss over relation types for relation pre-
diction. The head and tail entity extractor are built on the
standard BERT model and share the parameters for training.
L is averaged over samples for each batch.

4 Experiment
In this section, we empirically demonstrate the effectiveness
of diverse question answering and relation prediction strate-
gies for MRC-based entity-relation extraction.

4.1 Datasets
We evaluate the proposed method on two widely-used bench-
marks for entity relation extaction: ACE05 and CoNLL04.

• ACE05 contains 7 entity types LOC, ORG, PER, GPE,
VEH, FAC, WEA and 6 relation types ORG-AFF,
PER-SOC, ART, PART-WHOLE, GEN-AFF, PHYS.
We adopt the same data splits as previous work [Miwa
and Bansal, 2016].
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Model Entity Relation
P R F1 P R F1

ACE05

[Li and Ji, 2014] 85.2 76.9 80.8 65.4 39.8 49.5
[Miwa and Bansal, 2016] 82.9 83.9 83.4 57.2 54.0 55.6
[Katiyar and Cardie, 2017] 84.0 81.3 82.6 55.5 51.8 53.6
[Zhang et al., 2017] - - 83.5 - - 57.5
[Sun et al., 2019] 83.9 83.2 83.6 64.9 55.1 59.6
[Li et al., 2019b]∗ 84.7 84.9 84.8 64.8 56.2 60.2
MRC4ERE 85.1 (±0.4) 84.2 (±0.2) 84.6 (±0.2) 57.8 (±0.3) 61.9 (±0.2) 59.8 (±0.2)
MRC4ERE++ 85.9 (±0.4) 85.2 (±0.3) 85.5 (±0.2) 62.0 (±0.4) 62.2 (±0.4) 62.1 (±0.2)

CoNLL04

[Miwa and Sasaki, 2014] 81.2 80.2 80.7 76.0 50.9 61.0
[Adel and Schütze, 2017] - - 82.1 - - 62.5
[Zhang et al., 2017] - - 85.6 - - 67.8
[Bekoulis et al., 2018] 83.8 84.1 83.9 63.8 60.4 62.0
[Li et al., 2019b]∗ 89.0 86.6 87.8 69.2 68.2 68.9
MRC4ERE 87.0 (± 0.2) 88.6 (± 0.3) 87.8 (± 0.1) 65.0 (± 0.2) 72.4 (± 0.3) 68.5 (± 0.2)
MRC4ERE++ 89.3 (± 0.2) 88.5 (± 0.5) 88.9 (± 0.3) 72.2 (± 0.4) 71.5 (± 0.3) 71.9 (± 0.2)

Table 1: Performance comparisons on ACE05 and CoNLL04. Here, we report the average result and the standard deviation (scores in brackets)
when re-training with 5 random seeds. MRC4ERE uses only one question for entity and relation extraction and enumerates universal relation
set to generate questions. MRC4ERE++ is the full model presented in Section 3 embedded with the diverse question answering and relation
prediction mechanisms. ∗ denotes baselines based on the MRC framework.

• CoNLL04 defines 4 entity types including LOC,
ORG, PER and Other and 5 relation categories as
Located-In, OrgBased-In, Live-In, Kill and
Work-For. We use the data split by Gupta et al.
[2016]. To tune hyperparameters, 20% of the training
set is selected as the development set.

4.2 Implementation Details
We adopt the BERTbase (cased) [Devlin et al., 2019] as the
MRC model for our experiments. We apply the BIOES tag-
ging scheme for boundary classification. The entity type em-
bedding is initialized randomly with a uniform distribution
and the size dl is set as 50. We generate 3 different ques-
tions with a simple natural language-based template for the
diverse question answering. The threshold δ for the relation
prediction is set as 0.3. During training, we use the early
stopping to avoid overfitting based on the performance on the
development set. For evaluation, precision (P), recall (R) and
micro-F1 score (F1) are used as metrics in our experiments.

4.3 Result and Analysis
Baselines. We consider the following strong baselines for
comparison. Model [Li and Ji, 2014] adopts an incremen-
tal beam-search framework to extract entities and relations.
Models [Miwa and Sasaki, 2014] and [Zhang et al., 2017]
treat relation extraction as a table-filling problem, the later en-
hance it with global optimization. Miwa and Bansal [2016]
present a tree-based LSTM to capture dependency informa-
tion. Models [Katiyar and Cardie, 2017] and [Adel and
Schütze, 2017] replace the tree structure with the attentional
LSTMs and the globally normalized CNNs, respectively.
Bekoulis et al. [2018] address the relation extraction task
with a multi-head selection model. Sun et al. [2019] explore
the graph convolutional network for entity relation extraction
Model [Li et al., 2019b] is MRC-based but uses one question
for extraction and enumerates all the relation types.

Experimental Results. Table 1 illustrates the performance
of the proposed method against previous state-of-the-arts
on ACE05 and CoNLL04 dataset. The first block of sub-
table lists the published results of previous models. As
shown in Table 1, MRC4ERE++ significantly outperforms
all the baselines for both entity and relation extraction on
the two datasets. Specifically, the relation F1 scores of
MRC4ERE++ advances the best model [Li et al., 2019b] by
+1.9% and +3.0% on ACE05 and CoNLL04, respectively.
Meanwhile, our method is stable with all F1 standard devia-
tions are no more than 0.3. We perform a significant test with
the best baseline suggesting that performance is statistically
significant (p < 0.05). We highlight the improvement ben-
efits from two scientific contributions: the diverse question
answering and the relation prediction, which enhance the for-
mation of MRC-based entity-relation extraction obviously. In
addition, the performance of MRC-based models is remark-
ably superior to non-MRC-based baselines, which verifies its
effectiveness. We consider the reasons are: (1) The ques-
tion provides important prior type information. (2) The MRC
model can better capture the interaction between the question
and the context based on the self-attention structure.

Ablation Study. We further study the effects of each pro-
posed components: the diverse question answering (DQA),
the relation prediction (PR) and the weighted voting strat-
egy. Results are listed in Table 2. Specifically, using di-
verse questions can significantly improve the relation F1
scores by +0.7% and +3.5% on the two datasets compar-
ing MRC4ERE + DQA with MRC4ERE. We consider that,
by asking diverse questions, the model can extract multi-
ple entities from different perspective. Meanwhile, under
the single question scenario, filtering out irrelevant rela-
tions increases the relation F1 from 59.8% to 60.4% on the
ACE05 (MRC4ERE + RP v.s. MRC4ERE). The perfor-
mance of this setting is comparable with the full model on
the CoNLL04. We attribute the results to that, the entity-
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Model Entity Relation
F1 ∆ F1 ∆

ACE05
MRC4ERE 84.6 59.8

+ DQA 85.7 +1.1 60.5 +0.7
+ RP 84.8 +0.2 60.4 +0.6
+ RP + OBQ 85.6 +1.0 61.5 +1.7

MRC4ERE++ 85.5 +0.9 62.1 +2.3

CoNLL04
MRC4ERE 87.8 68.5

+ DQA 88.3 +0.5 72.0 +3.5
+ RP 88.0 +0.2 69.0 +0.5
+ RP + OBQ 88.6 +0.8 71.7 +3.2

MRC4ERE++ 88.9 +1.1 71.9 +3.4

Table 2: Ablation Study on ACE05 and CoNLL04. MRC4ERE is
the simplified model with neither diverse question answering (DQA)
and relation prediction (RP) included. MRC4ERE + DQA adopts
DQA but without RP. MRC4ERE + RP uses RP but without DQA.
MRC4ERE + RP + OBQ replace the weighted voting answer en-
semble strategy by selecting answers corresponding to the one best
question with highest weight. MRC4ERE++ is the full model.

relation mapping is much simpler for CoNLL04 than ACE05,
e.g.,almost one-to-one mapping, and thus there would be
much less noise. Hence, the relation prediction mechanism
plays an essential role for complicated datasets. Furthermore,
with both DQA and RP integrated, MRC4ERE++ achieves
further +2.3% and +3.4% boosts for the relation F1 on the
two datasets. Finally, simply selecting the best answer is
not as effective as the proposed weighted voting strategy
(MRC4ERE + RP + OBQ v.s. MRC4ERE++). By vot-
ing dynamically, the model can integrate more confidential
answers, which is also crucial to entity-relation extraction.

4.4 Effects of Question Generating Template
Questions used in the full model are generated with a simple
natural language-based template. It is also possible to obtain
them using auto-generated pseudo-questions. Therefore, we
study the effects of the two question generation ways.

Specifically, we generated the entity-specific pseudo-
questions based on different descriptions of the entity type.
Examples for the person entity are (1) person; (2) en-
tity:person, (3) find person. The relation-specific pseudo-
questions are the combinations of head entity text, relation
type and tail entity type such as (1) soldier;organization-
affiliation;geo-political entity; (2) soldier;employment;geo-
political entity; (3) soldier;ownership;geo-political entity.

In Table 3, models using pseudo-questions are obviously
inferior to models using natural language. The reason is that
natural language can provide more semantic information. But
the pseudo-questions lack auxiliary words that contain struc-
tural information of entities so that it is difficult for models to
understand. However, by using diverse pseudo-questions, the
performance of MRC4ERE++P is improved and the results
are strongly competitive to model MRC4EREN that uses one
natural language question.

Model Entity Relation
P / R / F1 P / R / F1

[Li et al., 2019b]P 83.6 / 84.7 / 84.2 60.4 / 55.9 / 58.1
MRC4EREP 83.3 / 85.0 / 84.2 57.8 / 59.8 / 58.8
MRC4ERE++P 84.5 / 85.6 / 85.0 58.8 / 61.1 / 59.9

[Li et al., 2019b]N 84.7 / 84.9 / 84.8 64.8 / 56.2 / 60.2
MRC4EREN 85.4 / 84.2 / 84.7 57.8 / 61.9 / 60.0
MRC4ERE++N 85.9 / 85.2 / 85.5 62.0 / 62.2 / 62.1

Table 3: Comparison between models using natural language ques-
tions (N ) and models using pseudo-questions (P ) on ACE05.

Model Relation
P R F1

[Miwa and Bansal, 2016] 70.1 61.2 65.3
[Christopoulou et al., 2018] 69.7 59.5 64.2
[Sun et al., 2019] 68.7 65.4 67.0

MRC4ERE++ 67.7 70.1 68.7

Table 4: Relation Extraction results on ACE05 with golden entity.

4.5 Golden Entity Results on ACE05
To better evaluate the performance of our model in rela-
tion extraction, we conduct test with golden head entities on
ACE05 datasets, which showcases the upper bound result that
our model can achieve for relation extraction. Specifically,
we keep the same experimental setting with the baseline mod-
els [Miwa and Bansal, 2016; Sun et al., 2019]. The result
in Table 4 shows that, the proposed method outperforms ex-
isting relation classification models by a large margin. This
indicates that our method is able to capture the relevant in-
formation of given head entities which helps to improve the
performance of relation extraction.

4.6 Conclusion
In this paper, we propose an end-to-end solution to improve
the existing MRC-based entity-relation framework. First, we
present a diverse question answering mechanism and an an-
swer ensemble strategy to extract the proper answer from dif-
ferent perspectives. Then, we introduce the relation predic-
tion method to obtain useful relations for question genera-
tion. Finally, the model is combined and optimized through
joint learning. Extensive experiments show that the proposed
model is effective for entity-relation extraction and achieves
significant improvement on ACE05 and CoNLL04 datasets.
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