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Abstract
This work presents AutoSurvey, an intelligent sys-
tem that performs literature survey and generates
a summary specific to a research draft. A neu-
ral model for information structure analysis is em-
ployed for extracting fine-grained information from
the abstracts of previous work, and a novel evolu-
tionary multi-source summarization model is pro-
posed for generating the summary of related work.
This system is extremely used for both academic
and educational purposes.

1 Introduction
Summarization of scientific articles is an emerging topic
that attracts attention in recent years [Jaidka et al., 2016;
Yasunaga et al., 2019; Boni et al., 2020]. Previous work treat
the task as multi-document summarization in which the sum-
marization is based on a list of publications, remaining two
shortcomings as follows.

1. The users have to provide the related works by them-
selves. In addition to the inconvenience, junior re-
searchers may not be capable of finding relevant papers
from a variety of aspects.

2. Unaware of the target research, the generated summary
suffers from the lack of focus.

In this work, we propose an intelligent survey generation
system, AutoSurvey,1 to address these two issues. The input
of AutoSurvey is not a list of publications, but a short research
draft written in natural language. Our system will automat-
ically do literature survey based on a deep understanding of
the research draft and generate a corresponding summary of
the related work. An overview of our AutoSurvey system is
illustrated as Figure 1, where the three core components are
denoted in blue.

AutoSurvey is currently aimed at the natural language pro-
cessing (NLP) domain. The latest journal articles and con-
ference/workshop proceedings on the study of NLP are col-
lected as the source materials. We employ a neural model
for cross-lingual information structure analysis for identify-
ing the fine-grained aspects of every individual paper [Huang

1http://www.cs.nccu.edu.tw/∼hhhuang/auto survey/
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Figure 1: System Overview of AutoSurvey

and Chen, 2017; Huang and Chen, 2018]. The information
structure analysis will also perform on the user submitted
draft, and a cross-lingual information retrieval model, a hy-
brid of embedding-based and term-based, will extract related
work from the database from different aspects. Finally, a
novel evolutionary algorithm for multi-source summarization
will generate a summary focus on the research purpose of the
draft. The contributions of this work are threefold as follows.

1. We introduce a new direction that extends the scope of
scientific article summarization and demonstrate a novel
intelligent system, AutoSurvey, that is extremely useful
for both academic and educational purposes.

2. We accomplish our goal by exploring cutting-edge
NLP methodologies, including cross-lingual informa-
tion structure analysis and the evolutionary algorithm for
multi-source summarization.

3. The cross-lingual ability of our methodologies enables
our system handles the research draft written in the lan-
guage other than English, covering a wider audience.
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2 Aspect-based Retrieval of Related Work
We build a crawler that automatically collects abstracts of the
latest papers hosted in the ACL Anthology,2 a repository of
top-tier and representative papers in the NLP area. Until now,
a total of 11,298 abstracts are crawled.3 The latest papers
from the famous conferences such as ACL, EMNLP, NAA-
CLP, COLING, and LREC are covered from 2016 to 2019.
The journal papers in TACL are also included. The papers
prior to 2016 are partially included because the BibTex files
of earlier papers do not contain the abstract.

For each crawled abstract, our system analyzes its content
from five aspects including the purpose, the background, the
methodology, the results, and the conclusion of the research
by performing information structure analysis. The model for
cross-lingual information structure analysis is enhanced from
our previous work [Huang and Chen, 2018], achieving an ac-
curacy of 83.29% and a macro F-score of 74.35%. The out-
comes of analysis, at the aspect level, are stored in a database.

When a user submits a research draft x, our system will
perform information structure analysis to identify its content
from the five aspects and retrieve relevant information from
the database. The cross-lingual information retrieval model
is a hybrid of embedding-based and term-based approaches.
Based on the multi-lingual BERT text-encoder [Devlin et al.,
2018; Pires et al., 2019], we train a neural network for mea-
suring the similarity between two descriptions. We also con-
sider the overlapped terminologies between two descriptions
since terminologies frequently appear in scientific writing.

The cross-lingual information retrieval will be performed
at every aspect. In this way, the resulting survey will be more
sensitive to the relationships between the given research draft
and every individual related work at different aspects. For
example, the draft x and a paper wi share a similar research
purpose, then the methodology and the results of wi will be
highlighted in the summary for suggesting the feasible ap-
proaches, while x and another wj share a similar methodol-
ogy, then the purpose of wj will be included in the summary
for pointing out the potential applications.

3 Multi-source Summarization
Compared to extractive summarization, abstractive summa-
rization attracts much attention in recent years [Liu et al.,
2018; Fan et al., 2017]. For multi-document summariza-
tion, however, the neural-based abstractive approach is lim-
ited in this stage [Bing et al., 2015; Lebanoff et al., 2018;
Lin and Ng, 2019]. In this work, we employ the extractive
approach to multi-source summarization because of two rea-
sons. Firstly, the large scale dataset for multi-document sum-
marization in scientific writing has yet to construct; it is diffi-
cult to train the abstractive summarization model on few data.
Secondly and more importantly, the correctness of the gener-
ated summary is extremely important for our scenario, while
abstractive summarization runs the risk of producing out-of-
control results.

2https://www.aclweb.org/anthology/
3All materials in the ACL Anthology are available to the gen-

eral public for non-commercial purposes according to https://www.
aclweb.org/anthology/faq/copyright/

In general, extractive summarization is aimed at selecting
and ordering a subset of sentences that retain the meaning
of all sentences as much as possible. Recent work also em-
ploys end-to-end neural models [Narayan et al., 2018]. Be-
cause of the lack of training data in our domain, we propose
a novel evolutionary algorithm for unsupervised multi-source
summarization. We formulate the summarization as a con-
strained optimization problem, where our model has to meet
the following four criteria.

1. The length of the summary should not exceed the target
length l.

2. The similarity between the meaning of the summary and
the meaning of all retrieved materials should be maxi-
mized.

3. The relatedness between the meaning of the summary
and the submitted research draft should be maximized.

4. The coherence of the sentence order should be maxi-
mized.

Formally, the goal of the summarization model is to select
a set of sentences s from all sentences S that are produced
by the cross-lingual hybrid retrieval model and determine the
order of sentences in s. A fitness function f(s) is defined
to measure how good a solution is, and the solution can be
optimized with the genetic algorithm.

For the four criteria, the length is a hard constraint that is
straightforward to handle. For the similarity and the related-
ness, we train a BERT-based text-encoder for measuring the
similarity and the relatedness of two sentence sets. For the co-
herence, we train another BERT-based text-encoder for mod-
eling sentence order. Note that the first three criteria depend
on the combination of s only, while the fourth criterion de-
pends on the permutation of s. To reduce the complexity, the
summarization is divided into two stages. In the first stage,
our system optimizes s for the first three criteria with the ge-
netic algorithm. In the second stage, our system determines
the sentence order by using beam-search.

Some sentences extracted from the original abstracts do not
fit the style of a literature survey. Our system contains a post-
processing module that fixes the style of the raw summary.
For example, the fragment “In this work, We propose ...” will
be revised as “Author Surnames (date) propose ...”, and the
fragment “Our model outperforms ... ” will be revised as
“The model of (Author Surnames, date) outperforms ... ”.
Figure 2 shows an outcome given the abstract of this paper
as input and a limitation of 120 words. Due to the random-
ized nature of genetic algorithm, our system may generate
a slightly different survey given the same input. In future
work, sentence compression, a task aimed at pruning long
sentences, will be introduced to AutoSurvey for generating
more compact summaries.

4 Cross-lingual Support
All the three core components shown in Figure 1 are based on
cross-lingual text representation. In other words, the user can
submit a draft written in a language other than English, pro-
viding a friendly interface for users who do not want to write
in English. Of course, the cross-lingual processing may not
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The work of Giannakopoulos and Pittaras (2019) provides a
brief description of the summary evaluation task, the data gen-
eration protocol and the resources made available by the Multi-
Ling community, towards improving automatic summarization
evaluation. The work of Handler and O’Connor (2018) intro-
duces a new problem, relational summarization, in which the
goal is to generate a natural language summary of the relation-
ship between two lexical items in a corpus, without reference to
a knowledge base. The work of Gonccalo Oliveira (2017) sur-
veys intelligent poetry generators around a set of relevant axis
for poetry generation – targeted languages, form and content
features, techniques, reutilisation of material, and evaluation –
and aims to organise work developed on this topic so far.

Figure 2: A short survey generated by AutoSurvey given the abstract
of this paper as input.

be as good as the mono-lingual one. In addition to English,
we try to tune the models for handling Chinese input. For
other languages, the cross-lingual performance has yet to in-
vestigate. Note that our unsupervised summarization model
can also generate summaries in other languages. However,
the current system can only generate English summaries be-
cause all the materials in our database are in English.

5 Conclusion and Future Work
This work demonstrates a preliminary idea of automatic sur-
vey generation given a research draft. Compared with tra-
ditional multi-document summarization, our system can sug-
gest a more dedicated literature survey specific to the user’s
research direction. Like most generation tasks, performance
evaluation is a challenging issue. A comprehensive evalu-
ation and user study will be conducted in the future. The
scope of the database will also be extended to other areas in
computer science.
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