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Abstract

Spoken Language Understanding (SLU) aims to extract the semantics frame of user queries, which is a core component in a task-oriented dialog system. With the burst of deep neural networks and the evolution of pre-trained language models, the research of SLU has obtained significant breakthroughs. However, there remains a lack of a comprehensive survey summarizing existing approaches and recent trends, which motivated the work presented in this article. In this paper, we survey recent advances and new frontiers in SLU. Specifically, we give a thorough review of this research field, covering different aspects including (1) new taxonomy: we provide a new perspective for SLU filed, including single model vs. joint model, implicit joint modeling vs. explicit joint modeling in joint model, non pre-trained paradigm vs. pre-trained paradigm; (2) new frontiers: some emerging areas in complex SLU as well as the corresponding challenges; (3) abundant open-source resources: to help the community, we have collected, organized the related papers, baseline projects and leaderboard on a public website where SLU researchers could directly access to the recent progress. We hope that this survey can shed a light on future research in SLU field.

1 Introduction

Spoken Language Understanding (SLU) is a core component in task-oriented dialog system, which aims to capture the semantics of user queries. It typically consists of two tasks: intent detection and slot filling [Tur and De Mori, 2011]. Take the utterance “I like to watch action movie” in Figure 1 as an example, the outputs include an intent class label (i.e., WatchMovie) and a slot label sequence (i.e., O, O, O, B-movie-type, I-movie-type, I-movie-type).

Intent detection can be defined as a sentence classification problem. In recent years, many neural-network based classification methods such as convolutional neural network (CNN) [Xu and Sarikaya, 2013] and recurrent neural network (RNN) [Ravuri and Stolcke, 2015] have been investigated. Slot filling can be formulated as a sequence labeling task and popular sequence labeling methods such as conditional random field (CRF), RNN-based models [Xu and Sarikaya, 2013] and Long Short-Term Memory Network (LSTM) [Ravuri and Stolcke, 2015] have been explored.

Traditional approaches consider slot filling and intent detection as two separate tasks, which ignore the shared knowledge across the two tasks. Intuitively, intent detection and slot filling are not independent and highly tied. For example, if the intent of a user query is WatchMovie, it is more likely to contain the slot movie name rather than the slot music name. Thus, it’s promising to consider the interaction between the two tasks. To this end, dominant models in the literature adopt joint models for leveraging shared knowledge across the two tasks, such as vanilla multi-task [Zhang and Wang, 2016], slot-gated [Goo et al., 2018; Li et al., 2018], stack-propagation [Qin et al., 2019] and bi-directional interaction [E et al., 2019; Qin et al., 2021b]. With the popularity of deep learning and the emergence of pre-trained language models, SLU direction has made significant progress in recent years. As shown in Figure 2, in slot filling and intent detection tasks, we clearly observe that performance has even surpassed 97.0% and 98.0% on ATIS [Hemphill et al., 1990] while 97% and 99% on SNIPS [Coucke et al., 2018] that are the most wildly used datasets in SLU community. This leaves us with a question: Have we achieved SLU tasks perfectly?

In this paper, we introduce a survey to answer the above question including: 1) a comprehensive summary of recent progress in SLU field; 2) research challenges and frontiers for complex SLU tasks are concluded. Our survey observes that mainstream work remains the simple setting: single domain and single turn, which is still far from satisfying the requirements of some complex applications.
In summary, the contributions of this survey can be concluded as follows:

- **New taxonomy.** We propose a taxonomy of SLU field, which categorizes existing approaches from three different perspectives: 1) single model vs. joint model; 2) implicit joint model vs. explicit joint model in joint model; 3) non pre-trained models vs. pre-trained models.
- **Abundant resources.** We collect abundant resources on SLU including open-source implementations, corpora, and paper lists\(^1\). To our knowledge, this is the first effort to collect open-source resources for SLU community.
- **New Frontiers.** We discuss and analyze the limitations of existing SLU. Also, we suggest some new frontiers and discuss the challenges.

We hope this survey will help researchers to understand the latest progress, challenges and frontiers in SLU field.

The rest of the survey is organized as follows. Section 2 outlines the background of SLU. Section 3 gives a brief overview proposed taxonomy of SLU. Section 4 discusses the new frontiers and their challenges. Section 5 gives the related survey on SLU. Section 6 summarizes the paper.

2 Background

In this section, we describe the definition for slot filling, intent detection and joint model, and then we give a brief description of the wildly used datasets and evaluation metrics.

2.1 Definition

**Intent Detection.** Given input utterance \( X = (x_1, \ldots, x_n) \) \((n\) denotes the length of \(X\)), intent detection (ID) can be considered as a sentence classification task to decide the intent label \( o^I \), which is formulated as:

\[
o^I = \text{Intent-Detection}(X).
\]  

**Slot Filling.** Slot filling (SF) can be seen as a sequence labeling task to produce a sequence slots \( o^S = (o^S_1, \ldots, o^S_n) \), which can be written as:

\[
o^S = \text{Slot-Filling}(X).
\]

**Joint Model.** Joint model denotes that a joint model predicts the slots sequence and intent simultaneously, which has the advantage of capturing shared knowledge across related tasks, using:

\[
(o^I, o^S) = \text{Joint-Model}(X).
\]

2.2 Dataset

The most wildly used datasets are ATIS [Hemphill et al., 1990] and SNIPS [Coucke et al., 2018]. In the following, we will give a detailed description.

**ATIS.** ATIS dataset contains audio recordings of flight, reservations. There are 4,478 utterances for training, 500 utterances for validation and 893 utterances for testing. 120 slot labels and 21 intent types are included in ATIS training data.

**SNIPS.** SNIPS is the custom-intent-engines collected by Snips [Coucke et al., 2018]. There are 13,084 utterances for training, 700 utterances for validation and 700 utterances for testing. There are 72 slot labels and 7 intent types.

2.3 Evaluation Metrics

The most widely used evaluation metrics for SLU are F1 scores, intent accuracy and overall accuracy.

- **F1 scores:** F1 scores are adopted to evaluate the performance of slot filling, which is the harmonic mean score between precision and recall. A slot prediction is considered correct when an exact match is found [Tjong Kim Sang and De Meulder, 2003].
- **Intent Accuracy:** Intent Accuracy is used for evaluating the performance of intent detection, calculating the ratio of sentences for which intent is predicted correctly.
- **Overall Accuracy:** Overall accuracy is adopted for calculating the ratio of sentences for which both intent and slot are predicted correctly in a sentence [Goo et al., 2018]. This metric considers intent detection and slot filling simultaneously.

<table>
<thead>
<tr>
<th>Model</th>
<th>Intent Acc</th>
<th>Slot F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi-Jordan RNN [Mesnil et al., 2013]</td>
<td>-</td>
<td>93.98</td>
</tr>
<tr>
<td>RNN [Yao et al., 2013]</td>
<td>-</td>
<td>94.11</td>
</tr>
<tr>
<td>Hybrid RNN [Mesnil et al., 2014]</td>
<td>-</td>
<td>95.06</td>
</tr>
<tr>
<td>LSTM [Yao et al., 2014a]</td>
<td>-</td>
<td>95.08</td>
</tr>
<tr>
<td>R-CRF [Yao et al., 2014b]</td>
<td>-</td>
<td>96.65</td>
</tr>
<tr>
<td>RNN [Ravuri and Stolcke, 2015]</td>
<td>97.55</td>
<td>-</td>
</tr>
<tr>
<td>LSTM [Ravuri and Stolcke, 2015]</td>
<td>98.06</td>
<td>-</td>
</tr>
<tr>
<td>RNN SOP [Liu and Lane, 2015]</td>
<td>-</td>
<td>94.89</td>
</tr>
<tr>
<td>5xR-biRNN [Vu et al., 2016]</td>
<td>-</td>
<td>95.56</td>
</tr>
<tr>
<td>Encoder-labeler [Kurata et al., 2016]</td>
<td>-</td>
<td>95.66</td>
</tr>
</tbody>
</table>

Table 1: Single model performance on intent detection and slot filling on ATIS. Acc denotes the accuracy metric.
3 Taxonomy

In this section, we describe the taxonomy in SLU, including single models (§3.1), joint models (§3.2) and pre-trained paradigm (§3.3), which is shown in Figure 3.

3.1 Single Model

Single models train each task separately for intent detection and slot filling, which is shown in Figure 3(a).

**Intent Detection.** Many sentence classification methods have been investigated for intent detection. Xu and Sarikaya [2013] utilized Convolutional Neural Network (CNN) to extract 5-gram features and apply max-pooling to obtain word representations. Ravuri and Stolcke [2015] successfully applied Long Short-Term Memory Network (LSTM) to the ID task, which indicates the sequential features are beneficial to intent detection task.

**Slot Filling.** Popular neural approaches for slot filling including CRF, Recurrent neural network (RNN) and RNN-based models. Yao et al. [2013] adopted RNN Language Models (RNN-LMs) to predict slot labels rather than words. In addition, RNN-LMs explored future words, named entities, syntactic features and word-class information. Mesnil et al. [2013] investigated several RNN architectures including Elman RNN, Jordan RNN and its bi-directional version for SLU. Yao et al. [2014a] proposed an LSTM framework for the slot filling task. Mesnil et al. [2014] applied Viterbi encodings and recurrent CRFs to eliminate the label bias problem. Yao et al. [2014b] proposed R-CRF to tackle label bias. Liu and Lane [2015] proposed to model slot label dependencies using a sampling approach, by feeding sampled output labels (true or predicted) back to the sequence state. Vu et al. [2016] utilized ranking loss function on bi-RNN model in SF, further enhancing performance in ATIS dataset. Kurata et al. [2016] leveraged sentence-level information from encoder to improve performance for SF task.

The widely used dataset for evaluating single models is ATIS. Table 1 summarizes the performance of single model on intent detection and slot filling.

**Highlight.** There is no interaction between intent detection and slot filling in single models due to the separate training, leading to shared knowledge leakage across two tasks.

3.2 Joint Model

Considering the close correlation between intent detection and slot filling, dominant work in the literature adopts joint model to leverage the shared knowledge across tasks. Existing joint work can be classified into two main categories: implicit joint modeling and explicit joint modeling.

**Implicit Joint Modeling.** Implicit joint modeling denotes that model only adopts a shared encoder to capture shared features, without any explicit interaction, which is illustrated in Figure 3(b). Zhang and Wang [2016] introduced a shared RNNs (Joint ID and SF) to learn the correlation between intent and slots. Liu and Lane [2016a] introduced a shared encoder decoder framework with attention-mechanism (Attention BiRNN) for intent detection and slot filling. Liu and Lane [2016b] used a shared RNN to jointly perform SF, ID and language modeling (Joint SLU-LM), aiming to improve the ability of online prediction. Hakkani-Tür et al. [2016] proposed a shared RNN-LSTM architecture (Joint Seq) for joint modeling.

**Highlight.** Though implicit joint modeling is a direct method to incorporate the shared knowledge, it does not model the interaction explicitly, resulting in low interpretability and low performance.

**Explicit Joint modeling.** In recent years, more and more work has been proposed to explicitly model the interaction between intent detection and slot filling with an explicit interaction module, which is shown in Figure 3(c). This explicit modeling mode has the advantages of explicitly controlling process of interaction. The existing explicit joint modeling methods can be categorized into two types: single flow interaction and bidirectional flow interaction.

- **Single Flow Interaction:** Recent work on single flow interaction mainly considered the single information flow from intent to slot. Goo et al. [2018] proposed a slot-gated joint model (Slot-Gated), which allows the slot filling be can be conditioned on the learned intent. Li et al. [2018] proposed a novel self-attentive model (Self-Atten. Model) with the intent augmented gate mechanism to guide the slot filling. Qin et al. [2019] proposed a stack-propagation model to directly use intent detection results to guide slot filling and used the token-level intent detection to alleviate the error propagation, further enhancing the performance.

- **Bidirectional Flow Interaction:** Bidirectional flow interaction work means that model considered the cross-impact between intent detection and slot filling. As exploration, Wang et al. [2018] proposed a Bi-Model architecture to consider the cross-impact across SF and
Table 2: Joint model performance on intent detection and slot filling. Acc denotes the accuracy metric. We adopted reported results from published literature [Goo et al., 2018] and [Qin et al., 2021b].

<table>
<thead>
<tr>
<th>Model</th>
<th>ATIS</th>
<th>SNIPS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intent Acc</td>
<td>Slot F1</td>
</tr>
<tr>
<td>Implicit Joint Modeling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joint ID and SF [Zhang and Wang, 2016]</td>
<td>98.32</td>
<td>96.89</td>
</tr>
<tr>
<td>Attention BiRNN [Liu and Lane, 2016a]</td>
<td>91.10</td>
<td>94.20</td>
</tr>
<tr>
<td>Joint SLU-LM [Liu and Lane, 2016b]</td>
<td>98.43</td>
<td>94.47</td>
</tr>
<tr>
<td>Joint Seq. [Hakkani-Tür et al., 2016]</td>
<td>92.60</td>
<td>94.30</td>
</tr>
<tr>
<td>Explicit Joint Modeling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slot-Gated [Goo et al., 2018]</td>
<td>93.60</td>
<td>94.80</td>
</tr>
<tr>
<td>Self-Atten. Model [Li et al., 2018]</td>
<td>96.80</td>
<td>95.10</td>
</tr>
<tr>
<td>Bi-model [Wang et al., 2018]</td>
<td>96.40</td>
<td>95.50</td>
</tr>
<tr>
<td>SF-ID Network [E et al., 2019]</td>
<td>97.09</td>
<td>95.80</td>
</tr>
<tr>
<td>Capsule-NLU [Zhang et al., 2019]</td>
<td>95.00</td>
<td>95.20</td>
</tr>
<tr>
<td>CM-Net [Liu et al., 2019]</td>
<td>96.10</td>
<td>95.60</td>
</tr>
<tr>
<td>Stack-Propgation [Qin et al., 2019]</td>
<td>96.90</td>
<td>95.90</td>
</tr>
<tr>
<td>Graph LSTM [Zhang et al., 2020b]</td>
<td>97.20</td>
<td>95.91</td>
</tr>
<tr>
<td>Co-Interactive transformer [Qin et al., 2021b]</td>
<td>97.70</td>
<td>95.90</td>
</tr>
</tbody>
</table>

Pre-trained Models

<table>
<thead>
<tr>
<th>Model</th>
<th>ATIS</th>
<th>SNIPS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intent Acc</td>
<td>Slot F1</td>
</tr>
<tr>
<td>BERT-Joint [Castellucci et al., 2019]</td>
<td>97.80</td>
<td>95.70</td>
</tr>
<tr>
<td>Joint BERT +CRF [Chen et al., 2019]</td>
<td>97.90</td>
<td>96.00</td>
</tr>
<tr>
<td>Stack-Propgation +BERT [Qin et al., 2019]</td>
<td>97.50</td>
<td>96.10</td>
</tr>
<tr>
<td>Co-Interactive transformer +BERT [Qin et al., 2021b]</td>
<td>98.00</td>
<td>96.10</td>
</tr>
</tbody>
</table>

ID by using two correlated bidirectional LSTMs. E et al. [2019] proposed a novel SF-ID network that provides a bi-directional interrelated mechanism for SF and ID tasks, considering the influence of SF-to-ID and ID-to-SF. Zhang et al. [2019] introduced a dynamic routing capsule network (Capsule-NLU) to incorporate hierarchical and interrelated relationships among two tasks. Liu et al. [2019] proposed a novel collaborative memory network (CM-Net) for jointly modeling SF and ID. Zhang et al. [2020b] do exploration in introducing graph LSTM to SLU, achieving the promising performance. Qin et al. [2021b] proposed a co-interactive transformer to consider the cross-impact by building a bidirectional connection between the two related tasks.

The wildly used datasets for evaluating joint models are ATIS and SNIPS. Table 2 concludes the performance.

### Highlight

Compared with implicit joint modeling method, explicit joint modeling has the following advantages. First, a simple multi-task framework just implicitly considers mutual connection between two tasks by sharing latent representations, which cannot achieve desirable results. In contrast, explicit joint modeling can enable model to fully capture the shared knowledge across tasks, which promotes the performance on two tasks. Second, explicitly controlling knowledge transfer for two tasks can help to improve interpretability where impact between SF and ID can be analyzed easily.

### 3.3 Pre-trained Paradigm

Recently, Pre-trained Language Models (PLMs) achieve surprising results across various NLP tasks [Wang et al., 2020]. Some BERT-based [Devlin et al., 2019] pre-trained work has been explored in SLU direction where a shared BERT is considered as the encoder to extract contextual representations. In BERT-based models, each utterance starts with [CLS] and ends with [SEP], where [CLS] is the special symbol for representing the whole sequence, and [SEP] is the special symbol to separate non-consecutive token sequences. Further, the representation of the special token [CLS] is used for intent detection while other token representations are adopted for slot filling, which is shown in Figure 3(d).

More specifically, Chen et al. [2019] explored BERT for SLU where BERT is used to extract shared contextual embedding for intent detection and slot filling, which obtains a significant improvement compared with other non pre-trained models. Castellucci et al. [2019] used the similar architecture (BERT-Joint) for jointly modeling intent detection and slot filling. Qin et al. [2019] used pre-trained embedding encoder to replace its attention encoder (Stack-Propgation +BERT), further boosting model’s performance. Qin et al. [2021b] also explored BERT for SLU (Co-Interactive transformer +BERT), which achieves state-of-the-art performance. Table 2 shows the results of pre-trained models.

### 4 New Frontiers and Challenges

Section 3 has discussed the traditional SLU setting that mainly focuses on the single-domain or single-turn setting, which limits its application and may be not enough for complex needs in the real-world scenario. In the following, we will discuss new frontiers in a complex setting and their challenges, including contextual SLU (§4.1), multi-intent SLU (§4.2), Chinese SLU (§4.3), cross-domain SLU (§4.4), cross-
lingual SLU (§4.5) and low-resource SLU (§4.6).

4.1 Contextual SLU

Naturally, completing a task usually necessitates multiple turns of back-and-forth conversations between the user and the system, which requires model to consider the contextual SLU. Unlike the single turn SLU, contextual SLU faces unique ambiguity challenge, since the user and the system may refer to entities introduced in prior dialogue turns, introducing ambiguity, which requires model to incorporate the contextual information for alleviating ambiguity.

To this end, Chen et al. [2016] proposed a memory network to incorporate dialogue history information, showing that their model outperforms models without context. Bapna et al. [2017a] proposed a sequential dialogue encoder network, which allows encoding context from the dialogue history in chronological order. Su et al. [2018] designed and investigated various time-decay attention functions based on an end-to-end contextual language understanding model. Qin et al. [2021a] proposed an adaptive fusion layer to dynamically consider the different and relevant contextual information for guiding the slot filling, achieving a fine-grained contextual information transfer.

The main challenges for contextual SLU are as follows: (1) Contextual Information Integration: Correctly differentiating relevance between different dialog histories with the current utterance and effectively incorporating contextual information into contextual SLU is a core challenge. (2) Long Distance Obstacles: Since some dialogues have extreme long histories, how to effectively model the long-distance dialog history and filter irrelevant noise is an interesting research topic.

4.2 Multi-Intent SLU

Multi-intent SLU means that the system can handle an utterance containing multiple intents and its corresponding slots. Gangadharaiah and Narayanaswamy [2019] show that 52% of examples are multi-intent in the Amazon internal dataset, which indicates that multi-intent setting is more practical in the real-world scenario.

To this end, Gangadharaiah and Narayanaswamy [2019] explored a multi-task framework to jointly perform multi-intent classification and slot filling. Qin et al. [2020c] proposed an adaptive graph-interactive framework to model the interaction between multiple intents and slot at each token.

There are several possible reasons for the slow progress of multi-intent SLU: (1) Interaction between Multiple Intents and Slots: Unlike the single intent SLU, how to effectively incorporate multiple intents information to lead the slot prediction is a unique challenge in multi-intent SLU. (2) Lack of Data: There is no human-annotated data for multi-intent SLU yet, which is another possible reason for the slow progress.

4.3 Chinese SLU

Chinese SLU means that an SLU model trained on Chinese data and directly be applied to Chinese community. Compared with SLU in English, Chinese SLU faces a unique challenge since it usually needs word segmentation.

Liu et al. [2019] contributed a new corpus (CAIS) to the research community. In addition, they proposed a character-based joint model to perform Chinese SLU. Though achieving promising performance, one drawback of the character-based SLU model is that explicit word sequence information is not fully exploited, which can be potentially useful. Teng et al. [2021] proposed a multi-level word adapter to effectively incorporate word information for both sentence-level intent detection and token-level slot filling.

The main challenges for Chinese SLU are as follows: (1) Word Information Integration: How to effectively incorporate word information to guide Chinese SLU is a unique challenge; (2) Multiple Word Segmentation Criteria: Since there are multiple word segmentation criteria, how to effectively combine multiple word segmentation information for Chinese SLU is non-trivial.

4.4 Cross Domain SLU

Though achieving promising performance in single domain setting, the existing SLU models rely on a considerable amount of annotated data, which limits their usefulness for new and extended domains. In practice, it’s infeasible to collect rich labeled datasets for each new domain. Hence, it’s promising to consider the cross-domain setting.

Methods in this area can be concluded into two categories: Implicit domain knowledge transfer with parameters sharing and explicit domain knowledge transfer. Implicit domain knowledge transfer means that model simply combines multi-domain datasets for training to capture domain features. Hakkani-Tür et al. [2016] proposed a single LSTM model over mixed multi-domain dataset, which can implicitly learn the domain-shared features. Kim et al. [2017a] adopted one network to jointly modeling slot filling, intent detection and domain classification, implicitly learning the domain-shared and task-shared information. Such methods can implicitly extract the shared features but fail to effectively capture domain-specific features.

Explicit domain knowledge transfer approaches denote that models used shared-private framework including a shared module to capture domain-shared feature and a private module for each domain, which has the advantage of explicitly differentiating shared and private knowledge. Kim et al. [2017b] used attention mechanism to learn a weighted combinations from the feedback of the expert models on different domains. Liu and Lane [2017] also used a shared LSTM to capture domain-shared knowledge and private LSTM to extract domain-specific feature, combining them for multi-domain slot filling. Qin et al. [2020b] proposed a model with separate domain- and task-specific parameters, which enables model to capture the task-aware and domain-aware features for multi-domain SLU.

Although there are many methods of cross-domain SLU, main challenges are as follows: (1) Domain Knowledge Transfer: Transferring knowledge from source domain to target domain is non-trivial. (2) Zero-shot Setting: When the target domain has no training data, how to transfer knowledge from source domain data to target domain is a challenge.
4.5 Cross-Lingual SLU

Cross-lingual SLU means that an SLU system trained on English can be directly applied to other low-resource languages, which has attracted more and more attention.

In recent years, Schuster et al. [2019] released a multilingual SLU dataset\(^2\) contains English, Spanish and Thai to facilitate the cross-lingual SLU direction. Liu et al. [2020a] proposed an attention-Informed mixed-language training to align representation between source language and target language. Xu et al. [2020] proposed a novel end-to-end model that learns to align and predict target slot labels jointly for cross-lingual transfer. Besides, they introduced Multi-ATIS++, a new multilingual NLU corpus to the community. Qin et al. [2020a] proposed a multilingual code-switching augmentation framework to fine-tune mBERT for aligning representations from source and multiple target languages, which achieved promising performance.

Cross-lingual SLU has many interesting problems to focus on: (1) **Alignment between Source and Target Language**: Aligning intent and slot representations from source and target languages is a core challenge for cross-lingual SLU. (2) **Generalizability**: Since new languages emerge frequently, training a generalized SLU model that can applied to all languages deserves to be explored.

4.6 Low-resource SLU

The remarkable progress on SLU heavily relies on a considerable amount of labeled training data, which fails to work in low-resources setting where few or zero shot data can be accessed to. In this section, we will discuss the trends and progress on low-resource SLU, including Few-shot SLU, Zero-shot SLU, Unsupervised SLU and Open-set SLU.

**Few-shot SLU.** In some cases, a slot or intent only has fewer instances, which makes the traditional supervised SLU models powerless. To alleviate this issue, few-shot SLU is appealing in this scenario since it is able to adapt to new application quickly with only very few examples.

Recently, some work has been proposed for investigating this direction. Hou et al. [2020] proposed a few-shot CRF model with collapsed dependency transfer mechanism for few-shot slot tagging. Besides, Hou et al. [2021] have began to explore the few-shot multi-intent detection.

**Zero-shot SLU.** Face the rapid changing of applications, situations like no target training data may happen in a brand new application. Many zero shot methods offer a way of solving it by discovering commonalities between slots. Bapna et al. [2017b] proposed a method utilized slot description to obtain and transfer concept through different applications, empowering the models’ zero-shot ability. Liu et al. [2020b] followed similar architecture, which trains the model on awareness of slot descriptions. Shah et al. [2019] countered the problems of misaligned overlapping schemas by adding slot examples values along with descriptions during training.

**Unsupervised SLU.** In recent years, unsupervised method has been proposed to automatically extract slot-value pairs, which is a promising direction to free model from heavy human annotation. To this end, Min et al. [2020] proposed a new task named dialogue state induction, which is to automatically identify dialogue state slot-value pairs.

**Open-set SLU.** Researchers also extended this problem to a more challenging open setting in recent years. Zhang et al. [2021] proposed to use known intents as prior knowledge to detect the one-class open intent during testing. Furthermore, they used clustering technologies to discover fine-grained new intent classes [Zhang et al., 2020a; Lin et al., 2020].

Low-resource SLU has attracted more and more attention and the main challenges are as follows: (1) **Interaction on low-resource setting**: How to make full use of connection between intents and slots in the low-resource setting is still under-explored. (2) **Lack of Benchmark**: There is lacking of public benchmarks in low-resource setting, which may impede the progress.

5 Related Work


Compared with their work, the main differences are summarized as follows: (1) In this survey, we introduce a new taxonomy of the technical architecture of SLU and we conduct a comprehensive review of the origin and the development of SLU; (2) We discuss and analyze the limitation of existing SLU and shed light on some new trends and discuss new frontiers in this research field. (3) We provide an open-sourced website for SLU researchers, hoping to facilitate the SLU field. We hope that this survey can shed a light on future research in SLU community.

6 Conclusion

This article presented a comprehensive survey on the progress of spoken language understanding. Based on a thorough analysis of recent work, we presented a new taxonomy of SLU from different modeling perspectives. In addition, considering the limitations of recent SLU system, we shed light on some new trends and discuss new frontiers in this research field. Finally, we made the first attempt to provide an open-sourced website including SLU datasets, papers, baseline projects and leaderboards for SLU researchers, hoping to facilitate the SLU community.
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