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Abstract

Neural approaches have achieved state-of-the-art
accuracy on machine translation but suffer from
the high cost of collecting large scale parallel data.
Thus, a lot of research has been conducted for neu-
ral machine translation (NMT) with very limited
parallel data, i.e., the low-resource setting. In this
paper, we provide a survey for low-resource NMT
and classify related works into three categories ac-
cording to the auxiliary data they used: (1) ex-
ploiting monolingual data of source and/or target
languages, (2) exploiting data from auxiliary lan-
guages, and (3) exploiting multi-modal data. We
hope that our survey can help researchers to bet-
ter understand this field and inspire them to design
better algorithms, and help industry practitioners
to choose appropriate algorithms for their applica-
tions.

1 Introduction

Powered by deep learning, neural machine translation
(NMT) [Bahdanau et al., 2014; Vaswani et al., 2017] has be-
come the dominant approach for machine translation. One
limitation of NMT is that it needs a large scale of parallel
data for model training. There are thousands of languages in
the world1 and unfortunately, most of them lack parallel data.
Thus, popular commercial translators (e.g., Google transla-
tor, Microsoft Bing translator, Amazon translator) only sup-
port tens or a hundred languages. NMT has attracted much
research attention for low-resource languages. Given that
many models/algorithms have been proposed in recent years,
a review on low-resource NMT is very helpful for fresh re-
searchers entering this area and industry practitioners. Al-
though there already exists surveys on many aspects of NMT
(e.g., domain adaptation [Chu and Wang, 2018], multilingual
translation [Dabre et al., 2020]), a comprehensive survey for
low-resource NMT is still lacking. Therefore, in this paper,
we conduct a comprehensive and well-structured survey on
low-resource NMT to fill in this blank.

1https://en.wikipedia.org/wiki/Language

NMT basics. An NMT model θ translates a sentence x
in the source language to a sentence y in the target lan-
guage. With a parallel training corpus C, the model θ is
trained by minimizing the negative log-likelihood loss: Lθ =∑

(x,y)∈C−logP (y|x; θ) . The encoder-decoder structure is
widely used in NMT, where the encoder converts the source
sentence into a sequence of hidden representations and the
decoder generates target words conditioned on the source hid-
den representations and previously generated target words.
The encoder and decoder can be recurrent neural networks
[Dong et al., 2015], convolutional neural networks [Gehring
et al., 2017], and Transformer [Vaswani et al., 2017].

Organization of this survey. Due to the lack of parallel
sentence pairs, leveraging data other than parallel sentences
is essential in low-resource NMT. In this paper, we catego-
rize existing algorithms on low-resource NMT into three cat-
egories according to the data they use to help a low-resource
language pair:

• Monolingual data. Leveraging unlabeled data to boost ma-
chine learning models is a popular and effective approach
in various areas. Similarly, in NMT, leveraging unlabeled
monolingual data attracts lots of attentions (see Section 2)
since collecting monolingual data is much easier and of
lower cost than parallel data.

• Data from auxiliary languages. Languages with similar
syntax and/or semantics are helpful to each other when
training NMT models. Leveraging data from related and
rich-resource languages has shown great success in low-
resource NMT (see Section 3).

• Multi-modal data. Multi-modal data (e.g., parallel data be-
tween text and image) has also been used in low-resource
NMT, as reviewed in Section 4.

In addition to reviewing algorithms, we also summarize
widely used data corpora for low-resource NMT in Section 5.
At last, we conclude this survey and point out future research
directions in Section 6.

2 Exploiting Monolingual Data
Monolingual data contains a wealth of linguistic information
(e.g., grammar and contextual information) and is more abun-
dant and easier to obtain than bilingual parallel data, which is
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useful to improve the translation quality especially in low-
resource scenario. Plenty of works have exploited monolin-
gual data in NMT systems, which we categorize into several
aspects: (1) back translation, which is a simple and promis-
ing approach to take advantage of the target-side monolin-
gual data [Sennrich et al., 2016], (2) forward translation also
called knowledge distillation, which utilizes the source-side
monolingual data [Zhang and Zong, 2016b], (3) joint train-
ing on both translation directions, which can take advan-
tage of the monolingual data on both the source and target
sides [He et al., 2016; Hoang et al., 2018; Niu et al., 2018;
Zheng et al., 2020], (4) unsupervised NMT, which builds
NMT models with only monolingual data, and can be ap-
plied to the language pairs without any parallel data [Lam-
ple et al., 2018a; Artetxe et al., 2018], (5) pre-training, which
leverages monolingual data with self-supervised training for
language understanding and generation, and thus improves
the quality of NMT models [Conneau and Lample, 2019;
Song et al., 2019; Lewis et al., 2020], (6) comparable mono-
lingual corpus, which contains implicit parallel information
and can improve the translation quality [Wu et al., 2019a],
and (7) enhancing with bilingual dictionary, where the bilin-
gual dictionary is used together with monolingual data to en-
hance the translation on low-resource languages. In this sec-
tion, we provide an overview of these methods on exploiting
monolingual data in NMT.

2.1 Back & Forward Translation
In back translation, pseudo parallel sentence pairs are gener-
ated by translating the target-side monolingual sentences to
the source language via a translation system in the reverse di-
rection [Sennrich et al., 2016], while in forward translation,
pseudo parallel sentence pairs are generated by translating the
source-side monolingual sentences to the target language via
a translation system in the same direction [Zhang and Zong,
2016b]. Then, the pseudo parallel data is mixed with the
original parallel data to train an NMT model. It has been
shown that back and forward translation provides promising
performance gain on NMT systems [Sennrich et al., 2016;
Zhang and Zong, 2016b].

Besides the typically used beam search [Sennrich et al.,
2016; Zhang and Zong, 2016b], there are also some other
methods to generate the pseudo parallel data: (1) ran-
dom sampling according to the output probability distribu-
tion [Imamura et al., 2018], (2) adding noise to source sen-
tences generated by beam search [Edunov et al., 2018], and
(3) prepending a tag to the source sentences generated by
beam search [Caswell et al., 2019]. It is observed that ran-
dom sampling and adding noise only works well on high re-
source setting compared to standard beam search [Edunov et
al., 2018], while prepending a tag performs the best on both
high and low resource settings [Caswell et al., 2019].

2.2 Joint Training on Both Translation Directions
Considering that both the source and target sides monolin-
gual data has valuable information, some works leverage both
of them via joint training on the two translation directions.
Dual learning [He et al., 2016; Qin, 2020] simultaneously im-
proves the two models on both translation directions by align-

ing the original monolingual sentences x and the sentences x′
translated forward and then backward (x → y′ → x′) by the
two models. Wang et al. [2019a] further improve dual learn-
ing by introducing multi-agent for both translation directions.
Iterative back translation [Hoang et al., 2018] and data diver-
sification [Nguyen et al., 2019] simultaneously trains one or
multiple NMT models on each translation direction and it-
eratively updates the back-translated and forward-translated
corpus via the updated better NMT models. Data Diversifi-
cation [Nguyen et al., 2019]. Bi-directional NMT [Niu et al.,
2018] trains both the translation directions in the same model
with a tag indicating the direction at the beginning of source
sentences, and then leverages both source-side and target-side
monolingual data by back and forward translation. Mirror-
generative NMT [Zheng et al., 2020] jointly trains the trans-
lation models on both directions and the language models for
both source and target languages with a shared latent variable.

2.3 Unsupervised NMT
To deal with the zero-resource translation scenario without
any parallel sentences, a common approach is unsupervised
learning for NMT [Lample et al., 2018a; Artetxe et al., 2018],
which typically relies on two components to ensure the learn-
ing efficiency and quality: (1) bilingual alignment, which en-
ables the model with good alignments between the two lan-
guages, and (2) translation improvement, which gradually im-
proves the translation quality by iterative learning, typically
through back translation [Sennrich et al., 2016].

Bilingual alignment. How to initially align between the
two languages is an open problem. There are mainly four
kinds of approaches: (1) bilingual word embedding [Mikolov
et al., 2013], where the NMT system can either start from
a word-by-word translation derived from the bilingual word
embedding [Lample et al., 2018a] or initialize the embedding
parameters according to bilingual word embedding [Artetxe
et al., 2018; Yang et al., 2018], (2) denoising auto-encoder
(DAE) [Vincent et al., 2008], which can build a shared latent
space of two languages by learning to reconstruct sentences
in the two languages from a noised version [Lample et al.,
2018a; Artetxe et al., 2018; Yang et al., 2018], (3) unsuper-
vised statistical machine translation (SMT), where an initial
alignment can be obtained through the back-translation cor-
pora generated by an unsupervised SMT system [Artetxe et
al., 2019], and (4) language model pre-training [Lample et
al., 2018b; Song et al., 2019; Conneau and Lample, 2019],
which is discussed in detail in Section 2.4.

Translation improvement. The translation quality need to
be further improved based on the initial alignment, where
iterative back translation is commonly used [Lample et al.,
2018a; Lample et al., 2018b; Song et al., 2019]. Some works
study on improving the iterative back translation in unsu-
pervised NMT. Sun et al. [2019] propose to add a term in
the training objective to avoid forgetting the alignment from
bilingual word embedding during the interactively training.
Moreover, unsupervised SMT can also be utilized to boost
the iterative back translation. One approach is to first con-
struct pseudo parallel data by leveraging both the unsuper-
vised SMT and NMT systems for back translation and then
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train the NMT models with the pseudo parallel data [Lample
et al., 2018b; Marie et al., 2019]. In addition, SMT can also
act as a posterior regularization to denoise the pseudo parallel
data generated by NMT systems [Ren et al., 2019].

2.4 Language Model Pre-training
Leveraging monolingual data to pre-train language models
is effective for many language understanding and generation
tasks [Devlin et al., 2018]. Since NMT requires the capabil-
ity of both language understanding (e.g., NMT encoder) and
generation (e.g., NMT decoder), pre-training language model
can be very helpful for NMT, especially low-resource NMT.
Previous works on language model pre-training for NMT can
be divided into two categories depending on the encoder and
decoder in NMT are pre-trained separately or jointly. We then
review the works according to the two categories.

Separate pre-training. Some works pre-train the encoder
or/and the decoder separately. XLM [Conneau and Lample,
2019] initialize the encoder and decoder with separate lan-
guage models training by a combination of masked language
modeling (MLM) [Devlin et al., 2018], where some tokens
in the text are masked and the model learns to predict the
masked tokens, and translation language modeling (TLM),
which extends MLM by concatenating parallel sentence pairs
as the input sentences. Rothe et al. [2020] investigate to
initialize the encoder and decoder with variant models, in-
cluding BERT [Devlin et al., 2018], GPT-2 [Radford et al.,
2019], RoBERTa [Liu et al., 2019] and random initialization.
It is observed the best performance on English-Germany by
a model with BERT-initialized encoder and randomly initial-
ized decoder, or a model with shared encoder and decoder ini-
tialized with BERT. Zhu et al. [2020] fuse the representations
extracted by BERT to the encoder and decoder via attention
mechanisms. A drawback of separately pre-training encoder
and decoder is that it cannot well train the encoder-decoder-
attention, which is very important in NMT to connect the
source and target representations for translation. Therefore,
some works propose to jointly pre-train the encoder, decoder
and attention for better translation accuracy.

Joint pre-training. In order to simultaneously learn to un-
derstand the input sentences and improve the language gen-
eration capability, as well as jointly pre-train each compo-
nent in NMT models (encoder, decoder and encoder-decoder-
attention), MASS [Song et al., 2019] proposes masked se-
quence to sequence learning that randomly masks a frag-
ment (several consecutive tokens) in the input sentence of the
encoder, and predicts the masked fragment in the decoder.
Later, BART [Lewis et al., 2020] proposes to add noises and
randomly mask some tokens in the input sentences in the en-
coder, and learn to reconstruct the original text in the decoder.
T5 [Raffel et al., 2020] randomly masks some tokens and re-
place the consecutive tokens with a single sentinel token.

2.5 Exploiting Comparable Corpus
Monolingual data of different languages that refer to the same
entity (e.g., English and Chinese Wikipedia pages that de-
scribe the same object) can be regarded as comparable cor-
pus, which is easier to be obtained compared to parallel data

and contains implicit parallel information for NMT systems.
The challenge is how to mine the parallel sentences from
the comparable corpus and some approaches are proposed to
solve this problem. LASER [Artetxe and Schwenk, 2019] is a
toolkit based on cross-lingual sentence embeddings, which is
a good choice to mine parallel data [Schwenk et al., 2019a].
Wu et al. [2019a] propose to first extract potential aligned
target sentences given a source sentence, and then make the
target sentences better aligned with the source sentence by
revising them via an editing mechanism. A self-supervised
learning method is proposed in [Ruiter et al., 2019], where
finding semantically aligned sentences is considered as an
auxiliary task for translation. Besides mining parallel sen-
tence pairs, Wu et al. [2019b] take advantage of the aligned
topic distribution for weakly paired documents, which is suit-
able for documents related to the same event or entity but not
implicitly aligned in sentences.

2.6 Enhancing With Bilingual Dictionary
The bilingual dictionary can be collected either by human an-
notation or word embedding based alignment [Zhang et al.,
2017], which is much easier to obtain than the bilingual sen-
tences. Since the bilingual dictionary contains only word-
level information, it is usually used with monolingual data to
improve the translation. Existing works utilizing the bilin-
gual dictionary can be categorized into three ways. First,
the bilingual dictionary is used to improve the rare words
translation. Zhang and Zong [2016a] build pseudo parallel
sentences by translating source-side monolingual sentences
(that contain rare words) to target language via SMT (that is
built based on the bilingual dictionary). Fadaee et al. [2017]
augment the parallel data by replacing some words in par-
allel sentences with rare words. Second, bilingual dictio-
nary can also be used to perform word-by-word translation on
monolingual data, and accordingly help to improve the low-
resource NMT. Pourdamghani et al. [2019] propose a two-
step approach, which first translates the source monolingual
sentences to translationese sentences word-by-word, and then
trains a translationese-to-target model. Zhou et al. [2019]
augment the parallel training data by first re-ordering mono-
lingual sentences in the target language to match the source
language and then obtaining pseudo source sentences via
word-by-word translation. Third, a recent study [Duan et al.,
2020] propose to close the gap of the embedding spaces be-
tween the source and target languages by establishing anchor-
ing points based on dictionary.

2.7 Summary and Discussions
Back/forward translation and the joint training on both trans-
lation directions utilize monolingual data to improve trans-
lation models. Unsupervised NMT uses only monolingual
data to get an initial alignment and improve the translation
via iterative back translation. Language model pre-training
initializes the NMT models with language understanding and
generation capability using only monolingual data. Compa-
rable corpora are strong supplements to parallel corpus, from
which parallel sentences can be extracted based on language
models or translation models. Bilingual dictionary contains
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word-level parallel information, which is helpful on the align-
ment between two languages. The above techniques can be
combined with each other to gain more in low-resource NMT.
For example, back/forward translation and the joint training
methods on both translation directions can be applied to any
existing translation models, and thus can be easily combined
with other techniques in low-resource NMT. Moreover, the
pre-trained model can either be fine-tuned to translation task
via parallel data that may be extracted from comparable cor-
pora, or used as an initial model for unsupervised NMT.

3 Exploiting Data From Auxiliary Languages
Human languages share similarities with each other in sev-
eral aspects: (1) languages in the same/similar language fam-
ily or typology may share similar writing script, word vo-
cabulary, word order and grammar, (2) languages can influ-
ence each other, and a foreign word from another language
can be incorporated into a language as it is (referred as loan-
word). Accordingly, corpora of related languages can be ex-
ploited to assist the translation between a low-resource lan-
guage pair [Dabre et al., 2020]. The methods to leverage
multilingual data into low-resource NMT can be categorized
into several types: (1) multilingual training, where the low-
resource language pair is jointly trained with other language
pairs in one model [Johnson et al., 2017], (2) transfer learn-
ing [Zoph et al., 2016], where a parent NMT model usually
containing rich-resource language pairs is first trained and
then fine-tuned on low-resource language pair, and (3) pivot
translation, where one or more pivot languages are selected as
a bridge between the source and target languages and in this
way the source-pivot and pivot-target data can be exploited
to help the source-target translation. In the following subsec-
tions, we introduce the works in each category, respectively.

3.1 Multilingual Training
Multilingual training enjoys three main advantages. First,
training multiple language pairs in a single model through
parameter sharing can significantly reduce the cost of model
training and maintenance compared with training multiple
separate models, and can collectively learn the knowledge
from multiple languages to help low-resource languages.
Second, low-resource language pairs benefit from related
rich-resource languages pairs through joint training. More-
over, multilingual NMT offers the possibility to translate on
language pairs that are unseen during training, which is called
zero-shot translation. In the following paragraphs, we sum-
marize the works on multilingual training from three perspec-
tives (i.e., parameter sharing, designs for low-resource lan-
guages and zero-shot translation).

Parameter sharing. There are different ways to share
model parameters in multilingual training. First, all the en-
coder, decoder and attention components are independent
among different languages [Dong et al., 2015; Zoph and
Knight, 2016]. Second, fully shared encoder, decoder and at-
tention components are considered across languages, where
a language-specific token is added in the source sentence
to specify the target language [Artetxe and Schwenk, 2019;
Johnson et al., 2017; Tan et al., 2019c]. Third, in order to

simultaneously exploit the characteristic and commonality of
different languages, as well as keeping the model compact,
some works consider to partially share the model parame-
ters. Blackwood et al. [2018] propose to use a specific atten-
tion mechanism in the decoder for each target language and
share all the remaining model parameters, which is shown
to improve the word alignments. Platanios et al. [2018] in-
troduces a contextual parameter generator for each language
pair, which generates the parameters of the encoder and de-
coder based on the source and target language embeddings.
Wang et al. [2019b] improves the translation quality by using
language-sensitive embeddings and attentions, as well as in-
corporating language-sensitive discriminators in the decoder.
Zhang et al. [2020a] introduce a linear transformation be-
tween the shared encoder and decoder for each target lan-
guage, which requires only one more weight matrix for an
additional target language.

Designs for low-resource languages. To better exploit the
knowledge from multiple languages to help low-resource lan-
guages, a lot of works design to improve the multilingual
training from different aspects:

• Auxiliary language selection. How to effectively select
and utilize auxiliary languages is critical to improve the
performance of low-resource language pairs in multilin-
gual NMT. Most works consider to select rich-resource
languages in the same language family as auxiliary lan-
guages, and achieve significant improvement [Neubig and
Hu, 2018]. Tan et al. [2019a] propose to cluster the lan-
guages based on language embedding, which shows better
performance than clustering by language family. Wang and
Neubig [2019] focus on translating low-resource languages
to English with the help of a target conditioned sampling al-
gorithm, where a target sentence is sampled and the source
sentences from all the corresponding parallel sentences in
multiple languages are chosen based on language-level and
sentence-level similarity.

• Training sample balance. Considering the limited model
capacity and the various training data sizes among different
languages, the model may have a bias to rich-resource lan-
guages. Accordingly, balancing the data sizes is important
for low-resource languages in multilingual NMT. Temper-
ature based sampling is one promising approach, where the
temperature term needs to be manually chosen [Arivazha-
gan et al., 2019a]. Wang et al. [2020] propose a method to
automatically weight the training data sizes.

• Word reordering in auxiliary language. Pre-ordering the
words in auxiliary language sentences to align with the
desired low-resource language also brings benefits to low-
resource NMT [Murthy V et al., 2019].

• Monolingual data from auxiliary languages can also be
used to improve the low-resource languages by introduc-
ing back translation [Sennrich et al., 2016], cross-lingual
pre-training [Liu et al., 2020] and meta-learning [Gu et
al., 2018] in multilingual model. Furthermore, multilin-
gual NMT can also be trained with monolingual data only
by extending the unsupervised NMT [Sen et al., 2019], or
aligning the translations to the same language via different
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paths in a multilingual model [Xu et al., 2019].

Zero-shot translation. Multilingual training brings the
possibility of zero-shot translation. For example, a multilin-
gual NMT model trained on X ↔ English and Y ↔ English
parallel data is possible to translate between X and Y even if
it has never seen the parallel data between X and Y . Firat et
al. [2016] achieve zero-resource translation by first training
a multilingual model, then fine-tuning on the pseudo-parallel
corpus for the target language pair generated via back transla-
tion. Based on a fully shared multilingual NMT model, zero-
shot translation shows reasonable quality without any addi-
tional steps [Johnson et al., 2017]. Some designs can further
improve the zero-shot translation in a fully shared multilin-
gual NMT model: (1) introducing an attentional neural in-
terlingua component between the encoder and decoder [Lu
et al., 2018], (2) introducing additional terms to the train-
ing objective [Arivazhagan et al., 2019b], and (3) correct-
ing the off-target zero-shot translation issue via a random on-
line back translation algorithm [Zhang et al., 2020a]. There
are two important observations: (1) incorporating more lan-
guages may provide benefits on zero-shot translation [Aha-
roni et al., 2019], and (2) the quality of zero-shot between
similar languages is quite good [Arivazhagan et al., 2019a].

3.2 Transfer Learning
A typical method of transfer learning for low-resource NMT
is to first train an NMT model on some auxiliary (usually rich-
resource) language pairs, which is called parent model, and
then fine-tune all or some of the model parameters on a low-
resource language pair, which is called child model [Zoph et
al., 2016]. There are three main design aspects in transfer
learning: (1) how to select the auxiliary language, (2) how
to design the joint vocabulary between the auxiliary and low-
resource languages, and (3) how to fine-tune the model for
low-resource languages.

Auxiliary language selection. A common approach is to
select rich-resource languages as auxiliary languages [Zoph
et al., 2016], where the languages share the same/similar lan-
guage family or typology with the given low-resource lan-
guage performs better [Nguyen and Chiang, 2017]. LAN-
GRANK is a framework to automatically detect the optimal
auxiliary language based on typological and corpus statistical
information [Lin et al., 2019].

Joint vocabulary design. A shared vocabulary including
learned sub-words of the auxiliary and the desired low-
resource language pairs is commonly used [Nguyen and Chi-
ang, 2017]. However, the shared vocabulary is not suitable for
transferring a pre-trained parent model to languages with un-
seen scripts in the vocabulary. To address this problem, Kim
et al. [2019a] propose to learn a cross-lingual linear mapping
between the embeddings of the unseen language and the bilin-
gual parent model.

Fine-tuning. One simple method of fine-tuning is to use a
parent model on one rich-resource language to initialize the
child model and then fine-tune all the parameters on the low-
resource language pair [Zoph et al., 2016]. Some parame-
ters can be fixed while fine-tuning, where Bapna et al. [2019]

fix the parameters of the parent model and add light-weight
residual adapters when fine-tuning. Moreover, besides us-
ing a bilingual parent model, a multilingual parent model
can also be used, which enjoys two main advantages. First,
a low-resource language can benefit from multiple auxiliary
languages. Second, considering the limited model capacity
of a multilingual model, fine-tuning may force the model
to focus on the desired low-resource language, and thus im-
prove the performance. Neubig and Hu [2018] compare dif-
ferent settings when fine-tuning a low-resource NMT model
from a multilingual model on many-to-English direction, and
come up with the conclusions: (1) Warm start, where the par-
ent model is trained with both auxiliary languages and low-
resource language, is better than cold start, where the parent
model is trained only on auxiliary languages; (2) Fine-tuning
from a universal model containing dozens of languages out-
performs fine-tuning from a model with one similar auxiliary
language; (3) Fine-tuning with the data of the low-resource
language and one similar rich-resource language outperforms
fine-tuning with only low-resource language data. In addi-
tion, Tan et al. [2019b] suggest warm start for many-to-one
setting and cold start for one-to-many setting.

3.3 Pivot Translation
In pivot-based approaches, a pivot language, which is usu-
ally a rich-resource language, is selected as a bridge. Then,
the source-pivot and pivot-target corpora and model can be
exploited to build the source-target translation.

One approach is to train the source-pivot and pivot-target
models and directly combine them as a source-pivot-target
model [Cheng et al., 2017]. Another widely used method is to
train the source-target model by pseudo-parallel data, which
is generated with the help of the pivot language. Zheng et
al. [2017] translate the pivot language in a pivot-target paral-
lel corpus to source language by a pivot-source NMT model,
while Chen et al. [2017] build the pseudo-parallel corpora
by the source-pivot corpus and pivot-target model. Besides
the parallel corpus, the monolingual data of source and tar-
get languages can also be used to generate pseudo-parallel
corpora [Karakanta et al., 2018; He et al., 2019]. More-
over, leveraging the parameters of source-pivot and pivot-
target models is also one way to utilize the pivot language.
Kim et al. [2019b] transfer the encoder of source-pivot model
and the decoder of the pivot-target model to the source-
target model [Kim et al., 2019b]. Ji et al. [2020] pre-train
a universal encoder for source and pivot languages based on
cross-lingual pre-training [Conneau and Lample, 2019], and
then train on pivot-target parallel data with part of the en-
coder frozen. Pivot languages selection is critical in pivot-
translation, which greatly influences the translation quality.
In most cases, one pivot language is selected based on prior
knowledge. There also exists a learning to route (LTR)
method to automatically select one or several pivot languages
to translate via multiple hops [Leng et al., 2019].

3.4 Summary and Discussions
Both multilingual training and transfer learning are good
ways to learn from auxiliary languages. In multilingual train-
ing, a low-resource language is trained with auxiliary lan-
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Dateset Type #Language Size

Wikipedia mo 300+ ∼ 55M documents
CommonCrawl mo 150+ Billions of URLs
CC-100 mo 100+ ∼ 0.5B sents/lang
JW300 bi 300+ ∼ 0.1M sents/pair
CCAligned bi 137 ∼ 0.3M sents/pair
CCMatrix bi 80 ∼ 1+M sents/pair
WikiMatrix bi 85 ∼ 0.1M sents/pair

Table 1: List of datasets, where mo and bi stand for monolingual
and bilingual data, sents/lang and sents/pair stand for the number of
sentences in a language and language pair, respectively.

guages from scratch, while in transfer learning, an existing
translation model is fine-tuned on a low-resource language.
Multilingual training and transfer learning can be combined
by fine-tuning from a multilingual model. Pivot translation
can be used when the translation path from a source language
to a target language can be linked with one or several pivot
languages, where each language pair on the path has suffi-
cient training data to ensure high-quality translation. In prac-
tice, the methods in Section 2 and 3 can be combined to
further improve the translation accuracy on low-resource lan-
guages. For example, one can first train a multilingual NMT
model, and then fine-tune it to a low-resource language with
iterative back and forward translation.

4 Exploiting Multi-Modal Data
The parallel data in other modality is also useful for NMT,
such as image, video, speech, etc. Chen et al. [2019] built a
pseudo parallel corpus by generating captions of the same im-
age in both source and target languages via pre-trained image
captioning models. In addition, the image caption/description
and translation tasks can be jointly learned to incorporate
image information [Luong et al., 2015]. Moreover, the im-
age data can be utilized by introducing an additional im-
age component (e.g., encoder, decoder or attention) into
the NMT model and aligning the two languages with the
corresponding image in the latent space [Su et al., 2019;
Nakayama and Nishida, 2017]. Currently, the application of
using image-text parallel data on NMT is limited, since such
image-text data is always hard to collect for low-resource lan-
guages. One potential data source to build new image-text
dataset is the images and corresponding captions on websites
(e.g., Wikipedia and news pages). For the languages with
only speech but no text scripts, speech data can be leveraged
to develop the translation capability [Zhang et al., 2020b].

5 Datasets
Data is critical for low-resource NMT. In this section, we in-
troduce some corpora that are widely used in low-resource
NMT, as shwon in Tab. 1. Wikipedia2 and Common Crawl2
contain abundant monolingual data, where Wikipedia covers

2Wikipedia: https://www.wikipedia.org/; Common Crawl:
http://commoncrawl.org/; HugginFace: https://huggingface.co/

more than 300 languages and Common Crawl contains bil-
lions of web pages crawled from the Internet. CC-100 [Con-
neau et al., 2020; Wenzek et al., 2020] is a monolingual
corpus covering 100+ languages processed from Common
Crawl. JW300 [Agić and Vulić, 2019], CCAligned [El-
Kishky et al., 2020], CCMatrix [Schwenk et al., 2019b] and
WikiMatrix [Schwenk et al., 2019a] extract parallel sentences
from monolingual data, where JW300 is from the website
jw.org, CCAligned and CCMatrix are aligned from Common
Crawl, and WikiMatrix is based on Wikipedia. Moreover,
OPUS [Tiedemann, 2012] and HuggingFace2 provide a col-
lection of open source corpora, which makes it convenient to
collect data from multiple data sources.

6 Conclusion and Future Directions
In this paper, we provided a literature review for low-resource
NMT. Different techniques are classified based on the type of
auxiliary data: monolingual data from the source/target lan-
guages, data from other languages, and multi-modal data. We
hope this survey can help readers to better understand the field
and choose appropriate techniques for their applications.

Though lots of efforts have been made on low-resource
NMT as surveyed, there still remain some open problems:

• In multilingual and transfer learning, how many and which
auxiliary languages to use is unclear. LANGRANK [Lin et
al., 2019] trains a model to select one auxiliary language.
Intuitively, using multiple auxiliary languages may outper-
form only one, which is worth exploration.

• Training a multilingual model including multiple rich-
resource languages is costly. Transferring a multilingual
model to an unseen low-resource language is an efficient
approach, where the challenge is how to handle the new
vocabulary of the unseen language.

• Bilingual dictionary is useful and easy-to-get. Current
works focus on taking advantage of bilingual dictionary on
the source and target language. It is also possible to use
bilingual dictionary between a low-resource language and
auxiliary languages in multilingual and transfer training.

• In terms of multi-modality, speech data has potential to
boost NMT, but such studies are limited. For example,
some languages are close in speech but different in script
(e.g., Tajik and Persian).

• Current approaches have made significant improvements
for low-resource languages that either have sufficient
monolingual data or are related to some rich-resource lan-
guages. Unfortunately, some low-resource languages (e.g.,
Adyghe and Xibe) have very limited monolingual data and
are distant from rich-resource languages. How to handle
such languages is challenging and worth further studies.
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