Video Frame Interpolation Based on Deformable Kernel Region
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Abstract

Video frame interpolation task has recently become more and more prevalent in the computer vision field. At present, a number of researches based on deep learning have achieved great success. Most of them are either based on optical flow information, or interpolation kernel, or a combination of these two methods. However, these methods have ignored that there are grid restrictions on the position of kernel region during synthesizing each target pixel. These limitations result in that they cannot well adapt to the irregularity of object shape and uncertainty of motion, which may lead to irrelevant reference pixels used for interpolation. In order to solve this problem, we revisit the deformable convolution for video interpolation, which can break the fixed grid restrictions on the kernel region, making the distribution of reference points more suitable for the shape of the object, and thus warp a more accurate interpolation frame. Experiments are conducted on four datasets to demonstrate the superior performance of the proposed model in comparison to the state-of-the-art alternatives.

1 Introduction

Video frame interpolation aims to synthesize a new frame between two consecutive frames, which is widely used in video processing, such as video encoding, frame rate conversion, or generating slow motion video [Paliwal and Kalantari, 2020]. However, the complex information of video content, including irregular shapes of objects, various motion patterns or occlusion issues, etc., poses a major challenge to the authenticity of the interpolated frames. With the extensive development of deep learning in computer vision, more and more studies use deep learning methods to interpolate video frames.

Flow-based method is a common approach in this area, which warps the input reference frames according to the optical flow between the interpolation frame and the left and right reference frames, so as to predict the intermediate frame. Some researches such as [Ranjan and Black, 2017] and [Ilg et al., 2017] have developed several methods based on end-to-end flow estimation models for frame interpolation. However, since the interpolated frame does not really exist, the model cannot predict the accurate optical flow information between the interpolated frame and the reference frame. Therefore, low-quality images are generated when the optical flow is not suitable.

Kernel-based method is proposed by [Niklaus et al., 2017a], which regards pixel interpolation as the convolution of corresponding image blocks in two reference frames. Compared with the flow based method, the kernel based method is more flexible. It uses a deep convolution neural network to estimate spatial adaptive convolution kernel, which unifies motion estimation and pixel synthesis into a single process, which can better deal with challenging frame interpolation scenes. However, the kernel size limits the accuracy of the predicted frame. Specifically, if kernel size is too small, the model cannot handle large moving objects, but if the model is set with a large kernel size, it requires a great amount of memory. Although SepConv [Niklaus et al., 2017b] reduces memory consumption, it still cannot solve the problem of motion larger than the pre-defined kernel size.

At present, many researches have developed novel algorithms to simultaneously estimate the flow and compensation kernels with respect to the original reference frames, which can tightly couple the motion estimation and kernel estimation networks together to optimize the immediate frame through an overall network model. On the one hand, compared with the flow based method which relies on simple bilinear coefficients, this method can improve the interpolation accuracy by using data-driven kernel coefficients. On the other hand, the optical flow predicted by the flow estimation model first locates the approximate reference kernel region, which can greatly reduce the kernel size, to obtain higher computational efficiency than the sole kernel based method.

Although these methods have improved the video frame interpolation, they all ignore that the object itself has an irregular shape and the motion trajectory is not fixed. Therefore, the regular convolution kernel shape cannot adapt to various objects and motions. In this paper, inspired by Deformable Convolution (DCN) [Dai et al., 2017], we propose to offset the reference pixels adaptively through the latent features extracted by the network, so that the position of the reference point becomes more practical. In addition, according to De-
formable Convolution v2 (DCNv2) [Zhu et al., 2019], to synthesize a target pixel, not all pixels within the reference field contribute equally to its response, and therefore we utilize both the kernel coefficient and bilinear coefficient to learn the differences in these contributions. Finally, we propose a pixel synthesis module to adaptively combine the optical flow, the interpolation kernel, and the offset field.

2 Related Work

2.1 Video Interpolation

Recently, an increasing number of studies have proved the success of application of deep learning in computer vision, which also inspired various frame interpolation based on deep learning. Super SloMo [Jiang et al., 2018] utilized two U-Nets to build the network, where one was used to estimate optical flow between two input reference frames, and the other was used to correct the linearly interpolated flow vector, so as to supplement the frame of the video. [Xu et al., 2019] proposed a quadratic interpolation algorithm for synthesizing accurate intermediate video frames, which can better simulate the nonlinear motion in the real world by using the acceleration information of the video. Niklaus et al. proposed AdaConv [Niklaus et al., 2017a] and SepConv [Niklaus et al., 2017b] successively, which combined the two steps into a convolution process by convolving the input frame with the spatial adaptive kernel. In addition, SepConv transformed the regular 2D kernel into the 1D kernel, which improves computational efficiency. And it also developed a convolutional neural network that takes in two input frames and estimates pairs of 1D kernels for all pixels simultaneously, which enables the neural network to produce visually pleasing frames.

MEMC-Net [Bao et al., 2019b] proposed to exploit motion estimation and motion compensation in a neural network for video frame interpolation. It further proposed an adaptive warping layer for synthesizing new pixels, which can estimate the optical flow and compensation kernel simultaneously. This new warping layer was expected to closely couple the motion estimation and kernel estimation networks. In addition, DAIN [Bao et al., 2019a] utilized the depth information to clearly detect occlusion for video frame interpolation. The bi-directional optical flow and depth map were estimated from the two input frames firstly. Then, instead of simple averaging of flows, the model calculated the contribution of each flow vector according to depth value since multiple flow vectors may be encountered at the same position, which will result in flows with clearer motion boundary.

2.2 Deformable Convolution

In recent years, Convolution Neural Network (CNN) has made rapid development and progress in the field of computer vision. However, due to the fixed geometric structure in its building module, CNN is inherently limited to model geometric transformation. How to effectively solve the geometric changes in the real world has been a challenge.

In order to handle this problem, [Dai et al., 2017] proposed Deformable Convolution Network (DCN) to improve the modeling ability for geometric changes. Specifically, the deformable convolution module first learned offsets based on a parallel network, and then adds these offsets to the position of each sampling point in the convolution kernel, so as to achieve random sampling near the current position without being limited to the regular grid. This made the network more concentrated in the region or target we are interested in.

The problem of DCN was that the introduction of offset module leads to irrelevant context information, which is harmful to the network model. The motivation of Deformable ConvNets v2 (DCNv2) [Zhu et al., 2019] is to reduce interference information in DCN, which can improve the adaptive ability of the model to different geometric changes. It added a modulation mechanism in the deformable convolution module, where each sample not only undergoes a learned offset but is also modulated by a learned feature amplitude. Therefore, the network module can change the spatial distribution and relative influence of its samples.

3 Proposed Approach

In this section, we introduce the overall structure of our proposed model and the process of pixel synthesis.

3.1 Network Architecture

In this paper, we design a model with deformable kernel region for video frame interpolation. Its overall structure is shown in Figure 1. The input of the model contains two frames, Frame $t - 1$, $I_{t-1}$ and Frame $t + 1$, $I_{t+1}$, and the purpose is to obtain the intermediate interpolated frame, Frame $t$, between these two frames. Specifically, our model includes four submodules: coefficient generation part, offset generation part, occlusion processing part and frame enhancement part.

Coefficient Generation Inspired by MEMC-Net, this part is designed as a modulation mechanism for pixel synthesis, which consists of bilinear coefficient and kernel coefficient. In particular, we use PWC-Net [Sun et al., 2018] to build the optical flow prediction module, which first predicts the optical flow between two reference frames, then obtains the motion vector fields ($f_{t\rightarrow t-1}$ and $f_{t\rightarrow t+1}$) target frame to reference frames via the flow projection method in [Bao et al., 2019b]. Finally, we locate the approximate reference region of each target pixel using $f_{t\rightarrow t-1}$ and $f_{t\rightarrow t+1}$. The kernel prediction module is used to estimate spatially-adaptive convolutional kernels for each target pixel, marked as $K_{t-1}$ and $K_{t+1}$. We consider the U-Net [Ronneberger et al., 2015] structure as the basic framework for predicting interpolation kernel coefficients. The network structure is shown in Figure 2. We first downsample the input frame several times to extract features through average pooling, and then use bilinear interpolation to upsample the feature maps with the same number of times to reconstruct it. For the kernel prediction module, the interpolation kernel with $r \ast r$ channels is finally obtained, where $r \ast r$ represents the number of pixels in the kernel region. This full convolution neural network will also be used to predict offset field and occlusion maps later.

Offset Generation Considering the irregularity of the object and the uncertainty of motion, which were mentioned in DCN and DCNv2 previously, we add an offset generation part to our model. Similarly, we use the network structure shown
in Figure 2 as the offset prediction module, and an offset field with $2 \times r \times r$ channels can be obtained, where 2 represents the offset along $x$ direction and $y$ direction, respectively. Then, according to the initial position and offsets of the reference pixels, the kernel region of target pixel is relaxed from the constraints of the regular grid, and finally we finds the more accurate reference position.

**Occlusion Processing** Due to the relative motion of objects in natural video, there may exist occluded regions between the two reference frames. When this happens, the target pixel become invisible in one of the input frames. Therefore, in order to select effective reference pixels, we use an occlusion prediction module to learn occlusion maps. Since occlusion maps can be understood as the weight of the reference frames, its values are in the range of $[0,1]$. Therefore, we add sigmoid activation after the basic network structure shown in Figure 2.

The blended frame $\hat{O}_t$ is generated by

$$\hat{O}_t = O_{t-1} \cdot I_{t-1} + O_{t+1} \cdot I_{t+1}$$  \hspace{1cm} (1)

where $\cdot$ represents the matrix multiplication of the corresponding elements. $I_{t-1}$ and $I_{t+1}$ are the reference frames. $O_{t-1}$ is the output of the network and $O_{t+1} = 1 - O_{t-1}$, where 1 is a matrix of ones. Thus, the larger the value of $O_{t-1}$, the better the visibility on $I_{t-1}$. On the contrary, the larger the value of $O_{t+1}$, the better the visibility on $I_{t+1}$.

**Frame Enhancement** We also add a post-processing module to enhance the quality of interpolated frame. This module concatenate the warped frames, occlusion maps, interpolation kernels and projected flows as input. Since the input frame and the output frame of our model are quite similar, we make the post-processing module output residual between blended frame $\hat{O}_t$ and the ground truth. Note that the network structure of the post-processing module is composed of 4 stacked

---

**Figure 1:** Overall structure of network model. Our model is mainly divided into four submodules including coefficient generation part, offset generation part, occlusion processing part and frame enhancement part. Besides, it also contains a pixel synthesis module used to adaptively combine optical flow, interpolation kernel, and offset field.

**Figure 2:** The network structure for kernel prediction, offset prediction and occlusion prediction modules. For kernel prediction, the network outputs interpolation kernels with $r \times r$ channels; for offset prediction, it outputs offsets field with $2 \times r \times r$ channels; for occlusion prediction, it outputs occlusion maps with 1 channel. In all cases, the network output has the same spatial resolution with the original frames.
standard convolutions with the filter size of $3 \times 3$, and except for the last layer, each other convolutional layer is followed by an activation function Rectified Linear Unit (ReLU).

3.2 Pixel Synthesis

The task of the pixel synthesis module is to calculate the value for the target pixel according to the input reference frames, optical flows, interpolation kernels and offsets. First, the module locates a certain position $A'(x', y')$ of the target pixel $A(x, y)$ on the reference frame according to the predicted optical flow, as depicted in Figure 3. Then, we set the size of the kernel region to $4 \times 4$, a total of 16 reference pixels, i.e., $R=16$, and $p_r$ is regarded as the relative coordinate of each reference pixel

$$p_r \in \{(-1, -1), (-1, 0), \ldots, (2, 2)\}$$

(2)

Note that $(0,0)$ is the nearest integer pixel position on the top-left of $A'$. Next, we add the learned offsets $\Delta p_r$ to the position of initial reference point to get the final adaptive reference point. Since these offsets are all fractional, we obtain the pixel value through bilinear interpolation.

In addition, as shown in Figure 4, we flatten the learned interpolation kernel by channel to obtain the kernel coefficients $w^k_i$ of the target pixel. Besides, according to the principle of bilinear interpolation, we calculate the coefficients of $q_1, q_2, q_3, q_4$. Then, due to offset consideration, we expand the range to the $Q_{TL}, Q_{TR}, Q_{BL}, Q_{BR}$ four parts as the kernel regions, and each part enlarges the original kernel region by one-pixel width along $x$ and $y$ directions. The bilinear coefficient $w^k_i$ of each part is set to the same as the corresponding $q_i$, and the detailed calculation process is as follows:

$$w^k_i(TL) = [1 - \theta(x')][1 - \theta(y')], \quad p_{x}^{k} + \Delta p_{x}^{r} \leq \theta(x'), \quad p_{y}^{k} + \Delta p_{y}^{r} \leq \theta(y')$$

$$w^k_i(TR) = \theta(x')[1 - \theta(y')], \quad p_{x}^{k} + \Delta p_{x}^{r} > \theta(x'), \quad p_{y}^{k} + \Delta p_{y}^{r} \leq \theta(y')$$

$$w^k_i(BL) = [1 - \theta(x')][\theta(y')], \quad p_{x}^{k} + \Delta p_{x}^{r} \leq \theta(x'), \quad p_{y}^{k} + \Delta p_{y}^{r} > \theta(y')$$

$$w^k_i(BR) = \theta(x')[\theta(y')], \quad p_{x}^{k} + \Delta p_{x}^{r} > \theta(x'), \quad p_{y}^{k} + \Delta p_{y}^{r} > \theta(y')$$

(3)

where $\theta(x') = x' - \lfloor x' \rfloor$ and $\theta(y') = y' - \lfloor y' \rfloor$, $p_{x}^{k} + \Delta p_{x}^{r}$ represents the final relative position in the X-axis direction, which is obtained by adding the offset to the integer position of the reference point, and we determine which bilinear coefficient to use according to the final adaptive position. The synthesis process of target pixels $\hat{I}(A)$ can be expressed as:

$$\hat{I}(A) = \sum_{r=1}^{R} w^k_{o_r} \cdot I_{B}(A + [f(A)] + p_r + \Delta p_r),$$

(4)

where $I_{B}$ represents bilinear interpolation, and $f(A)$ is the optical flow predicted at point A. The calculation process for a target pixel is shown in Algorithm 1.

It has been proved in [Bao et al., 2019b] that bilinear coefficients and interpolation coefficients can be obtained by back-propagating their gradients to the flow estimation network and the kernel estimation network, respectively. Therefore, we only prove that the offset estimation is differentiable. For convenience, we set $q = A + [f(A)] + p_r + \Delta p_r$ and $(u(q), v(q))$ represents the coordinate of point $q$. We take the
Table 1: Quantitative comparisons on the Vimeo90K, UCF101 and Davis480p. The numbers marked red and blue indicate the best and second best image quality evaluation respectively. We also compare the number of model parameters. Our method has the highest PSNR and SSIM on these three datasets.

Table 2: Quantitative comparison of some video sequences in MPI-Sintel dataset. The numbers marked red and blue indicate the best and second best image quality evaluation respectively. Our method can achieve higher PSNR and SSIM with relatively less runtime.

4 Experimental Details

The total loss function of our model is designed into two parts: one is used to calculate the loss between the average warped frame ($F_{avg} = (F_{t-1} + F_{t+1})/2$) and the ground truth $I_{gt}$, which is called warped loss $L_w$, and the other is enhancement loss $L_e$, which is used to calculate the loss between the output image after frame quality enhancement $I_t$ and the ground truth $I_{gt}$. The total loss function can be formulated as:

$$L_{total} = \lambda_w L_w + \lambda_e L_e$$

where $\lambda_w$ is set to 1 and $\lambda_e$ is set to 0.5. It is well known that optimization based on $\ell_2$ norm will lead to blurry results in most image synthesis tasks, so we use $\ell_1$ norm for the loss. Inspired by [Lee et al., 2020], [Shi et al., 2021], [Bao et al., 2019a], we utilize the Charbonnier Penalty Function $\Phi(x) = \sqrt{x^2 + \epsilon^2}$ to smoothly approximate the $\ell_1$ norm and set $\epsilon = 1e-6$.

We adopt the AdaMax optimizer, where $\beta_1$ and $\beta_2$ are set as the default values 0.9 and 0.999, respectively. We set the initial learning rate to 0.002, and during training, if the validation loss does not decrease in 3 consecutive epochs, we reduce the learning rate by a factor of 0.2. We select Vimeo90k [Xue et al., 2019] as the dataset and divide it into two parts, which are used for training and validating our proposed model respectively. One part contains 64,600 triples as training set, and the other part has 7,824 triples as the validation set, with a resolution of 256×256 per frame. We adopt the AdaMax optimizer, where $\beta_1$ and $\beta_2$ are set as the default values 0.9 and 0.999, respectively. We set the initial learning rate to 0.002, and during training, if the validation loss does not decrease in 3 consecutive epochs, we reduce the learning rate by a factor of 0.2. We select Vimeo90k [Xue et al., 2019] as the dataset and divide it into two parts, which are used for training and validating our proposed model respectively. One part contains 64,600 triples as training set, and the other part has 7,824 triples as the validation set, with a resolution of 256×256 per frame. We regard the middle frame of the triple as the ground truth, and regard the remaining two frames as the input data. In addition, we also reversed the time order of the input sequence for around 100 epochs, the training loss has converged.

offset on the horizontal component ($\Delta u$) of the current reference point as an example, and the derivative with respect to the offset field is calculated as follows:

$$\frac{\partial \hat{I}(A)}{\partial \Delta u} = w_r \cdot w_k \cdot \frac{\partial I_B(q)}{\partial \Delta u}, \quad (5)$$

where

$$\frac{\partial I_B(q)}{\partial \Delta u} = \varphi^w_{TL} \cdot I_{TL} + \varphi^w_{TR} \cdot I_{TR} + \varphi^w_{BL} \cdot I_{BL} + \varphi^w_{BR} \cdot I_{BR}, \quad (6)$$

and the ground truth $I_{gt}$. The total loss function can be formulated as:

$$L_{total} = \lambda_w L_w + \lambda_e L_e$$

where $\lambda_w$ is set to 1 and $\lambda_e$ is set to 0.5. It is well known that optimization based on $\ell_2$ norm will lead to blurry results in most image synthesis tasks, so we use $\ell_1$ norm for the loss. Inspired by [Lee et al., 2020], [Shi et al., 2021], [Bao et al., 2019a], we utilize the Charbonnier Penalty Function $\Phi(x) = \sqrt{x^2 + \epsilon^2}$ to smoothly approximate the $\ell_1$ norm and set $\epsilon = 1e-6$.

We adopt the AdaMax optimizer, where $\beta_1$ and $\beta_2$ are set as the default values 0.9 and 0.999, respectively. We set the initial learning rate to 0.002, and during training, if the validation loss does not decrease in 3 consecutive epochs, we reduce the learning rate by a factor of 0.2. We select Vimeo90k [Xue et al., 2019] as the dataset and divide it into two parts, which are used for training and validating our proposed model respectively. One part contains 64,600 triples as training set, and the other part has 7,824 triples as the validation set, with a resolution of 256×256 per frame. We regard the middle frame of the triple as the ground truth, and regard the remaining two frames as the input data. In addition, we also reversed the time order of the input sequence for data enhancement. During training, we set the batch size to 3, and deploy our experiment to RTX 2080Ti. After training for around 100 epochs, the training loss has converged.

Note that here $\lambda(v) = v(q) - |v(q)|$. We only calculate the derivative in the horizontal component, and the calculation method in the vertical component is similar.
In order to verify the effectiveness of our model, we also evaluate the trained model on the following four datasets.

**Vimeo90K Test Set** This dataset [Xue et al., 2019] is consisted of 3758 video sequences, each of which has three frames. As in the case of Vimeo90k training dataset, the frame resolution is $448 \times 256$, and we utilize the first and third frames of each sequence to synthesize the second one.

**UCF101** The UCF101 [Soomro et al., 2012] dataset is a large-scale human behavior dataset. It consists of video sequences containing camera motion and cluttered background. We selected 333 triples from it for model test, of which the resolution is $320 \times 240$.

**DAVIS480p** This dataset (Densely Annotated Vldeo Segmentation) [Perazzi et al., 2016] is composed of 50 high-quality, full HD video sequences, covering many common video object segmentation challenges, such as occlusion, motion blur and appearance change. We select 50 groups of three consecutive frames as the test data, and the resolution of each frame is $854 \times 480$.

**MPI-Sintel** MPI-Sintel [Butler et al., 2012] introduces a new optical flow dataset from an open source 3D animation short film *Sintel*, which has some important features such as long sequence, large motion, specular reflection, motion blur, defocus blur and atmospheric effect. We randomly constructed triples from seven sequences for testing to verify the performance of our model under the above features.

Table 1 shows the quantitative comparison between our method and other various state-of-the-art, including Cyclic-Gen [Liu et al., 2019], SepConv-$L_f$, SepConv-$L_1$ [Niklaus et al., 2017c], AdaCoF [Lee et al., 2020], MEMC [Bao et al., 2019b], DAIN [Bao et al., 2019a] and R-SepConv [Niklaus et al., 2021]. We measured the PSNR, SSIM and the model parameters of each method on three test datasets. Although our method does not have the least model parameters, on the whole, it can perform best on three datasets with only a small burden.

In order to make our results more convincing, we selected several effective methods to visualize the drift-turn sequence in Davis480p. We took the first frame and the third frame as the input of each model to get the second frame, as shown in the first and second rows of Figure 5. Since the motion of the object in these three frames is very large, other methods cannot generate high-quality interpolation frames, for example, even the car wheels disappear or the words on the brand become blurred. But we find our method can synthesize large moving objects well.

We also apply several most advanced interpolation methods on MPI-Sintel datasets and compare them with our method. The quantitative comparison results are shown in Table 2. According to the table, our proposed method can achieve higher PSNR (Peak Signal-to-Noise Ratio) and SSIM (Structural Similarity) in a relatively short runtime. We also visualized the interpolation frame, which is derived from a sequence namely bandage1 in the dataset, as shown in the third and fourth rows in Figure 5. According to the results, our method also performs well in synthesizing the detailed texture of the object. More qualitative results and ablation experiments are provided in supplementary material.

5 Conclusion

This paper presents a novel method for video interpolation. Due to the diversity of object shape and the uncertainty of motion, it may not be possible to obtain meaningful feature with a fixed kernel region. Inspired by deformable convolution, we break the limitation of employing fixed grid reference pixels when synthesizing the target pixel, and make the model learn offsets for all reference points of each target pixel. We then locate the position of the final reference points according to the offsets, and finally synthesize the target pixel. Our model was tested on four datasets, and the experimental results show that our method is superior to most competitive algorithms.

1The supplementary material is available at http://arxiv.org/abs/2204.11396
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