SAR-to-Optical Image Translation via Neural Partial Differential Equations
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Abstract

Synthetic Aperture Radar (SAR) becomes prevailing in remote sensing while SAR images are challenging to interpret by human visual perception due to the active imaging mechanism and speckle noise. Recent researches on SAR-to-optical image translation provide a promising solution and have attracted increasing attention, though still suffering from low optical image quality with geometric distortion due to the large domain gap. In this paper, we mitigate this issue from a novel perspective, i.e., neural partial differential equations (PDE). First, based on the efficient numerical scheme for solving PDE, i.e., \textit{Taylor Central Difference} (TCD), we devise a basic TCD residual block to build the backbone network, which promotes the extraction of useful information in SAR images by aggregating and enhancing features from different levels. Furthermore, inspired by the \textit{Perona-Malik Diffusion} (PMD), we devise a PMD neural module to implement feature diffusion through layers, aiming at removing the noise in smooth regions while preserving the geometric structures. Assembling them together, we get a new SAR-to-Optical image translation network named S2O-NPDE, which delivers optical images with finer structures and less noise. Experiments on the popular SEN1-2 dataset show that S2O-NPDE outperforms state-of-the-art methods in both objective metrics and visual quality.

One of the challenges originates from the unique active imaging mechanism of SAR instead of the passive one of optical sensors, which results in different image domains. SAR images record the amount of energy reflected back after interacting with the target where the energy is produced by SAR sensors. Hence, SAR images emphasize the physical properties of the surface, while optical images provide more visible structural details [Fuentes Reyes \textit{et al.}, 2019]. For example, the paddy fields and land are easy to distinguish in optical images while being similar in SAR images. Furthermore, the electromagnetic wave signals used to generate SAR images may be reflected several times before being received, which produces geometric distortions in SAR images, often not matching the physical structures in the real environment [Auer \textit{et al.}, 2009]. The difference makes the network trained only with the content loss, e.g., L1-norm loss and L2-norm loss, generate blurry optical images. For example, the cGAN-based method can characterize the land cover information well but produces ambiguous results with less structural information when applied to complex scenes [Wang \textit{et al.}, 2019]. Using the cycle consistency loss, the CycleGAN-based method can keep the structure information in SAR image, while tending to produce hallucinations and mismatched structures [Fuentes Reyes \textit{et al.}, 2019]. Other methods try to address this issue through effective network designs. For example, Yang \textit{et al.} [2022] proposed a parallel feature fusion generator to improve the feature extraction of SAR image while Guo \textit{et al.} [2021a] utilized edge information to help generate optical images with better texture, which however
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1 Introduction

With all-day and all-weather acquisition capability, synthetic aperture radar (SAR) has been widely used in many applications including change detection, resource exploration, and agricultural planning [Zhang and Tao, 2020; Yang \textit{et al.}, 2022]. Unlike optical remote sensing images, which are friendly to interpret by human visual perception, the interpretation of SAR images is a difficult task for non-experts due to its unique active imaging mechanism and the high-frequency speckle noise. SAR-to-optical (S2O) image translation, as a promising solution, aims to generate a corresponding optical image from the SAR image. Benefiting from the development in deep learning, S2O image translation via deep neural networks has gained increasing attention in recent years [Fu \textit{et al.}, 2021; Grohnfeldt \textit{et al.}, 2018], most of which are based on generative adversarial networks (GAN), such as conditional GAN (cGAN) [Isola \textit{et al.}, 2017] and cycle-consistent GAN (CycleGAN) [Zhu \textit{et al.}, 2017]. However, these GAN-based methods suffer from generating geometric distortions in the optical image with low quality due to the large domain gap between SAR images and optical images, which makes the S2O image translation task very challenging.
are heuristic and lack of an explicit design principle.

Another challenge originates from the common speckle noise in SAR images. Speckle noise is generated by the coherent interference of signal responses from individual scatterers in resolution cells, which obscures part of the effective information in SAR images [Simard et al., 1998], making it difficult to extract effective features from SAR images. To handle the speckle noise, Wang et al. [2018] developed the SAR-GAN consisting of two sub-networks to perform the despeckling task and coloring task, respectively. However, the two-step design idea ignores the geometric distortion of SAR images and can only be used to process partially distortion-free SAR images. Zhang et al. [2020] proposed a feature-guided method that uses a discrete cosine transform (DCT)-based loss to suppress the influence of speckle noise, while it may also affect the structures in the generated image.

In this paper, we make the first attempt to address these issues from a novel perspective, i.e., neural partial differential equations (PDE), and propose a SAR-to-Optical image translation method named S2O-NPDE. Different from previous methods, our S2O-NPDE is devised following an explicit and explainable design principle derived from PDE. First, based on the efficient numerical scheme for solving PDE, i.e., Taylor Central Difference (TCD), we devise a basic TCD residual block to build the backbone network, which promotes the extraction of useful information in SAR images by aggregating and enhancing features from different levels. Furthermore, inspired by the Perona-Malik Diffusion (PMD), we devise a differentiable PMD neural module to implement feature diffusion through layers, aiming at removing the noise in smooth regions while preserving the geometric structures. It is achieved by constraining the output of the PMD neural module to be consistent with the high-frequency information of optical image via a PDE-based loss. Assembling them together, we obtain the S2O-NPDE model, which is skilled at better feature extraction, speckle noise removal, and geometric structure preservation by design. Experiments on the popular SEN1-2 dataset show that our S2O-NPDE outperforms state-of-the-art (SOTA) methods in terms of both objective metrics and visual quality, i.e., generating better optical images with finer structures and less noise.

The main contribution of this paper is three-fold:

- We address the S2O image translation task from the perspective of neural partial differential equations and accordingly propose a novel S2O-NPDE model following an explicit and explainable design principle. To the best of our knowledge, this is the first attempt and offers a new insight into the S2O image translation task.
- We propose two essential components and assemble them together as the S2O-NPDE model. One is derived from the efficient numerical scheme for solving PDE, i.e., the TCD residual block to build the backbone network, while the other is derived from the well-known Perona-Malik Diffusion model, i.e., the PMD neural module. They help S2O-NPDE extract better features for S2O image translation while removing noise and preserving geometric structures by design respectively.
- Our S2O-NPDE delivers optical images with finer structures and less noise and outperforms SOTA methods in terms of objective metrics and visual quality on the popular SEN1-2 dataset containing diverse scenes.

2 Related Work

2.1 SAR-to-Optical Image Translation

Most of S2O image translation methods are based on generative adversarial networks [Goodfellow et al., 2014; Qiao et al., 2019] that implicitly learn a conditional data distribution of optical images matching the real distribution and complete the task by sampling an optical image from the distribution given a SAR image [Yang et al., 2022]. Many research efforts have been made in the design of loss functions and network structures. For example, an L1-norm content loss is used in the cGAN-based method [Grohnfeldt et al., 2018] while the cycle consistency loss is used in the CycleGAN-based method [Fuentes Reyes et al., 2019]. However, these methods suffer from blurry artifacts or geometric distortions due to the large domain gap between SAR images and optical images. Other methods try to address the issue by exploring the characteristics of SAR images and devising effective network structures accordingly, e.g., leveraging the residual network [He and Yokoya, 2018], utilizing the edge information [Guo et al., 2021a], designing chromatic aberration loss [Yang et al., 2022]. Although these methods could generate promising results, they are designed in a heuristic manner and lack of an explicit design principle. Our model is also based on the CycleGAN framework, but different from them, we propose to solve the S2O image translation task from the perspective of neural PDE for the first time. Specifically, we devise a novel S2O-NPDE model consisting of two neural PDE modules by following an explicit and explainable design principle derived from PDE.

2.2 Neural Partial Differential Equations

Many deep networks have been designed inspired by the PDE [Guo et al., 2021b], e.g., learning discriminative and rotation-invariant features for image classification [Fang et al., 2017] and learning the optimal nonlinear anisotropic diffusion for image denoising [Chen et al., 2015]. Recently, instead of designing networks based on the complex derivation of PDE, researchers have discovered the interesting connection between neural networks and the ordinary differential equation (ODE) [Lu et al., 2018; He et al., 2019], which is a simplified form of the PDE. Most existing ODE-inspired networks are designed by solving the ODE with the Euler method due to its simplicity and ease of implementation, although the Taylor method can deliver better accuracy [Anderson and Wendt, 1995]. In this paper, we investigate the network design based on the Taylor Central Difference method and propose a novel residual block to promote the extraction of useful information in SAR images by aggregating and enhancing features from different levels. Besides, as a well-known PDE, Perona-Malik Diffusion has been widely adopted in the image processing community, especially for image denoising [Perona and Malik, 1990], by designing new diffusion kernels [Keeling and Stollberger, 2002] to efficiently remove noise while preserving structures.
In this paper, we try to implement PMD in neural networks by devising a differentiable PMD neural module to specifically mitigate the influence of speckle noise in SAR images.

3 Proposed Method

3.1 Overall Architecture

We devise our S2O-NPDE model based on the CycleGAN framework [Zhu et al., 2017]. As shown in Figure 1, the generator includes a backbone branch of three TCD residual blocks (Section 3.2) and a parallel PMD neural module (Section 3.3), where feature interactions are encouraged between them. \( \phi(\cdot) \) denotes the mapping function learned by the PMD head. The adversarial loss \( L_{GAN} \), cycle consistency loss \( L_{cyc} \), pixel loss \( L_{pix} \), perceptual loss \( L_{per} \), and the proposed PDE losses, i.e., \( L_{TCD} \) and \( L_{PMD} \), are used to train S2O-NPDE (Section 3.4).

![Figure 1: Overview of the proposed S2O-NPDE model, which is based on the CycleGAN framework. The generator includes a backbone branch of three TCD residual blocks (Section 3.2) and a parallel PMD neural module (Section 3.3), where feature interactions are encouraged between them. \( \phi(\cdot) \) denotes the mapping function learned by the PMD head. The adversarial loss \( L_{GAN} \), cycle consistency loss \( L_{cyc} \), pixel loss \( L_{pix} \), perceptual loss \( L_{per} \), and the proposed PDE losses, i.e., \( L_{TCD} \) and \( L_{PMD} \), are used to train S2O-NPDE (Section 3.4).](https://example.com/figure1)

We define the left side of the equation as the change of \( u \) from step \( j \) to \( j+1 \), which can be approximated with a neural module, denoted as \( \delta f(x) \). Therefore, the above equation can be rewritten as:

\[
\frac{\partial u}{\partial x} = u_{j+1} - \frac{3}{2} u_j + u_{j-1} - \frac{1}{2} u_{j-2}.
\]

We define the left side of the equation as the change of \( u \) from step \( j \) to \( j+1 \), which can be approximated with a neural module, denoted as \( \delta f(x) \). Therefore, the above equation can be rewritten as:

\[
\Delta u_j = u_j + \frac{1}{2} (u_{j-1} - u_{j-2}) - \frac{1}{2} (u_{j-1} - u_{j-2}) + \delta f(x).
\]

Then, we use \( \Delta u_j \) and \( \Delta u_{j-1} \) to denote the residual between \( u_j \) and \( u_{j-1} \) and the residual between \( u_{j-1} \) and \( u_{j-2} \), respectively, i.e., \( \Delta u_j = u_j - u_{j-1} \) and \( \Delta u_{j-1} = u_{j-1} - u_{j-2} \). Then, Eq. (3) can be rewritten as:

\[
u_{j+1} = u_j + \frac{1}{2} \Delta u_j - \frac{1}{2} \Delta u_{j-1} + \delta f(x).
\]
In this paper, we devise the TCD residual block to implement Eq. (4), where $\delta f(x)$ is implemented as a series of two convolutional layers with a ReLU layer inserted. The detailed structure of TCD residual block is shown in Figure 2.

### 3.3 PMD Neural Module

PMD has been widely studied in image processing, especially for denoising while retaining the structural information in the image. Since there is speckle noise in SAR images, it is attractive to explore PMD in the S2O image translation task to generate noise-free optical images. To this end, we devise a PMD neural module that explicitly functions like PMD.

Given an image or feature $u$, the PMD equation is:

$$\begin{align*}
\frac{\partial u}{\partial t} &= \text{div}(g(|\nabla u|)\nabla u) \\
g(|\nabla u|) &= \frac{1}{1 + \frac{|\nabla u|^2}{k^2}},
\end{align*}$$

(5)

where $g(|\nabla u|)$ is the diffusion coefficient, $t$ is the diffusion step and $k$ is the shape constant [Guo et al., 2011]. It is easy to find that in flat or smooth regions with small gradients ($|\nabla u| \rightarrow 0$), the diffusion coefficient $g$ is near one, while in areas with rich texture or structural details ($|\nabla u| \rightarrow \infty$), the coefficient is near zero. With the spatially varying diffusion coefficient, PMD can keep details while removing noise.

After simple derivation based on second-order approximation and $u_{xx} + u_{yy} = u_{a\alpha} + u_{\beta\beta}$, Eq. (5) becomes:

$$\frac{\partial u}{\partial t} = \frac{k^2}{k^2 + |\nabla u|^2} \frac{k^2 - |\nabla u|^2}{k^2 + |\nabla u|^2} u_{a\alpha} + \frac{k^2}{k^2 + |\nabla u|^2} u_{\beta\beta},$$

(6)

where $u_{xx}$ and $u_{yy}$ are the second-order partial derivatives of $u$ along the $x$ and $y$ directions, respectively. $u_{a\alpha}$ and $u_{\beta\beta}$ are the second-order partial derivatives of $u$ along the normal direction (image gradient direction) and the tangential direction (edge direction), as shown in Figure 3.

To better preserve the structural details such as edges, it needs to be smoothed as little as possible in the image gradient direction [Guo et al., 2011]. To this end, we set the coefficient of $u_{a\alpha}$ to zero, i.e.,

$$\frac{k^2}{k^2 + |\nabla u|^2} \frac{k^2 - |\nabla u|^2}{k^2 + |\nabla u|^2} = 0,$$

implying $k^2 = |\nabla u|^2$. If the diffusion step size $\Delta u$ is set to one, we have the following equation from Eq. (6):

$$u_{i+1} - u_i = \frac{k^2}{k^2 + |\nabla u|^2} u_{a\alpha} = \frac{1}{2} u_{\beta\beta},$$

(7)

where $u_x$ and $u_y$ are the first-order partial derivatives of $u$ along the $x$ and $y$ directions, respectively. Eq. (7) can be formulated as a residual neural block, where the right side of the equation is the learned residual $\Delta u$. Indeed, the residual neural block can be implemented as some convolution layers with fixed kernels. As shown in Figure 4, using convolution kernels like $W_x = [0, 1, 0; 0, 0, 1; 0, 0, 0]$, $W_y = [0; -1, 0, 1; 0]$, $W_{xx} = [0, 0, -1, 0; 0, 0, 0, 0; -1, 0, 0, 0]$, $W_{xy} = [0; 0, 1, 0; 0, 0, 0; -1, 0, 0, 0]$ and $W_{yy} = [0, 0, -1, 0; 0, 0, 0, 0; 0, 0, 0, 0; -1, 0, 0, 0]$ we can obtain $u_x$, $u_{xx}$, $u_y$ and $u_{yy}$ as well as $\Delta u$ after a network forward pass, e.g., $u_x = W_x * u$, where $*$ represents the convolution operation.

We call these convolution layers with fixed kernels as PMD head, where the mapping function is denoted as $\varphi(\cdot)$. In addition to learning (calculating) the residual using fixed convolution kernels, we also devise some fusion blocks to promote feature interactions between the backbone network and the PMD head and further refine the feature. Specifically, as shown in Figure 1, the feature from the PMD head module first goes through a convolution layer and a downsampling layer before concatenated and fused with the feature maps from TCD residual blocks in two sequential fusion blocks, each of which consists of three convolution layers. After an upsampling layer and a convolutional prediction layer, we get a side output called PMD image.
3.4 Loss Function

To train the proposed S2O-NPDE to generate target optical images, we leverage several typical loss functions widely used in previous works [Isola et al., 2017; Zhu et al., 2017; Yang et al., 2022], including the adversarial loss $L_{GAN}$, cycle consistency loss $L_{cyc}$, pixel loss $L_{pix}$, perceptual loss $L_{per}$. In addition, we also devise a PDE loss $L_{PDE}$ to emphasize the high-frequency details. Specifically, the final loss function can be defined as follows:

$$L = L_{GAN} + \lambda_1 L_{pix} + \lambda_2 L_{per} + \lambda_3 L_{cyc} + \lambda_4 L_{PDE},$$

where $\lambda_1 \sim \lambda_4$ are loss weights and set to 10 empirically. Due to the limitation of space, we only introduce the $L_{PDE}$ while details of other losses can be found in [Isola et al., 2017; Zhu et al., 2017; Yang et al., 2022].

$$L_{PDE} = L_{TCD} + L_{PMD}$$

$$= \mathbb{E}_{x,y \sim p_{data}(x,y)} \| \varphi (y) - \varphi (G_{TCD}(x)) \|_1 +$$

$$+ \mathbb{E}_{x,y \sim p_{data}(x,y)} \| \varphi (y) - G_{PMD}(x) \|_1,$$

where $L_{PMD}$ and $L_{TCD}$ represent the losses used to supervise the side output from the PMD neural module and the final prediction from the backbone network, respectively. $\varphi (\cdot)$ denotes the function of the PMD head as described in Section 3.3. $x$ and $y$ are the real SAR image and optical image, respectively. The loss function constrains that the high-frequency feature $\varphi(y)$ extracted from real optical image should be consistent with both the high-frequency feature $\varphi(G_{TCD}(x))$ of the generated optical image, and the generated PMD image $G_{PMD}(x)$ from the PMD neural module. In this way, $L_{PMD}$ indeed promotes to learn useful high-frequency features inside the PMD neural module.

4 Experiment

4.1 Dataset and Implementation Details

Following [Guo et al., 2021a], we select 1,600 high-quality SAR-optical pairs as the training dataset and 300 pairs as the test set (denoting as Test1) from the SEN1-2 dataset [Schmitt et al., 2018], which are in the size of 256×256 cropped from the original 258 high-resolution SAR-optical pairs. The Test1 and training dataset contain a wide range of terrain types including forests, lakes, mountains, rivers, buildings, farmland,
roads, and others. In addition, we select 52 pairs in complex scenes of mountainous areas and 68 pairs in complex scenes of suburban areas as another two test sets, denoting as Test2 and Test3, respectively.

We adopt ADAM optimizer with $\beta_1 = 0.5$, $\beta_2 = 0.999$ to train the model for 200 epochs with a batch size of 1. The learning rate is set to $2 \times 10^{-4}$ and linearly reduced to zero from the 100th epoch. We select Pix2pix [Isola et al., 2017], CycleGAN [Wang et al., 2019], S-CycleGAN [Zhu et al., 2017], FGGAN [Zhang et al., 2020], EPCGAN [Guo et al., 2021a] as the representative S2O methods for comparison. All the experiments are implemented in PyTorch and on NVIDIA GTX 2080Ti GPUs.

4.2 Quantitative Results

We report the PSNR and SSIM [Wang et al., 2004] scores of different methods on the three test sets in Table 1. As can be seen, the proposed S2O-NPDE achieves the best performance. For example, it outperforms the second best one EPCGAN by average 0.8 dB and 0.0368 SSIM score. Typical image translation methods such as CycleGAN and Pix2pix fail to achieve good results as they have not explicitly modeled the structures and reduce the side effect of the speckle noise. By contrast, our S2O-NPDE can effectively extract multi-level features via residual learning in the TCD residual blocks as well as preserve high-frequency structural details and remove speckle noise in the PMD neural module. These PDE-based modules have explicit designs to function like those PDEs and promote generating target optical images.

4.3 Visual Results

In Figure 5, we present some visual results generated by different methods. Pix2pix produces blurry results since it has not explicit preserved structures and addressed speckle noise. CycleGAN can generate images with clear structure owing to the cycle consistency loss, but these structures may have geometric distortions as indicated by the red boxes. FGGAN and S-CycleGAN have similar phenomena. Although EPCGAN can enhance the structural information, but some details have still not been recovered. For complex SAR images with speckle noise, the proposed S2O-NPDE can generate optical images with more accurate structural details and less noise than other methods. Since the gradient information of an image can reflect its texture and structure information, we also compare the gradient maps of generated optical images by different methods to demonstrate the effectiveness of our method in preserving texture and structure information. It can be seen from Figure 6 that the speckle noise in the SAR image significantly pollutes texture information, thereby degenerating previous methods and resulting in geometric distortions in the translated optical images. By contrast, our S2O-NPDE benefits from the TCD residual block and PMD neural module and produces better results closer to the ground truth.

4.4 Ablation Study

To investigate the effectiveness of each components in S2O-NPDE, we perform an ablation study and present the results in Table 2. Note that the Base model has not used both TCD residual blocks as well as the parallel PMD neural module, i.e., without any feature interactions and the auxiliary PDE loss. Then, we try different variants by adding them on Base. As can be seen, both modules are useful and help the model achieve better performance. Moreover, they are complementary to each other, where using them together generates the best results. We also try alternative designs of TCD and PMD by using RK2 [He et al., 2019] and the gradient branch [Guo et al., 2021a], respectively. However, they show inferior performance to our designs. We argue that although the gradient branch can also extract structural information, it is sensitive to the speckle noise. Besides, RK2-block is designed based on the Runge-Kutta solver of ODE, but it only extracts features from adjacent layers with limited representation ability unlike our TCD block that extracts features from multiple layers.

5 Conclusion

In this paper, we propose a novel S2O-NPDE model for SAR-to-Optical image translation. It is explicitly designed from the perspective of neural partial differential equations, including a backbone of TCD residual blocks and a parallel PMD neural module. The results on the SEN1-2 dataset show that S2O-NPDE can generate clear optical images with finer structures and less noise, owing to the effective designs that function like PDEs in extracting useful features from multiple layers, preserving structural details, and removing noise.
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