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Abstract

Graph Convolutional Networks (GCNs) achieve an impressive performance due to the remarkable representation ability in learning the graph information. However, GCNs, when implemented on a deep network, require expensive computation power, making them difficult to be deployed on battery-powered devices. In contrast, Spiking Neural Networks (SNNs), which perform a bio-fidelity inference process, offer an energy-efficient neural architecture. In this work, we propose Spiking-GCN, an end-to-end framework that aims to integrate the embedding of GCNs with the biofidelity characteristics of SNNs. The original graph data are encoded into spike trains based on the incorporation of graph convolution. We further model biological information processing by utilizing a fully connected layer combined with neuron nodes. In a wide range of scenarios (e.g., citation networks, image graph classification, and recommender systems), our experimental results show that the proposed method could gain competitive performance against state-of-the-art approaches. Furthermore, we show that SpikingGCN on a neuromorphic chip can bring a clear advantage of energy efficiency into graph data analysis, which demonstrates its great potential to construct environment-friendly machine learning models.

1 Introduction

Graph Neural Networks (GNNs), especially those using convolutional methods, have become a popular computational model for graph data analysis as the high-performance computing systems blossom during the last decade. One of well-known methods in GNNs is Graph Convolutional Networks (GCNs) [Kipf and Welling, 2016], which learn a high-order approximation of a spectral graph by using convolutional layers followed by a nonlinear activation function to make the final prediction. Like most of the deep learning models, GCNs

 incorpore complex structures with costly training and testing process, leading to significant power consumption. It has been reported that the computation resources consumed for deep learning have grown 300,000-fold from 2012 to 2018 [Anthony et al., 2020]. The high energy consumption, when further coupled with sophisticated theoretical analysis and blurred biological interpretability of the network, has resulted in a revival of effort in developing novel energy-efficient neural architectures and physical hardware.

Inspired by the brain-like computing process, Spiking Neural Networks (SNNs) formalize the event- or clock-driven signals as inference for a set of parameters to update the neuron nodes [Brette et al., 2007]. Different from conventional deep learning models that communicate information using continuous decimal values, SNNs perform inexpensive computation by transmitting the input into discrete spike trains. Such a bio-fidelity method can perform a more intuitive and simpler inference and model training than traditional networks [Maass, 1997]. Another distinctive merit of SNNs is the intrinsic power efficiency on the neuromorphic hardware, which is capable of running 1 million neurons and 256 million synapses with only 70 mW energy cost [Merolla et al., 2014]. Nevertheless, employing SNNs as an energy-efficient architecture to process graph data as effectively as GCNs still faces fundamental challenges.

Challenges. (i) Spike representation. Despite the promising results achieved on common tasks (e.g., image classification), SNN models are not trivially portable to non-Euclidean domains, such as graphs. Given the graph datasets widely used in many applications (e.g., citation networks and social networks), how to extract the graph structure and transfer the graph data into spike trains poses a challenge. (ii) Model generalization. GCNs can be extended to diverse circumstances by using deeper layers. Thus, it is essential to further extend the SNNs to a wider scope of applications where graphs are applicable. (iii) Energy efficiency. Except for the common metrics like accuracy or prediction loss in artificial neural networks (ANNs), the energy efficiency of SNNs on the neuromorphic chips is an important characteristic to be considered. However, neuromorphic chips are not as advanced as contemporary GPUs, and the lack of uniform standards also impacts the energy estimation on different platforms.

To tackle these fundamental challenges, we introduce Spiking Graph Neural Network (SpikingGCN): an end-to-
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end framework that can properly encode graphs and make a
prediction for non-trivial graph datasets that arise in diverse
domains. To our best knowledge, SpikingGCN is the first-ever
SNN designed for node classification in graph data, and it can
also be extended into more complex neural network struc-
tures. Overall, our main contribution is threefold: (i) We pro-
pose SpikingGCN, the first end-to-end model for node clas-

sification in SNNs, without any pre-training and conversion.
The graph data is transformed into spike trains by a spike en-
coder. These generated spikes are used to predict the classifi-
cation results. (ii) We show that the basic model inspired by
GCNs can effectively merge the convolutional features into
spikes and achieve competitive predictive performance. In
addition, we further evaluate the performance of our model
for active learning and energy efficient settings; (iii) We ex-
tend our framework to enable more complex network struc-
tures for different tasks, including image graph classification
and rating predictions in recommender systems. The exten-
sibility of the proposed model also opens the gate to perform
SNN-based inference and training in various kinds of graph-
based data. The code and Appendix are available on Github1.

2 Spiking Graph Neural Networks

Graphs are usually represented by a non-Euclidean data struc-
ture consisting of a set of nodes (vertices) and their relation-
ships (edges). The reasoning process in the human brain de-

pends heavily on the graph extracted from daily experience
[Zhou et al., 2020]. However, how to perform biologically in-
terpretable reasoning for the standard graph neural networks
has not been adequately investigated. Thus, the proposed
SpikingGCN aims to address challenges of semi-supervised
node classification in a biological and energy-efficient fash-
on. As this work refers to the methods in GNNs and SNNs,
we list the frequently used notations in Table 8 in Appendix.

Graph neural networks (GNNs) conduct propagation
guided by the graph structure, which is fundamentally dif-
ferent from existing SNN models that can only handle relatively
simple image data. Instead of treating the single node
as the input of an SNN model, the states of their neighbor-
hood should also be considered. Let \( G = (V, A) \) formally
denote a graph, where \( V \) is the node set \( \{v_1,...,v_N\} \) and
\( A \in \mathbb{R}^{N \times N} \) represents the adjacent matrix. Here \( N \) is
the number of nodes. The entire attribute matrix \( X \in \mathbb{R}^{N \times d} \)
includes the vectors of all nodes \( \{x_1,...,x_N\}^\top \). The degree matrix
\( D = \text{diag}(d_1,...,d_N) \) consists of the row-sum of the adjacent
matrix \( d_i = \sum_j a_{ij} \), where \( a_{ij} \) denotes the edge weight between
nodes \( v_i \) and \( v_j \). Each node has \( d \) dimensions. Our goal is to
conduct SNN inference without neglecting the relationships
between nodes.

Inference in SNN models is commonly conducted through
the classic Leaky Integrate-and-Fire (LIF) mechanism [Ger-
stner and Kistler, 2002]. Given the membrane potential \( V_m \)
at time step \( t \), the time constant \( \tau_m \), and the new pre-
synaptic input \( \Delta V_m \), the membrane potential activity is governed by:

\[
\tau_m \frac{dV_m}{dt} = -(V_m - V_{\text{reset}}) + \Delta V_m, \quad (1)
\]

where \( V_{\text{reset}} \) is the signed reset voltage. The left differential
item is widely used in the continuous domain, but the bio-
logical simulation in SNNs requires the implementation to be
executed in a discrete and sequential way. Thus, we approx-
imate the differential expression using an iterative version to
guarantee computational availability. Updating \( \Delta V_m \) using
the input \( I(t) \) of our network, we can formalize (1) as:

\[
V_m^t = V_m^{t-1} + \frac{1}{\tau_m}(-V_m^{t-1} + V_{\text{reset}} + I(t)). \quad (2)
\]

To tackle the issue of feature propagation in an SNN
model, we consider a spike encoder to extract the informa-
tion in the graph and output the hidden state of each node
in the format of spike trains. As shown in Fig. 1, the original
input graph is transformed into the spikes from a convolution
perspective. To predict the labels for each node, we consider
a spike decoder and treat the final spike rate as a classification
result.

Figure 1: Schematic view of the proposed SpikingGCN.

Graph Convolution. The pattern of graph data consists of
two parts: topological structure and node’s own features,
which are stored in the adjacency and attribute matrices, re-
spectively. Different from the general processing of images
with single-channel pixel features, the topological structure
will be absent if only the node attributes are considered. To
avoid the performance degradation of attributes-only encod-
ing, SpikingGCN utilizes the graph convolution method in-
spired by GCNs to incorporate the topological information.
The idea is to use the adjacency relationship to normalize the
weights, thus nodes can selectively aggregate neighbor
attributes. The convolution result, i.e., node representations,
will serve as input to the subsequent spike encoder. Follow-

ing the propagation mechanism of GCN [Kipf and Welling,
2016] and SGC [Wu et al., 2019], we form the new node repre-
sentation \( h_i \) utilizing the attributes \( x_i \) of each node \( v_i \) and its
local neighborhood:

\[
h_i \leftarrow \frac{1}{d_i+1}v_i + \sum_{j=1}^{N} \frac{a_{ij}}{\sqrt{(d_i+1)(d_j+1)}} x_j. \quad (3)
\]

Here, we can express the attribute transformation over the en-
tire graph by:

\[
S = \hat{D}^{-\frac{1}{2}} \hat{A} \hat{D}^{-\frac{1}{2}} H = S^K X, \quad (4)
\]

where \( \hat{A} = A + I \) is the adjacent matrix with added self-
connection, \( K \) is the graph convolution layer number and \( \hat{D} \) is
the degree matrix of \( \hat{A} \). Similar to the simplified framework
as SGC, we drop the non-linear operation and focus on the
convolutional process on the entire graph. As a result, (4) acts

1https://github.com/ZulunZhu/SpikingGCN.git
as the only convolution operation in the spike encoder. While we incorporate the feature propagation explored by GCN and SGC, we would like to further highlight our novel contributions. First, our original motivation is to leverage an SNNs-based framework to reduce the inference energy consumption of graph analysis tasks without performance degradation. GCN’s effective graph Laplacian regularization approach allows us to minimize the number of trainable parameters and perform efficient inference in SNNs. Second, convolutional techniques only serve as the initial building block of SpikingGCN. More significantly, SpikingGCN is designed to accept the convolutional results in a binary form (spikes), and further detect the specific patterns among these spikes. This biological mechanism makes it suitable to be deployed on a neuromorphic chip to improve energy efficiency.

**Representation Encoding.** The representation $H$ consists of continuous float-point values, but SNNs accept discrete spike signals. A spike encoder is essential to take node representations as input and output spikes for the subsequent procedures. We propose to use a probability-based Bernoulli encoding scheme as the basic method to transform the node representations to the spike signals. Let $O_{ij}^{pre} = (o_{ij,1},...,o_{ij,d})$ and $\lambda_{ij}$ denote the spikes before the fully connected layers’ neurons at the $t$-th time step and the $t$-th feature in the new representation for node $i$, respectively. Our hypothesis is that the spiking rate should keep a positive relationship with the importance of patterns in the representations. In probability-based Bernoulli encoder, the probability $p$ to fire a spike $o_{ij}$ by each feature is related to the value of $\lambda_{ij}$ in node representation as following:

$$p(o_{ij}) \sim \text{Bernoulli}(\lambda_{ij}), \lambda_{ij} = \min(\lambda_{ij}, 1.0).$$

(5)

Here, $o_{ij}$ with $j \in [d]$ denotes a pre-synaptic spike, which takes a binary value (0 or 1). Note that $\lambda_{ij}$ derived from the convolution of neighbors is positively correlated with the feature significance. The larger the value, the greater the chance of a spike being fired by the encoder. Since the encoder generates the spike for each node on a tiny scale, we interpret the encoding module as a sampling process of the entire graph. In order to fully describe the information in the graph, we use $T$ time steps to repeat the sampling process. It is noteworthy that the number of time steps can be defined as the resolution of the message encoded.

**Charge, Fire and Reset in SpikingGCN.** The following module includes the fully connected layer and the LIF neuron layer. The fully connected layer takes spikes as input and outputs voltages according to trainable weights. The voltages charge LIF neurons and then conduct a series of actions, including fire spikes and reset the membrane potential.

**Potential charge.** General deep SNN models adopt a multi-layer network structure including linear and nonlinear counterparts to process the input [Cao et al., 2015]. Following SGC’s assumption, the depth in deep SNNs is not critical to predict unknown labels on the graph [Wu et al., 2019]. Thus, we drop redundant modules except for the final linear layer (fully connected layer) to simplify our framework and increase the inference speed. We obtain the linear summation $\sum_j \psi_j o_{ij}$ as the input of SNN structure in (2). The LIF model includes the floating-point multiplication of the constant $\tau_m$, which is not biologically plausible. To address this challenge and avoid the additional hardware requirement when deployed on neuromorphic chips, we calculate the factor $1 - \frac{1}{\tau_m}$ as $k_m$ and incorporate the constant $\frac{1}{\tau_m}$ into the synapse parameters $\psi_j$, then simplify the equation as:

$$V_m^t = k_m V_m^{t-1} + \sum_j \psi_j o_{ij}.$$  

(6)

**Fire and reset.** In a biological neuron, a spike is fired when the accumulated membrane potential passes a spiking threshold $V_{th}$. In essence, the spikes $O_{ij}^{post}$ after the LIF neurons are generated and increase the spike rate in the output layer. We adopt the Heaviside function:

$$H(V_m^t) = \begin{cases} 1 & \text{if } V_m^t \geq V_{th} \\ 0 & \text{otherwise}, \end{cases}$$

(7)

to simulate the fundamental firing process. As shown in Fig. 2, which demonstrates our framework, $T$ time spike trains for each node are generated from the three LIF neurons. Neurons sum the number of spikes and then divide it by $T$ to get the firing rate of each individual. For instance, for the example nodes from ACM datasets, we get neurons’ firing rates as: $fr = [30.0/10, 0.0/10, 87.0/10]^T$, the true label: $lb = [0, 0, 1]^T$, then the loss in training process is $\text{MSE}(fr, lb)$. If it is in the testing phase, the predicted label would be the neuron with the max firing rate, i.e., 2 in this example.

Negative voltages would not trigger spikes, but these voltages contain information that (7) ignores. To compensate for the negative term, we propose to use a negative threshold to distinguish the negative characteristics of the membrane potential. Inspired by [Kim et al., 2020], we adjust the Heaviside activation function after the neuron nodes as follows:

$$H(V_m^t) = \begin{cases} 1 & \text{if } V_m^t \geq V_{th} \\ -1 & \text{if } V_m^t \leq -\frac{1}{2} V_{th} \\ 0 & \text{otherwise}, \end{cases}$$

(8)

where $\theta$ is the hyperparameter that determines the negative range. In the context of biological mechanisms, we interpret the fixed activation function as an excitatory and inhibitory processes in the neurons. When capturing more information and firing spikes in response to various features, this more biologically reasonable modification also improves the performance of our model on classification tasks. The whole process is detailed by Algorithm 1 in Appendix B.

In biological neural systems, after firing a spike, the neurons tend to rest their potential and start to accumulate voltage again. We reset the membrane potential:

$$V_m^t = V_m^t - V_{th},$$

(9)

**Model Feasibility Analysis.** Since the input spikes can be viewed as a rough approximation of original convolutional results in the initial graph, two key questions remain: (i) does this proposed method really work for the prediction task? (ii) how to control the information reduction of the sampled spikes compared with other GNN models? It turns out that although equation (6) shows a rough intuitive approximation
of the graph input using trainable linear combination, it cannot fully explain why SpikingGCN can achieve comparable performance with other real-value GNN models. Next, we will show that our spike representations are very close to the real-value output with a high probability.

To explain why SpikingGCN can provide an accurate output using spike trains, let us list SGC ([Wu et al., 2019]) as the model for comparison. SGC adopts a similar framework to our model, which transfers the convolution result $H$ into a fully connected layer in a real-value format. Given the parameters $\psi = (\psi_1, \ldots, \psi_d)$, the real-value convolution result $h = (\lambda_1, \ldots, \lambda_i, \ldots, \lambda_d)$ and the spike representations $O_{ij}^r = (o_1, \ldots, o_j, \ldots, o_d)$ for one node, we have:

$$\Pr(o_j = 1) = \lambda_j, \quad \Pr(o_j = 0) = 1 - \lambda_j$$

(10)

Note that firing a spike in each dimension of a node is independent. When merging our case into a generalization of the Chernoff inequalities for binomial distribution in [Chung and Lu, 2002], we derive the following estimation error bound.

Let $o_1, \ldots, o_j, \ldots, o_d$ be independent random variables with equation (10). For $Z = \sum_{j=1}^{d} \psi_j o_j$, we have $E(Z) = \sum_{j=1}^{d} \psi_j \lambda_j$ and we define $\sigma = \sum_{j=1}^{d} \psi_j^2 \lambda_j, \sigma' = \sum_{j=1}^{d} \psi_j^3$. Then we have

$$\Pr(Z < E(Z) - \varepsilon) \leq e^{-\frac{e^{2\varepsilon^2/2\sigma}}{2}} \leq e^{-\varepsilon^2/2\sigma'}$$

(11)

$$\Pr(Z > E(Z) + \varepsilon) \leq e^{-\frac{e^{-\frac{e^{2\sigma'}^2}{2\sigma + \psi_j^2}}}} \leq e^{-\frac{e^{-\frac{e^{2\sigma'}}{2\sigma + \psi_j^2}}}}$$

(12)

where $\psi = \max(\psi_1, \ldots, \psi_d)$. Note that $E(Z)$ is exactly the output of the SGC’s trainable layer, and $Z$ is the output of SpikingGCN after a linear layer. By applying the upper and lower bounds, the failure probability will be at most $p_f = e^{-\frac{e^{2\sigma'}}{2\sigma + \psi_j^2}}$. For question (i) mentioned earlier, we guarantee that our spike representations have approximation to SGC’s output with at least $1 - p_f$ probability. For question (ii), we also employ the $L_2$ regularization and parameter clip operations during our experiments to control the $\sigma'$ and $\psi$ respectively, which can further help us optimize the upper and lower bounds.

3 Experiments

To evaluate the effectiveness of the proposed SpikingGCN, we conduct extensive experiments that focus on four major objectives: (i) semi-supervised node classification on citation graphs, (ii) performance evaluation under limited training data in active learning, (iii) energy efficiency evaluation on neuromorphic chips, and (iv) extensions to other application domains. Due to the limitation of space, we leave the active learning experiments in Appendix C.2.

3.1 Semi-Supervised Node Classification

Datasets. For node classification, we test our model on four commonly used citation network datasets: Cora, citeseer, ACM, and Pubmed [Wang et al., 2019], where nodes and edges represent the papers and citation links. The statistics of the four datasets are summarized in Table 1. Sparsity refers to the number of edges divided by the square of the number of nodes.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Nodes</th>
<th>Edges</th>
<th>Attributes</th>
<th>Classes</th>
<th>Sparsity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cora</td>
<td>2,708</td>
<td>5,429</td>
<td>1,433</td>
<td>7</td>
<td>0.07%</td>
</tr>
<tr>
<td>ACM</td>
<td>3,025</td>
<td>13,128</td>
<td>1,870</td>
<td>3</td>
<td>0.14%</td>
</tr>
<tr>
<td>citeseer</td>
<td>3,312</td>
<td>4,715</td>
<td>3,703</td>
<td>6</td>
<td>0.04%</td>
</tr>
<tr>
<td>Pubmed</td>
<td>19,717</td>
<td>44,324</td>
<td>500</td>
<td>3</td>
<td>0.01%</td>
</tr>
</tbody>
</table>

Table 1: Statistics of the citation network datasets.

Baselines. We implement our proposed SpikingGCN and the following competitive baselines: GCNs [Kipf and Welling, 2016], SGC [Wu et al., 2019], FastGCN [Chen et al., 2018], GAT [Velickovic et al., 2017], DAGNN [Liu et al., 2020]. We also conduct the experiments on SpikingGCN-N, a variant of SpikingGCN, which uses a refined Heaviside activation function (8) instead. For a fair comparison, we partition the data using two different ways. The first is the same as [Yang et al., 2016], which is adopted by many existing baselines in the literature. In this split method (i.e., Split I), 20 instances from each class are sampled as the training datasets. In addition, 500 and 1000 instances are sampled as the validation and testing datasets respectively. For the second data split (i.e., Split II), the ratio of training to testing is 8:2, and 20% of training samples is further used for validation.

Table 2 summarizes the node classification’s accuracy comparison with the competing methods over four datasets. We show the best results we can achieve for each dataset and have the following key observations: SpikingGCN achieves or matches SOTA results across four benchmarks on these two different dataset split methods. It is worth noting that, when the dataset is randomly divided proportionally and SpikingGCN obtains enough data, it can even outperform the state-of-the-art approaches. For example, SpikingGCN-N outperforms DAGNN by over 3.0% on citeseer dataset. The detailed discussion of the performance can be found in Appendix C.1.
3.2 Energy Efficiency on Neuromorphic Chips

To examine the energy efficiency of SpikingGCN, we propose two metrics: i) the number of operations required to predict a node on each model, and ii) the energy consumed by SpikingGCN on neuromorphic hardware versus other models on GPUs. In this experiment, only the basic SpikingGCN is conducted to evaluate the energy efficiency. The reason we omit SpikingGCN-N is that the negative spikes cannot be implemented on neuromorphic hardware.

We note that training SNN models directly on neuromorphic chip is rarely explored ([Thiele et al., 2019]). In that case, we employ the training phase on GPUs and estimate the energy consumption of test phase on neuromorphic hardware. More importantly, a specific feature of semi-supervised on GNNs is that test data is also visible during the training process. Therefore, the convolutional part during the training covers the global graph. Then during the test phase, no MAC operation is required by our SNN model because all of the data has been processed on GPUs.

Estimating the computation overhead relies on operations in the hardware [Merolla et al., 2014]. The operation unit of ANNs in contemporary GPUs is usually set to multiply-accumulate (MAC), and for SNNs in the neuromorphic chip is the synaptic operation (SOP). Furthermore, SOP is defined as the change of membrane potential (i.e., voltages) in the LIF nodes, and specific statistics in the experiment refer to voltages’ changes during charge and fire processes. Following the quantification methods introduced in [Hunger, 2005] and ensuring the consistency between different network constraints, we compute the operations of baselines and SpikingGCN to classify one node. Table 3 shows that SpikingGCN has a significant operand reduction. According to the literature [Hu et al., 2018; Kim et al., 2020], SOPs consume far less energy than MACs, which further highlights the energy efficiency of SpikingGCN.

However, the energy consumption measured by SOPs may be biased, e.g., the zero spikes would also result in the voltage descending changes, which does not require new energy consumption in neuromorphic chips [Indiveri et al., 2015]. Hence, calculating energy cost only based on operations may result in an incorrect conclusion. To address this issue, we further provide an alternative estimation approach as follow. Neuromorphic designs could provide event-based computation by transmitting one-bit spikes between neurons. This characteristic contributes to the energy efficiency of SNNs because they consume energy only when needed [Esser et al., 2016]. For example, during the inference phase, the encoded sparse spike trains act as a low-precision synapse event, which costs the computation memory once spikes are sent from a source neuron. Considering the above hardware characteristics and the deviation of SOPs in consumption calculation, we follow the spike-based approach utilized in [Cao et al., 2015] and count the overall spikes during inference for 4 datasets, to estimate the SNN energy consumption. We list an example of energy consumption when inferring 10,000 nodes in the Pubmed dataset, as shown in Table 4.

Applying the energy consumed by each spike or operation, in Appendix C.3, we visualize the energy consumption between SpikingGCN and GNNs when employed on the recent neuromorphic chip (ROLLS [Indiveri et al., 2015]) and GPU (TITAN RTX, 24G 2), respectively. Fig. 6 shows that SpikingGCN could use remarkably less energy than GNNs when employed on ROLLS. For example, SpikingGCN could save about 100 times energy than GCN in all datasets. Note that different from GPUs, ROLLS is firstly introduced in 2015, and higher energy efficiency of SpikingGCN can be expected in the future.

### 3.3 Extension to Other Application Domains

In the above experiments, we adopt a basic encoding and decoding process, which can achieve competitive performance on the citation datasets. However, some other graph structures like image graphs and social networks cannot be directly processed using graph Laplacian regularization (i.e., [Kipf and Welling, 2016; Wu et al., 2019]). To tackle the compatibility issue, we extend our model and make it adapt to the graph embedding methods (i.e., [Yang et al., 2016]). We propose a trainable spike encoder, to allow deeper SNNs for different tasks, including classification on grid images and superpixel images, and rating prediction in recommender systems. Limited by space, we leave the implementation detail to Appendix C.4.

**Result on Grid Images.** To validate the performance of SpikingGCN on image graphs, we first apply our model to the MNIST dataset [LeCun et al., 1998]. The classification results of grid images on MNIST are summarized in Table 5. We choose several SOTA algorithms including ANN and SNN models, which work on MNIST datasets. The depth is calculated according to the layers including trainable parameters. Since we are using a similar network structure as the Spiking CNN [Lee et al., 2016], the better result proves that our clock-driven architecture is able to capture more significant patterns in the data flow. The competitive performance of our model on image classification also proves that SpikingGCN’s compatibility to different graph scenarios.

**Table 5: Test accuracy (%) comparison on MNIST. The best results are boldfaced.**

<table>
<thead>
<tr>
<th>Models</th>
<th>Type</th>
<th>Depth</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SplineCNN [Fey et al., 2018]</td>
<td>ANN</td>
<td>8</td>
<td>99.22</td>
</tr>
<tr>
<td>LeNet5 [LeCun et al., 1998]</td>
<td>ANN</td>
<td>4</td>
<td>99.33</td>
</tr>
<tr>
<td>LISNN [Cheng et al., 2020]</td>
<td>SNN</td>
<td>6</td>
<td>99.50</td>
</tr>
<tr>
<td>Spiking CNN [Lee et al., 2016]</td>
<td>SNN</td>
<td>4</td>
<td>99.31</td>
</tr>
<tr>
<td>S-ResNet [Hu et al., 2018]</td>
<td>SNN</td>
<td>8</td>
<td>99.59</td>
</tr>
<tr>
<td>SpikingGCN (Ours)</td>
<td>SNN</td>
<td>4</td>
<td>99.35</td>
</tr>
</tbody>
</table>

Table 7: Test RMSE scores with MovieLens 100K datasets. Baseline numbers are taken from [van den Berg et al., 2017].

**Results on Superpixel Images.** We select the MNIST superpixel dataset [Monti et al., 2017a] for the comparison with the grid experiment mentioned above. The results of the MNIST superpixel experiments are presented in Table 6. Since our goal is to prove the generalization of our model on different scenarios, we only use 20 time steps to conduct this subgraph classification task and achieve the mean accuracy of 94.50% over 10 runs. It can be seen that SpikingGCN is readily compatible with the different convolutional methods of the graph and obtain a competitive performance through a biological mechanism.

**Table 6: Test accuracy comparison on MNIST. The best results are boldfaced. Baseline numbers are taken from [Fey et al., 2018].**

<table>
<thead>
<tr>
<th>Models</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>ChebNet [Defferrard et al., 2016]</td>
<td>75.62</td>
</tr>
<tr>
<td>MoNet [Monti et al., 2017a]</td>
<td>91.11</td>
</tr>
<tr>
<td>SplineCNN [Fey et al., 2018]</td>
<td>95.22</td>
</tr>
<tr>
<td>SpikingGCN (Ours)</td>
<td>94.50</td>
</tr>
</tbody>
</table>

**Results on Recommender Systems.** We also evaluate our model with a rating matrix extracted from MovieLens 100K 3 and report the RMSE scores compared with other matrix completion baselines in Table 7. The comparable loss 0.924 indicates that our proposed framework can also be employed in recommender systems. Because the purpose of this experiment is to demonstrate the applicability of SpikingGCN in recommender systems, we have not gone into depth on the design of a specific spike encoder. We leave this design in the future work since it is not the focus of the current paper.

### 4 Conclusions

In this paper, we present SpikingGCN, a first-ever bio-fidelity and energy-efficient framework focusing on graph-structured data, which encodes the node representation and makes the prediction with less energy consumption. In our basic model for citation networks, we conduct extensive experiments on node classification with four public datasets. Compared with other SOTA approaches, we demonstrate that SpikingGCN achieves the best accuracy with the lowest computation cost and much-reduced energy consumption. Furthermore, SpikingGCN also exhibits great generalization when confronted with limited data. In our extended model for more graph scenarios, SpikingGCN also has the potential to compete with the SOTA models on tasks from computer vision or recommender systems. Relevant results and discussions are presented to offer key insights on the working principle, which may stimulate future research on environmentally friendly and biological algorithms.
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