Online ECG Emotion Recognition for Unknown Subjects via Hypergraph-Based Transfer Learning
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Abstract
Electrocardiogram (ECG) signal based cross-subject emotion recognition methods reduce the influence of individual differences using domain adaptation (DA) techniques. These methods generally assume that the entire unlabeled data of unknown target subjects are available in training phase. However, this assumption does not hold in some practical scenarios where the data of target subjects arrive one by one in an online manner instead of being acquired at a time. Thus, existing DA methods cannot be directly applied in this case since the unknown target data is inaccessible in training phase. To tackle the problem, we propose a novel online cross-subject ECG emotion recognition method leveraging hypergraph-based online transfer learning (HOTL). Specifically, the proposed hypergraph structure is capable of learning the high-order correlation among data, such that the recognition model trained on source subjects can be more effectively generalized to target subjects. Meanwhile, the structure can be easily updated by adding a hyperedge which connects a newly coming sample with the current hypergraph, resulting in further reduce the individual differences in online manner without re-training the model. Consequently, HOTL can effectively deal with the online cross-subject scenario where unknown target ECG data arrive one by one and varying overtime. Extensive experiments conducted on the Amigos dataset validate the superiority of the proposed method.

1 Introduction
Emotion recognition (ER) aims at recognizing emotional states of the subjects from their responses to improve user experience, thus has wide range of applications including entertainment and health care [Du et al., 2020]. With the accessibility of a massive number of physiological signals, emotion analysis using these signals is attracting increasing attention, among which electrocardiogram (ECG) plays a vital role since it allows to measure signals in the human body that are directly related to emotional states and it is suitable for wearable care [Hsu et al., 2017]. Most of the existing ECG-based ER methods focus on recognition accuracy with the offline analysis of public or specific datasets. They generally rely on a universal classifier trained on the data of known subjects to recognize the emotion states of unknown subjects. Unfortunately, since the ECG signals may diverge among different individuals and change over time, these subject-independent models inevitably suffer from performance deterioration.

To address this problem, cross-subject ER [He et al., 2021] and cross-session ER [Li and Li, 2014] have been proposed to alleviate the influence of individual differences across subjects and the nonstationary nature of ECG across-session respectively using domain adaptation techniques. These methods have a premise that the unlabeled ECG data of unknown target subjects are accessible in training phase, and leverage these unlabeled data for finetuning the recognition model trained on the labeled data of source subjects in order to achieve precise ER. As shown in Figure 1, traditional classifier cannot deal with the individual differences, domain adaptation technology needs all target data to reduce the differences between source data and target data. However, this premise does not hold in some practical scenarios where the ECG data of unknown target subjects arrive one by one instead of being acquired at a time. In this case, the data of target subjects become inaccessible in training phase, which limits existing cross-subject ER models from producing accurate emotion states predictions on target subjects.
In this paper, we propose a novel hypergraph-based online transfer learning method (HOTL) to tackle the online cross-subject emotion recognition. The proposed method is capable of modeling the high-order relationships among ECG signal via hypergraph learning, and adapting online data by updating the model with a hypergraph-based online transfer strategy. Specifically, in model training phase, hypergraph embedding is adopted to preserve the structural information of data by constructing hypergraphs which represent high-order relationships among ECG signals from different views including time domain, frequency domain, and deep features. Consequently, the constructed multi-view hypergraph which models the relationships regarding both different local views and global view can be more effectively generalized to the unknown target subjects. In online recognition phase, a hypergraph-based online transfer learning method is proposed to transfer knowledge from the hypergraph model trained on source data to unknown target data by adding a hyperedge which connects a newly coming sample with the current hypergraph, as shown in Figure 1. In this way, the hypergraph model can personalize the emotion recognition for a target individual by constantly adapting online data.

The major contributions of this work are as follows:

- We propose a hypergraph-based online transfer learning (HOTL) method to address the challenging online emotion recognition problem in which the data of unknown subject arrive one by one instead of being acquired in training phase. Unlike prevailing works which need target data of unknown subjects in training phase to adapt either retrain a new model by re-adapting the incoming data in a batch manner, our model can be easily updated to adapt ECG data changes without re-training and re-adapting when unknown subjects are encountered or individual states change over time.

- The hypergraph structure of proposed method can not only enhance the generalization ability of the model by revealing the high-order relationships among data which conduces to recognize unknown subjects, but also be easily adapted by adding a hyperedge which connects a newly coming sample with the current hypergraph to alleviate the influence of individual differences across subjects and nonstationary nature of ECG. Thus, our method can adapt the unknown target data well in the constantly varying online scenarios.

- Extensive experiments on the Amigos dataset demonstrate the validity and performance of our HOTL method in online emotion recognition.

## 2 Related Work

Physiological signal has been proven to be a reliable source of information for emotion recognition (ER) systems [Correa et al., 2018]. Automated physiological signal analysis can identify the affective states of users such as happiness, sadness, and stress, among others. In this paper, we mainly focus on cross-subject emotion recognition based on online transfer learning methods. To understand better, we compare our HOTL and related work in Table 1.

### 2.1 Cross-subject Emotion Recognition

Individual differences are unavoidable in ER and make it difficult to acquire a general model that can be suitable for all subjects [Kim and André, 2008]. The individual differences (such as personality) may cause a physiological signal discrepancy between source and target subjects, which may hinder the generalization of ER models for new subjects. The conventional method is to develop a subject-dependent model which trains a new model for a new subject using labeled data [Agrafioti et al., 2011], yet labeled data is costly to collect.

Recently, some ER methods proposed to address inter-subject discrepancy by unsupervised domain adaptation (UDA), which personalized a general ER model for new subjects in an unsupervised way with knowledge transfer from source subjects [Zheng and Lu, 2016; Lan et al., 2018; He et al., 2021]. For example, [Zheng and Lu, 2016] suggested to exploit transfer component analysis (TCA) [Pan et al., 2010] to learn a shared subspace where the difference between subjects is reduced. In this way, only unlabeled data are required for target subjects. [He et al., 2021] proposed an online cross-subject ER approach from ECG signals via unsupervised domain adaptation and online domain adaptation. These methods all need data of unknown subjects in training process where target data are collected in advance. However, existing methods will fail in some practical scenarios where the data of target subjects cannot be acquired in advance but arrives one by one in an online manner. Thus, existing methods may get a performance degradation since the target data is inaccessible in training phase.

### 2.2 Online Transfer Learning

Online learning has been extensively studied in the machine learning community [Pan and Yang, 2009; Wu et al., 2017b; Wu et al., 2019; Zhou et al., 2020]. Perceptron [Crammer et al., 2006] simply updates a linear classifier when a new instance is classified incorrectly. [ZHAO and HOI, 2010]
first combined transfer learning with online learning, and proposed a framework online transfer learning (OTL). [Zhao et al., 2014] transferred knowledge from a single source domain to deal with an online classification task in the target domain. Using an ensemble method, [Wu et al., 2017a] exploited knowledge from multiple source domains to promote the online classification performances in a target domain. These methods mainly focus on linear models which cannot represent the emotional states, so we adopt hypergraph structure to represent the relationships between emotional states and features by revealing the high-order relationships among data and design online updating to adapt online data.

### 3 Method

In this work, we perform a hypergraph-based online transfer learning (HOTL) method for ECG-based emotion recognition (ER). The proposed method learns multi-view emotional characteristics with multi-hypergraph and reduces individual differences with hypergraph-based online transfer learning.

The proposed ER method is composed of three parts: feature extraction including statistical features and deep features, hypergraph learning with multi-view features for basic hypergraph model training to enhance the generalization ability of the model for unknown subjects, and hypergraph-based online transfer for model updating over data coming to alleviate the influence of individual differences across subjects and nonstationary nature of ECG.

The recognition result of an online sample can be obtained from the basic hypergraph model. If the sample is misclassified, the basic hypergraph will be updated by online transfer. The framework of the proposed HOTL is shown in Figure 2.

### 3.1 Feature Extraction

To classify the emotion states, characteristics of the measured signal must be extracted. In this work, we considered multi-view features of ECG signals including time-domain features, frequency-domain features, and deep features.

Time-domain features represent specific changes of ECG signals in time domain. From existing research [Correa et al., 2018], 17 time-domain features were extracted in our paper.

Frequency-domain features are related to the transformation of the signal into the frequency domain and the power of the signal associated with different frequency bands. Similar as [Sepúlveda et al., 2021], 7 frequency-domain features were extracted in our paper.

Frequency-domain features are related to the transformation of the signal into the frequency domain and the power of the signal associated with different frequency bands. Similar as [Sepúlveda et al., 2021], 7 frequency-domain features were extracted in our paper.

To capture the hidden details present in the ECG signal during emotional state change, we employed Resnet [He et al., 2016] to extract more complex features. Specifically, we extract 128-dimensionality deep feature by Resnet.

### 3.2 Hypergraph Learning with Multi-view Features

We employ a hypergraph model to formulate the known information in multi-view features taking advantage of its high-order correlation modeling. The hypergraph embedding of a hypergraph \( \mathcal{G} \) is an algorithm to learn feature representations...
for the vertices that best characterize the similarity relationship [Zhao et al., 2018; Jiang et al., 2019; Gao et al., 2020; Wu and Ng, 2022].

**Hypergraph Construct**

We generate vertex based on samples and construct multi hyperedges to formulate the information correlation in multi-view features. To preserve local information of data and domain-specific information, we construct multi hypergraphs to make samples from the same class close in different views. Specifically, for each class of features, we connect each sample with its k nearest neighbors. The similarity between two vertexes \( x_i \) and \( x_j \) are measured by cosine distance

\[
s(x_i, x_j) = \frac{(x_i, x_j)}{|x_i| \cdot |x_j|}.
\]

(1)

In views of time-domain, frequency-domain, and deep features, the multi hypergraphs are \( \mathcal{G}_N = (V_N, E_N, W_N) \), where \( V_N \) is the vertex set, \( E_N \) is the hyperedge set, and \( W_N \) is the diagonal matrix of hyperedge weight for the \( i \)-th hypergraph.

So we have \( \mathcal{G}_F \) for time-domain features, \( \mathcal{G}_D \) for frequency-domain features, and \( \mathcal{G}_F \) for deep features. Given the constructed hypergraph \( \mathcal{G}_N \), we can obtain the incidence matrix \( H_N \) by computing each entry as:

\[
H_N(v, e) = \begin{cases} 1, & \text{if } v \in e \\ 0, & \text{if } v \notin e \end{cases}.
\]

(2)

So multi-view hypergraph is combined with three feature incidence matrices: \( H_T, H_F, \) and \( H_D \).

**Hypergraph Learning**

After constructing the hypergraph of multi-views, hypergraph learning is needed to recognize human emotion. As Zhou’s hypergraph algorithm shown [Zhou et al., 2006], the objective function is given by:

\[
\arg \min_F \{ \Omega(F) + \lambda R_{\text{emp}}(F) \}.
\]

(3)

where \( \Omega \) denotes the regular term of the hypergraph structure which is mainly used to control the positional relationship among all vertexes on the graph and the consistency of the positional relationship among local vertexes.

The \( \Omega \) is computed as:

\[
\Omega(F) = \frac{1}{2} \sum_{e \in E} \sum_{u,v \in \mathcal{V}} h(u,e) h(v,e) \frac{(F(u) - F(v))(d(u) - d(v))}{\delta(e)}
\]

\[= \sum_{e \in E} \sum_{u \in \mathcal{V}} h(u,e) h(v,e) \frac{F^2(u)}{d(u)} - \frac{F(u) F(v)}{d(u) d(v)} \]

\[= \sum_{e \in E} \sum_{u \in \mathcal{V}} \frac{F(u) h(u,e) h(v,e) F(v)}{d(u) d(v) \delta(e)} \]

\[= \text{tr}(F^T (I - D_e^{-\frac{1}{2}} H D_e^{-\frac{1}{2}} H^T D_e^{-\frac{1}{2}} - 1)) F) \]

\[= \text{tr}(F^T \Delta F), \]

(4)

where \( D_e \) denote the vertex degree and the edge degree calculated from diagonal elements of diagonal matrices, \( H = [H_T, H_F, H_D] \) denotes the multi-view hypergraph incidence matrix.

The \( R_{\text{emp}}(F) \) is empirical loss term:

\[
R_{\text{emp}}(F) = \sum_{c=1}^{C} ||F(:, c) - Y(:, c)||^2, \quad \text{(5)}
\]

where \( Y \) is the label matrix, \( C \) is the number of classes.

### 3.3 Hypergraph-based Online Transfer Learning

To classify data in online manner, we denote \( F = X^T M \) to further recognition online data.

The cost function is composed as:

\[
\min_M \{ \Omega(M) + \lambda R_{\text{emp}}(M) + \Phi(M) \}.
\]

(6)

The hypergraph Laplacian regularizer for \( M \) is also under the assumption that strongly connected vertices should have similar labels:

\[
\Omega(M) = \frac{1}{2} \sum_{e \in E} \sum_{u,v \in \mathcal{V}} h(u,e) h(v,e) \frac{(X^T M(u) - X^T M(v))^2}{d(u) d(v)}
\]

\[= \text{tr}(M^T X \Delta X^T M). \]

(7)

The empirical loss term on \( M \) is defined as:

\[
R_{\text{emp}}(M) = ||X^T M - Y||^2. \quad \text{(8)}
\]

\[\Phi(M) \text{ is a } l_{2,1} \text{ norm regularizer to avoid overfitting for } M: \]

\[
\Phi(M) = ||M||_{2,1}. \quad \text{(9)}
\]

To optimize the function, we can reformulate Eq. (6) as:

\[
\arg \min_M \{ \text{tr}(M^T X \Delta X^T M) + \lambda ||X^T M - Y||^2 + \mu ||M||_{2,1} \}.
\]

(10)

Note that the \( l_{2,1} \) norm regularizer is convex and non-smooth. Therefore, as in [Zhang et al., 2018], Eq.(10) is relaxed into the following optimization problem

\[
\arg \min_M \{ \text{tr}(M^T X \Delta X^T M) + \lambda ||X^T M - Y||^2 + \mu \text{tr}(M^T U M) \},
\]

(11)

where \( U \) is a diagonal matrix and the \( i \)-th diagonal element is defined as

\[
U_{i,i} = \frac{1}{2 ||M(1,:)||^2_2}, \quad i = 1, ..., d.
\]

(12)

We initialize \( U \) as an identity matrix here empirically. The iteratively reweighted least squares method is employed to solve the problem in Eq.(11). More specifically, we alternatively update each variable while fixing the other until the objective function converges. First, we fix \( U \) and derive to \( M \) directly. The close-form solution can be written as:

\[
M = \lambda (X \Delta X^T + \lambda XX^T + \mu U)^{-1} X Y.
\]

(13)

Then we fix \( M \) and update \( U \) by Eq.(12). The procedure is repeated until \( U \) and \( M \) are stable.
The basic idea of our HOTL solution is based on the online learning strategy. Consider a new target sample $x_t$ with a label $y_t$, we can get the predict label $y'_t$ by $C(x_t) = \arg \max_k x_t^T M$. If $y'_t = y_t$, we think that the model get a true result and fix the $M$. When $y'_t \neq y_t$, the model should be updated to adjust the fault result. In our work, a hypergraph-based online transfer learning method is proposed to update the basic model.

For a target sample $x_t$, if the predict $y'_t$ is wrong about the truth, we exploit the label $y_t$ to construct a new hyperedge to connect the sample with the basic hypergraph. A straight way is connect the sample with other samples which have the same class. The online transfer learning strategy is to update the basic hypergraph model $M$ by adding a new hyperedge $e_t$ connecting the online target sample $x_t$:

$$M_t = \lambda(X_t \Delta X_t^2 + \lambda X_t X_t^T + \mu U)^{-1} X_t Y_t$$

$$= \lambda(X_t x_t \left[ \Delta_s \delta_t^s \right] X_t^2 + \lambda X_t x_t X_t^T + \mu U)^{-1} X_t Y_t$$

where $X_t$ denotes the source data of existing subjects, $x_t$ denotes an online target sample of a new subject. $\Delta_s = I - D_t^{- \frac{1}{2}} H D_e^{-1} H^T D_t^{- \frac{1}{2}}$ is the normalized hypergraph Laplacian of source data, and $\delta_t = 1 - d_t^{-\frac{1}{2}} h_t d_t^{-1} h_t^T d_t^{-\frac{1}{2}}$ is the Laplacian value of the $x_t$, where $h_t$ is added into $H$ to connect the new sample.

According to the updating model, for an online target sample $x_{t+1}$, the category of $x_{t+1}$ can be obtained by

$$C(x_{t+1}) = \arg \max_c (x_{t+1})^T M_t.$$ (15)


<table>
<thead>
<tr>
<th>Classifier</th>
<th>Arousal Acc.</th>
<th>Arousal F1</th>
<th>Valence Acc.</th>
<th>Valence F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes [Correa et al., 2018]</td>
<td>0.545</td>
<td>0.551</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XGBoost [Tang et al., 2018]</td>
<td>0.561</td>
<td>0.633</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BLSTM+Attention [Li et al., 2020]</td>
<td>0.785</td>
<td>0.722</td>
<td>0.739</td>
<td>0.661</td>
</tr>
<tr>
<td>UDA+ODA+SVM [He et al., 2021]</td>
<td>0.72</td>
<td>0.63</td>
<td>0.71</td>
<td>0.66</td>
</tr>
<tr>
<td>HOTL (Ours)</td>
<td><strong>0.894</strong></td>
<td><strong>0.917</strong></td>
<td><strong>0.827</strong></td>
<td><strong>0.818</strong></td>
</tr>
</tbody>
</table>

Table 4: ECG-based emotion recognition results on the Amigos datasets compared with ER methods

Figure 3: Performance (average accuracy) of our method with existing methods.

4.4 Experimental Results and Analysis

Online Emotion Recognition

Experimental results on online emotion recognition for new subject of our HOTL and the compared baselines on Amigos datasets are reported in Table 2-4, respectively.

The results of online emotion recognition compared with basic classifier and online transfer learning methods are shown in Table 2 and Table 3. It can be seen that our proposed HOTL outperforms existing OTL methods. Our HOTL achieves the best recognition accuracy in all subjects. This result reveals that our hypergraph-based online transfer learning method can mine the high-order relationships among data to improve the classification performance.

The results of online emotion recognition compared with existing ER methods are shown in Table 4. It can be seen that our proposed HOTL outperforms existing ER methods. The average accuracy is 0.894 and the F1-score is 0.917 of our HOTL in arousal which gets the best result in ER methods. For valence evaluation, HOTL achieves 0.827 in average accuracy and 0.818 in F1-score.

Figure 3 shows the comparative results about our HOTL and existing methods, regarding emotion classification, we found slightly better performance for arousal than for valence when considering the same type of features and classifier, similar to other works. The good performance of the hypergraph classifier might be due to its characteristics, since the hypergraph structure can represent the high-order relationships among data.

Ablation Study

To understand our method more deeply, we propose to compare in two parts: (1) Hypergraph learning (HL) without online updating. (2) Online emotion recognition results in different combination of features: time-domain (TD) features, frequency-domain (FD) features, Resnet features.

<table>
<thead>
<tr>
<th>Features</th>
<th>Hypergraph Learning</th>
<th>HOTL (Ours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arousal Acc.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Valence Acc.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TD</td>
<td>0.637</td>
<td>0.637</td>
</tr>
<tr>
<td>FD</td>
<td>0.637</td>
<td>0.637</td>
</tr>
<tr>
<td>Resnet</td>
<td>0.854</td>
<td>0.873</td>
</tr>
<tr>
<td>TD+FD</td>
<td>0.635</td>
<td>0.638</td>
</tr>
<tr>
<td>TD+FD+Resnet</td>
<td>0.871</td>
<td>0.894</td>
</tr>
</tbody>
</table>

Table 5: The Average Recognition Accuracy of Hypergraph Learning and HOTL in online emotion recognition tasks

Figure 4: Parameter sensitivity of our method.

Table 5 shows the average accuracy of the comparisons in online emotion recognition experiment. Classifiers using Resnet features outperform the ones employing traditional time and frequency features. The increased performance can be explained by the fact that deep network can extract features from deep perspective. In addition, HOTL outperforms the hypergraph learning due to the online updating.

Parameter Sensitivity

We evaluate the hyper-parameters of our HOTL, i.e., $\mu$ and $\lambda$. Experimental results are shown in Fig. 4. These results show the parameter sensitivity of HOTL in the emotion recognition. It can be seen that the values of $\mu$ and $\lambda$ are stable in our model. The best results of our model is in $\mu = 1$ and $\lambda = 5$.

5 Conclusion

In this paper, we present a hypergraph-based online transfer learning (HOTL) method for online emotion recognition. Our motivations are formulated by two phase, a hypergraph model with multi-view features is trained from existing subjects data and a hypergraph-based online transfer learning method is proposed to adapt incoming data of unknown subject. HOTL can adapt the unknown target data well by the high-order relationships structure and the simple effective updating. Extensive experimental results reveal that our method outperforms the baselines and several state-of-the-art methods.
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